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ABSTRACT This study presents an autonomous cooking robot system developed to improve culinary tasks
through the classification and individual grasping of primary food materials. Our focus is on the recognition
and manipulation of fried chicken parts and raw shrimp, which are essential in various culinary preparations,
particularly frying. To distinguish and segment a specific target from a mix of similar objects, we utilize a
Mask Region-based Convolutional Neural Network (Mask R-CNN) algorithm.Moreover, our robotic system
incorporates a pose estimation technique to handle food materials of varying shapes. This system addresses
the use of a direction vector transformed to determine 3D poses in real world, enabling a two-finger cooking
robot to accurately grasp soft food materials. We have performed real robot experiments to demonstrate the
system’s ability to handle both fried chicken pieces and raw shrimp, verifying that our proposed method is
effective. Additionally, we have confirmed the accuracy of our image segmentation approach.

INDEX TERMS Cooking robot, R-CNN, soft objects, food technology, hand robot, vision sensor.

I. INTRODUCTION
Robots are currently employed in various fields. For example,
in addition to industrial robots in factories, robots serve
as guides, and are present in household appliances and
autonomous vehicles. With the rapid growth of technology,
it is expected that the utilization of robots in our daily
lives will continue to increase. The participation of robots
in real-world environments is challenging, but much research
has been performed on robots under dynamic and uncertain
circumstances, such as cooking robots [1], [2]. This work
presents a cooking robot system with a two-finger collabora-
tive robot and a vision system along with kitchen appliances,
as shown in Figure 1.
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Pick-and-place tasks involving various types of food
materials are essential for cooking robots [3]. This work
considers two robotic tasks of cooking and serving a food
recipe. We deal with food materials in the form of fried
chicken pieces for serving, and in the form of raw shrimp
for frying. The cooking robot faces two challenges in its
operational tasks: first, the food materials might be stacked or
piled up on each other, complicating the robot to discern and
select the specific item to be picked up. Second, identifying an
appropriate grasping point is challenging when dealing with
food items that are soft and have irregular shapes and sizes.

To address these challenges, our approach involves seg-
menting the target object using a cameramounted on a robotic
arm, focusing on identifying its mask while excluding the
background. For determining an appropriate grasping point,
our study addresses locating a thin area on the food material,
which is crucial for handling delicate items like raw shrimp
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FIGURE 1. 3D image of our cooking robot system.

during the frying process. In this study, the robot hand is
designed to pick up each shrimp individually and to dip it in a
bowl containing a buttermilk mixture and then into a second
bowl containing a flour mixture.

For the segmentation task, we employ the Mask R-
CNN [4] framework, which has shown effectiveness in object
segmentation. This method allows for precise delineation
of the target object [5], [6]. Our segmentation integrates
a deep residual network as the backbone of our training
network. We leverage a pre-trained model from the COCO
instance segmentation dataset [25]. The segmentation process
determines the target object by calculating probabilities,
which are obtained from the integrated losses across mask
generation, object classification, and bounding box precision.
To ensure the robot securely grasps the object without
dropping it and to minimize any areas that remain uncoated
with batter, we identify the object’s thinner sections. To do
this, we utilize the k-means clustering algorithm. This work
determines the most suitable number of clusters (optimal
K ), which in turn identifies the direction vector for the thin
area of the food material for grasping. For the experiments,
we selected a recipe for buttermilk crispy fried chicken and
raw shrimp as shown in Figure 2.

FIGURE 2. Typical material preparation for buttermilk crispy fried
chicken, and chicken parts in a deep fryer.

The main contribution is the development of a two-finger
robot system equipped with an onboard camera, designed

for tasks involving frying and serving. This system enables
the robot to adapt its grasping strategy based on the depth
variations in the captured images. Additionally, this study
contributes to estimate the poses of a soft object having
various shapes. By deriving the direction vector from pose
estimation, the robot can determine a stable grasping point,
thereby enhancing its speed and efficiency in tasks. Finally,
the system has been tested and implemented on a real robotic
platform, picking up and placing chicken parts and raw
shrimp.

II. LITERATURE REVIEW
Research on food classification in images based on image
segmentation has been conducted [8]. Additionally, studies
have explored the selection of various materials by robots
with robot control abilities [9], [10], [11], [12], [13], as well
as real-time robotic application involving image segmenta-
tion [14], [15], [16]. In [14], real-time images are captured
for a fast-moving objects in a robotic application, while [15]
presents a CNN-based algorithm for effective robot grasping.
Our framework handles real-time images acquired from a 3D
camera. The robotic hand is controlled using pose estimation
achieved through image transformation. This process entails
extracting the center position and orientation of the selected
object with the highest probability, followed by transforming
the grabbing positions from image coordinates to real-
world 3D coordinates. Our segmentation is based on deep
residual learning [17], which shows better than previous
algorithms [18], [19]. Depth estimation combined with RGB
data is addressed in [20] in order to recognize the 3D shape
of an object.

The recognition and picking of items with irregular shapes
is considered difficult to automate in the food industry
although there have been several related studies on food
handling tasks. Sakamoto et al. discussed the handling
of objects with varying visco-elasticity and adhesiveness
properties and non-homogeneity such as sushi rolls by a robot
hand [21]. Pettersson et al. designed a magnetorheological
fluid gripper to handle a mixture of products such as
vegetables and fruits arriving on a conveyor [22]. Likewise,
the Korea Institute of Machinery & Materials has developed
a robot hand capable of handling everyday jobs as delicate
as holding soft tofu. In this robot hand, the shape of the
distal end of a suction-type gripper is changed to fit the
surface of the object being grabbed [23]. In this case, a large
contact area is required to generate sufficient friction, and it
is typically difficult to grasp thin objects. Conversely, robots
constructed using soft materials, which are lightweight, can
handle deformities and individual differences in the target
objects. The use of vacuum suction pads is one solution
for picking up fresh or packed food products. Wang et al.
proposed a dual-mode soft gripper made of a rubber material
that can grasp and suck different types of food materials
with large variations in shapes and properties [12]. Suction
pads located on the individual fingers of the gripper perform

106858 VOLUME 12, 2024



K. Jang et al.: Developing a Cooking Robot System for Raw Food Processing

vacuuming separately to maximize the success rate of
suction. To grasp larger objects, Hawkes et al. proposed a
gripper that utilizes shearing forces derived from controllable
fibrillar gecko-inspired adhesives cast directly onto a thin
film [24].

These papers proposed a robotic grasping system for
automatically sorting objects based on machine vision. This
system achieves the identification and positioning of target
objects in complex background before using a manipulator
to automatically grab the sorted objects [30], [31]. However,
to the best of our knowledge, almost all the previous studies
have not considered the location on a prepared food item for
picking up and placing the food item. To solve this problem,
in this paper, the picking up of food materials using machine
learning is proposed and evaluated in grasping experiments
with chicken parts.

III. COOKING ROBOT SYSTEM
In this section, we describe the object segmentation and
the estimation of locations for grasping food materials.
We elaborate on our framework in Section III-A, providing
a comprehensive overview of how perception and action
interplay within our robotic system. Next, we describe our
segmentation algorithm and the process of annotating the
dataset in Section III-B. We discuss the image transfor-
mation process along with finding its direction vector in
Section III-C. Finally, we detail the two-finger grasping
methodology employed by the robot hand in Section III-D.

A. FRAMEWORK
Our framework includes a deep learning recognition system
and a robot grasping system that interact with each other. For
the recognition system, we use a 3D camera. Our robotic
hand has a two-finger gripper, and the pose is estimated
by the image transformation process. Figure 3 shows the
relationship between image training, inference, and pose
estimation for a robotic hand in our framework. We use
TCP/IP socket communications to transfer information such
as the grasping points, orientation, and depth of an object
from the camera system to the robot. A 3D camera is mounted
on the robot hand as shown in the figure. Due to themovement
of the robot hand, objects are differently represented in their
angles or sizes on images. We discuss the dataset preparation
process and the learning model in Section III-B and the pose
estimation finding a thinner area along with a direction vector
in Section III-C.
As depicted in the figure, a camera is mounted at the end

of our robot arm. Each image is captured in real-time and
used for target segmentation. We captured images at a rate
of 2 frames per second (fps) to estimate a target object for
grasping. The term ‘Inference food materials segmentation’
in the figure denotes the process of target segmentation using
Mask R-CNN, as discussed in Section III-B. The selected
target also requires estimation of the direction vector, covered
in Section III-C, as well as control of the robot hand for
grasping, detailed in Section III-D. The term ‘Pose estimation

FIGURE 3. System framework.

for grasping’ in the figure denotes the estimation of the
direction vector and the location of the grasping point.

B. TARGET SEGMENTATION AND DATASET
This section describes the dataset preparation process and
the employed target segmentation method. Our approach
capitalizes on the Mask R-CNN architecture for precise
instance segmentation. The learning model, as illustrated
in Figure 4, encompasses distinct components including a
Feature Pyramid Network (FPN), Region Proposal Network
(RPN), and Region of Interest (ROI) dedicated to both a box
head and a mask head functionalities. The backbone network
is structed by integrating a residual network (ResNet)
with FPN. The residual network comprises either 50 or
101 hidden layers, denoted as ResNet-50 and ResNet-101,
respectively. Subsequently, ROIs are aligned to facilitate
classification and bounding box regression tasks. A fully
connect layer (FC layer) is employed for the box head,
whereas a fully convolutional network (FCN) is deployed for
mask generation. During the training phase, each candidate
region undergoes evaluation based on its total loss, computed
as a composite of classification (Iclass), bounding box
regression (Ibbox) and mask (Imask ) losses, represented as
E = Iclass + Ibbox + Imask . This target mask serves as a
pose estimation for a robotic hand to find a stable location to
grasp it.

Preparing an appropriate dataset for training and testing
is crucial for the success of the learning model. Initially,
we adapted the pre-trained COCO segmentation model
from ModelZoo [12]. To align our labeling data with
the COCO format, we developed our customized dataset
focused on fried chicken parts and raw shrimp. Given the
diverse shapes of chicken parts, we categorized them into
distinct classes: drumstick, wing, thigh, back, wingette,
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FIGURE 4. The architecture of mask R-CNN.

FIGURE 5. Examples of data annotation and labeling.

and breast. We also classified raw shrimp into one class:
the shrimp itself. Figure 5 illustrates examples of data
annotations used for training, where shrimp and chicken
parts represented in distinct colors to differentiate among the
classes.

For data augmentation, we utilized techniques to enhance
the robustness of our training dataset. In our robotic system,
the depth camera is positioned on the robot, necessitating
that the data segmentation be adaptable to changes in camera
perspective and motion. Moreover, the objects’ scale in the
images can vary due to factors such as the distance between
the camera and the objects and the objects’ differing inherent
sizes. To address these challenges, we generated augmented
data featuring scale-invariant representations of objects in a
variety of sizes [29]. Our data augmentation strategy includes
adjusting the scale of objects, encompassing both reductions
and enlargements.

For original N dataset, each object is augmented according
to the scale factor γ , which is chosen by the expert
knowledge. Let Naug be the number of augmented data. Let
D = {(Ik ,mk , bk )}

N+Naug
k=1 be the dataset, where Ik ,mk , and

bk are the k-th image, a set of annotated objects, and its
bounding box, respectively. The k-th image is represented
as Ik = Iimg ∪ γjbk , where Iimg is an empty image with the
same size of the width and height as its original image or a
randomly chosen image. Then data augmentation is varied
depending on the chosen scale factors γ = {γi|i ∈ N, −1 <

γi < 1}. In the context, negative numbers indicate a reduction
in the object’s sizes, while positive numbers used to denote
enlargements. In this work, we augmented dataset with the
scale factors of γ = {0.2, 0.1, 0, −0.1, −0.2, −0.3, −0.4,
−0.5, −0.6}.

C. ESTIMATION OF DIRECTION VECTOR
After the target object is selected, we need to estimate its
numerical attributes to facilitate grasping. Given that our
robot hand is equipped with a two-jointed gripper, we need
to compute the object’s position, orientation, and direction to
ensure effective grabbing. In addition, we assume that food
materials are typically grouped together in a disorganized
manner. Therefore, the robot must adept at singling out and
picking up the designated target from a cluster of potential
objects. We utilize the principal component analysis (PCA)
algorithm to determine the orientation of the target and to find
the best direction for grasping the target with a two-finger
gripper [26].

The PCAmethod is based on an analysis of the eigenvalues
of the covariance matrix and their corresponding eigenvec-
tors. Because the target data on the image have x-and y-axis
coordinates, we construct the covariance matrix as 6XY =[
EXX EXY
EYX EYY

]
, where EXY denotes the covariance of X and Y .

The orientation (θ) of the target is computed as

θ = arctan(
vmax(y)
vmax(x)

), (1)

where vmax = argmaxλ{v ∈ V |6XY v = λv}. The
coordinates of the target in an image along the x- and y-axes
are estimated by the image segmentation. We then estimate
the orientation θ of the target as that of its longest axis
along which the largest amount of data is scattered by using
the eigenvalues and eigenvectors of the covariance matrix
regarding the data distribution.

FIGURE 6. Iterative clustering to find the center of an object.

The direction in which the two-finger robot hand needs
to grasp is then estimated to determine the optimal grasping
location. In this work, the optimal grasp is identified at a
thinner section of the object, as human chefs often prefer
to pick up and hold slender portions of chicken parts
when transferring individual pieces from batter mix to dry
ingredients. It not only helps to reduce the areas of uncoated
batter mix but also assists in preventing the chicken parts
from being dropped by the robot’s hand. To facilitate this,
we employ the K-means clustering algorithm to identify the
object’s center on the image plane. In K-means clustering,
data clusters with K distributions are established and the
centroid is iteratively identified as shown in Figure 6.
The objects’ perceived points are used as input data for the
K-means clustering, and the number of clusters within the
selected object is adjusted to pinpoint the optimal grasping
area. The center of mass is iteratively conducted for all points
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FIGURE 7. Centroid computation results for chicken parts with
different Ks.

within the target as follows:

argmin
∑
x∈T

∥x − m⃗∥
2, (2)

where m⃗ = (mx ,my) and T is the pixel coordinates in
the target. The step of computing the centroid based on the
distance of the points in each cluster from the cluster centroid
is iterated until the following stopping criteria are met: (i) the
centroids for all the clusters do not change, (ii) the points
remain in the same cluster, and (iii) the maximum number
of iterations is reached.

One common challenge when using the K-means clus-
tering is the varying size of the clusters. Our solution
is to implement K-means clustering incrementally from
K = 1 and compare the results with those computed using
the previous value of K [27]. This calculation is continued
until the centroid of one cluster is located within a thinner
area than those obtained from the previous clustering with
K −1 clusters. Figure 7 shows that this incremental K-means
clustering is an appropriate strategy for selecting the correct
number of clusters and finding a thin area. In the figure, the
White circle and the red circle represent the cluster centroid
with K = 1 and the centroid of the thin cluster with different
Ks, respectively. In the case of the drumstick, we stop this
process at K = 3 because the centroid of one cluster has
reached a thin area whereas the thin area found atK = 4 is not
a suitable area for grasping. The centroids of objects located
in the thin areas of chicken parts can hence be found using
this procedure.

The aim of this clustering is to find the centroids of an
object such as its center point (i.e., the centroid of the entire
object) and its grasping point (i.e., the centroid within a thin
area). Assuming that the centroid of an object is the center of

mass defined by its image points, the (arithmetic) mean of the
point positions are computed separately for each dimension
as follows:

Centroid = (cx , cy) = (

∑
xi

N
,

∑
yi

N
), (3)

where (xi, yi) are the points in a cluster consisting of the object
and N is the number of points. We assume that the objects are
dense and flat to simply find the center of mass. We utilized
a drumstick object to illustrate how the K-means clustering
works. For the drumstick shown in Figure 9, the centroids are
located at

(cx , cy) = (327, 226) at K = 1, (4)

(gx , gy) = (321, 280) at K = 3, (5)

using Eq. (3). As a result, the grasping point for the drumstick
with differentK is chosen to (gx , gy). The centroids of various
chicken parts with different K s are summarized in Figure 8.

Next, we estimate the direction vector in terms of the
object’s thinner section. For ease of understanding, the
direction vectors are shown as in Figure 10, illustrating that
the grasping points are positioned along a circle surrounding
the object’s centroid. Our direction vector is obtained as
v⃗dir = (gx , gy) − (cx , cy) from the center of the object to an
estimated grasping point. For instance, the direction vector
of the drumstick is LEFT_DOWN since v⃗dir = (−6, +54)
which represents (−,+) as shown in the figure.

Finally, we measure the height of the grasping point in the
thin area. This is achieved using an Intel®RealSense™D435
depth camera in order to measure the distance from the target
within the image frame to the camera. The depth information
is realized by the transition from 2D detection to 3D detection
when the camera is mounted on the side of the robot hand
as shown in Figure 12. However, the depth information is
prone to noise because of the low camera resolution. Because
the RGB image of the RealSense camera has a one-to-one
correspondence with the points in the depth map of interest,
we filter out zero-value points in the depth map. By averaging
the values of the remaining points, we determine the depth at
the grasping point.

D. ROBOT HAND CONTROL FOR GRASPING
For the robot hand to grasp a target object, we utilize
the n-point calibration method [32]. This method involves
collecting n desired robot hand positions relative to an
object, starting from a random position, to then estimate
calibration coefficients. An instance of 3-point calibration
is shown in Figure 11, where the object is positioned
away from the robot hand. Let {(x1, y1), · · · , (xn, yn)} be
the set of target coordinates on the image plane, and
{(x1d , y1d ), · · · , (xnd , ynd )} denote the set of corresponding
robot hand coordinates. The task is to estimate the calibration
coefficients for both the x- and y-axes. Define c⃗x =

[cx1, cx2, cx3]T as the vector of calibration coefficients for
the x-axis and c⃗y = [cy1, cy2, cy3]T as the vector for the
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FIGURE 8. Grasping points of various objects.

FIGURE 9. Example of a drumstick with its estimated center points.

FIGURE 10. Estimation of the direction vector from the object’s center to
a grasping point.

y-axis. If Z =


x1 y1 1
x2 y2 1

...

xn yn 1

 , c⃗x = (ZTZ )−1(ZT x⃗) and c⃗y =

(ZZT )−1(ZT y⃗), where x⃗ = [x1 − xd1, · · · , xn − xdn]T and
y⃗ = [y1 − yd1, · · · , yn − ydn]T . The moving distance of a
robot hand are defined as follows:

dx = gxcx1 + gycx2 + cx3, (6)

dy = gxcy1 + gycy2 + cy3, (7)

where gx and gy are the image measurements representing the
grasping point of a target object.

The grasping point (gx , gy), direction (v⃗dir ), and orientation
(θ ) of the object required for the robot grasping are obtained
using the above procedures. We consider the example of a
drumstick with the orientation θ = 32.1◦. Its grasping point
is (321, 280), and its direction is LEFT_DOWN. To grasp
the thin area of the drumstick, the two-finger gripper of the
robot is moved to (321, 280) and rotated by 57.9◦ if the
object is aligned upward, as shown in Figure 13(a). The robot
finger is then rotated backward by −57.9◦. If the direction
of the drumstick is RIGHT_UP, the two-finger gripper is
rotated by 57.9◦ to grasp the drumstick, and then further
rotated by 122.1◦ to align the drumstick upward, as shown
in Figure 13(b).

IV. EXPERIMENTAL RESULTS
For the experiments, we first evaluate the accuracy of the
object segmentation, then proceed with real-robot experi-
ments. We capture and present snapshots of the robot in
action, demonstrating its ability to manipulate objects based
on the segmentation data. For the experimental environment,
we prepared our own dataset with real food materials, and
utilized a real robot. It is a collaborative robot named Indy7,
recently made by Nuromeka in Korea.1 To capture food
materials’ images, we positioned a depth camera directly
above the robot hand, ensuring it pointed downward to obtain
a clear and unobstructed view.

In the training phase, we constructed our dataset using
actual food items to evaluate our robotic system’s grasping
capabilities, as discussed in Section III. For data collection,
we initially captured a set of images in advance; however,
the test dataset comprises real-time images obtained directly
from the cameramounted on the robotic hand. In the real-time
experiments with the robot hand, we attached a camera to
the end of the robot arm. The camera captures two images
every second, and one of them is used for segmenting the
target object. Figure 14(a) shows an example of a real-time
experiment with raw shrimps, including an image in the upper
right corner where the target is marked with a red circle.

1See more details at https://en.neuromeka.com/cobot
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FIGURE 11. 3-point calibration.

FIGURE 12. Target depth estimation flow.

FIGURE 13. Examples of aligning a drumstick with the two-finger gripper.

FIGURE 14. Snapshots of identifying a target shrimp (marked with a red
circle) from the camera mounted on the robot hand (a) and grabbing the
target shrimp (b).

The robot waits until the target is properly segmented and
estimated, as discussed in Section III. Note that the scale of
objects in each image may vary due to the different heights at
which images are captured by the moving robot hand.

The food materials chosen for the experiments were
primarily fried chicken parts. In an effort to diversify our
dataset, we also incorporated raw shrimp. We utilized the
annotation tool labelme [28] to annotate and label our
training dataset. We categorized six different chicken parts:
the chicken wing, wingette, thigh, drumstick, breast, and
back. These categories are detailed in Table 1. For training

TABLE 1. Dataset used in the experiment.

FIGURE 15. Results of segmentation for chicken parts by using U-Net.

data, we used a total of 504 chicken parts and raw shrimp
from the 7 different categories with the instances from each
category. The dataset in the table includes data augmentation
as described in Section III-B. We conduct a detailed analysis
of the grasping points on these objects, examining the whole
process.

For the learning model outlined in Section III-B, our
computing system was equipped with an NVIDIA GeForce
RTX 2070 Super GPU, utilizing CUDA 10.2 and pytorch
1.7 on a Linux platform. The dataset used for training
consisted of images with various resolutions: 960 × 720 and
640 × 480. In our experiment, we compared the total
loss observed during the training phase when using a FPN
combined with two different ResNet backbone network:
ResNet-50 and with ResNet-101. For each training session,
we conducted 4000 iterations in the learning process. As a
result, the backbone network incorporating the ResNet-101
model exhibited slightly better performance compared to
when ResNet-50 was used.

We compared the segmentation results with U-Net [7],
and the results are shown in Figure 15. For the experiment,
we used 15 training data images. The segmentation results
are represented in red lines. As shown in the figure, the
segmentation could distinguish isolated objects. However,
when dealing with a group of objects, the segmentation
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FIGURE 16. Object segmentation results. Each chicken part was correctly
recognized when the parts were separated (left up) and when they
over-lapped (right up). Each shrimp was identified (down).

FIGURE 17. Comparison of segmented objects from the camera placed
with different heights of 35 cm (left) and 55 cm (right).

treated the entire objects as one unit, failing to differentiate
individual items.

The trained model successfully segmented the chicken
parts and raw shrimp as shown in Figure 16. The segmenta-
tion mask and its corresponding bounding box are illustrated
using distinct colors. Figure 16(a) shows the segmentation
effectiveness when the food items are spaced apart, whereas
Figure 16(b) shows the results for when the items are stacked
together. Furthermore, the chicken part highlighted within a
small red box is shown as the target for the robotic hand’s
grasping action. Specifically, the thigh and drumstick are
selected for this purpose in the figure.

To compare the scale of training objects, we placed a
fixed camera pointing down toward an object. We attempted
to acquire segmented results at different heights from the
camera. Figure 17 shows the compared results when the
heights of the camera are 35 cm (left) and 55 cm (right),
respectively. The black square marker at the bottom of the
images is placed only to show the scale differences for
comparison. Through our augmented dataset, the objects are
correctly segmented, while the probabilities are compatible
in those cases: 99% and 82% on the heights 35 cm (left) and
55 cm (right), respectively.

FIGURE 18. The results of the accuracy, recall, and precision.

FIGURE 19. Before/After transforming to grasp the thin areas of chicken
parts with a robot hand: Drumstick (up), Wing (middle), and Thigh (down).

We analyzed the accuracy of the learning model for
the selected region among the segmented objects. For
quantitative evaluation, we analyzed the accuracy, precision,
and recall. The accuracy indicates how many objects were
correctly segmented to provide information for grasping.
The precision decreases if the learning model chooses an
incorrect object, and the recall decreases if the learningmodel
misses the selection of a correct object. We also analyzed
the accuracy, recall, and precision when we apply the mixed
dataset of fried chicken parts and raw shrimp. Figure 18
shows the results; the use of training data with chicken
parts in Table 1 is shown in Figure 18(a) when using the
101-layer model, and Figure 18(b) shows the result when
using augmented dataset including shrimps. Here, the test
images are 34 while the number of objects on the entire
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FIGURE 20. A sequence of a cooking robot system for picking up the thin areas of shrimp.

images are 101 along with the 81 true objects and the 20 false
objects.

Next, we analyzed the grasping coordinates for the selected
soft object. In the experiments, we tried to segment and grasp
the chicken parts. The coordinates and dimensions observed
in the image were adjusted to align with the robot hand’s
coordinate system. In Figure 19, the grasping coordinates for
the chosen object are indicated by a red circle, showing the
specific point where the robot is designed to grasp the object.

Finally, Figure 20 shows the robot system’s process of
cooking raw shrimp. The robot hand handles each shrimp,
immersing it sequentially into two different mixtures: first
into a bowl of buttermilk and then into a bowl of flour. This
step-by-step procedure ensures each shrimp is adequately
coated. The points at which the robot grasps the shrimp were
determined using the approach discussed in Section III-C.
The process of coating a single shrimp, which includes
real-time segmentation and the subsequent handling by our
robot hand, took approximately 19 seconds, dipping into
water, then coating with the flour mixture, and finally
positioning the shrimp for frying.

During the experiment, the camera mounted on the robot
arm captures two images every second, as depicted in the
figure. The robot continues to capture images until the
target shrimp is identified, and then the grabbing location is
estimated. Once the robot hand has grasped a shrimp, it is
immersed in a bowl of buttermilk. We repeat the dipping
process twice to ensure thorough coating, as illustrated in the
third figure in Figure 20. The dipping process in buttermilk
takes approximately 5 seconds. Subsequently, the robot hand
dips the shrimp into a bowl of flour, employing two half-circle
motions and two straight linemotions from left to right and up
and down to ensure even coating, as shown in the fourth figure
in Figure 20. The process in flour takes about 8 seconds.

V. CONCLUSION
In this study, we performed object detection, selection, and
segmentation through deep learning based on Mask R-CNN
in which instance segmentation of an object is combined with
the recognition of food ingredients. In addition, we applied
PCA and the K-means clustering algorithm to the basic
object information to determine the orientation and center
of the object and to perform pose estimation through point
conversion for grasping a thin area. The challenges of
recognizing and grasping food materials, such as chicken

parts and shrimp, were solved in the cooking robot. We will
perform additional deep learning to train the system to
handle more varieties of fried foods and continue to enhance
the postural estimation for grasping food materials in the
future.
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