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ABSTRACT In the context of next-generationmobile networks, mobility control mechanisms are anticipated
to provide infrastructures that can adapt to a broad range of requirements enforced by heterogeneous
devices and applications. A mechanism that is central to this adaptability is the handover. During this
critical phase of mobility lifecycle management, an appropriate technique for selecting the most suitable
Point of Attachment (PoA) must be employed to ensure that mobile devices maintain optimal connectivity.
Among the various strategies used to tackle the handover decision problem, the Multiple Attribute
Decision-Making (MADM) method is one of the most cost-effective, given the benefits provided by
its decision-making approach. Despite its popularity, mobility management mechanisms often employ
MADM methods without conducting a thorough performance analysis to justify the approach. One of
the main reasons for such referenceless handover technique adoptions is the lack of studies that could inform
researchers, developers, mobility managers, and operators about the primary differences among available
MADM methods. To fill this knowledge gap, in this paper, we conduct a comprehensive review of the
literature on MADM methods in the domain of handover decisions. In particular, our contribution includes
providing a detailed summary of the step-wisemathematical implementation in addition to a broad discussion
of the main MADM methods in the quality-oriented mobility decision domain, thoroughly classifying their
characteristics, and analyzing strengths and limitations. We also compare different categories of MADM
methods and discuss some open issues and research challenges in this area.

INDEX TERMS 5G, mobility management, handover decision, handoff, multiple attribute decision-making,
MADM.

I. INTRODUCTION
In recent years, there has been a significant increase in
the number of mobile networks wireless-connected User
Equipments (UEs) [1], [2]. This surge is largely due to
the proliferation of applications and services influenced
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by emerging paradigms, such as cloud computing and the
Internet of Things (IoT) [3], leading to unprecedented
demands for mobile traffic. It is projected that this demand
will continue to grow until 2030, at which point global mobile
traffic is expected to reach 5016 Exabytes [4], [5].

The increase in UEs has created a further need to
develop connectivity, mobility, and data transmission with
higher Quality of Service (QoS) assurances. To exacerbate
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the challenges, multiple content services and new network
paradigms became recently available: real-time multimedia,
video on demand, vehicular communication, e.g., Vehicle-
to-Everything (V2X) [6], Massive Machine-Type Communi-
cations (MTCs), Multi-Hop Communications (MHCs), and
Ultra-Reliable Communications (URCs) [7], to name a few.
All these applications have distinct requirements, ranging
from ultra-low latency to high connectivity capabilities [7],
[8], as is the case with the fog-enabled vehicular networks [9].
In this scenario, researchers consider Next-Generation

Mobile Networks (NGMN) architectures based on the advent
of Fifth-Generation (5G) networks a significant advance [10].
With rapid speed and ultra-low latency, they are able
to handle multiple connections simultaneously [11]. The
materialization of 5G serves as a promising alternative
to build new network infrastructures in a deployable and
elastic manner [12]. Further, the programmability [13] of
5G networks offers new flexibility and cost-effectiveness,
critical requirements for new service design and delivery
[14], [15].

A main challenge of NGMN systems is that 5G networks
will need to cope with increasing demand for wireless
network resources, coverage, and capacity. At the same time,
5G networks’ QoS will depend on bandwidth (increasingly
required by mobile traffic) and spectrum efficiency [16].
One promising approach to the constraints imposed by

such a need for 5G capacity is the deployment of Ultra-Dense
Small Cells (UDSC) [17]. UDSC techniques have been
widely adopted [18], [19] to reliably cope with the high
demand for greater capacity, as they allow ad-hoc broadband
data service provisioning [20]. UDSC infrastructure can
also be merged with traditional macrocell base stations to
establish multiple Radio Access Networks (RAN) formed by
distinct Radio Access Technologies (RAT), also known as
Heterogeneous Networks (HetNets) [21]. We expect these
5G Radio Access Network (RAN) infrastructures to be
formed by several wireless network technologies, increasing
networkmanagement complexity and aggravating the already
challenging task of meeting user requirements.

A. PROBLEM STATEMENT
Mobility management, in general, and handover (HO)
mechanisms, in particular, will likely be a central concern
that will coexist with other design and implementation
challenges within such future 5G architectures. In recent
papers on handover challenges, opportunities, and solutions,
other authors pointed out how the handover procedure is
crucial to mobility management in 5G RAN [22], [23], [24].
One key feature of 5G mobility involves selecting the best

Point of Attachment (PoA) – as a first selection point or to
maintain the best connectivity. The goal of PoA selection is
to accommodate running mobile sessions without degrading
the user’s Quality of Experience (QoE) [25].

Handover decisions and resource allocation have been
extensively investigated, especially among networks based

on different technologies, that is, Vertical Handovers (VHO)
[26], [27]. In this context, we identify in the literature at least
ten strategies adopted by decision-making mechanisms for
selecting PoA [28], [29], [30]:

1) Traditional
2) Function-based
3) User-centric (UC)
4) Fuzzy Logic (FL)
5) Markov chain
6) Game theory
7) Reputation
8) Context-aware (CA)
9) Machine Learning (ML)
10) Multiple Attribute Decision-Making (MADM)

The need for seamless mobility drives the decision-making
strategy in a VHO scenario. A suitable strategy has to
provide continuity to UEs while reducing signaling over-
head between user mobility and heterogeneous networks
and avoiding unnecessary handovers (the so-called ‘‘ping-
pong’’ effect) [31], [32], [33]. For this reason, the MADM
strategy has been widely adopted in heterogeneous RAT
scenarios, where they appear to be the most cost-effective
approach [34].

Several solutions have adopted the MADM strategy as the
primary decision procedure in VHO. From the standpoint
of providing seamless and quality-oriented handover in 5G
HetNets, Alhabo and Zhang [35] discuss and design a
MADM scheme based on the Technique for Order of Pref-
erence by Similarity to Ideal Solution (TOPSIS) algorithm.
Others take hybrid approaches, including employing multiple
decision strategies in the PoAs selection mechanism. In this
context, the MADM strategy is often chosen because it
includes hybrid decision-making with other strategies. For
instance, Habbal et al. [36] adopts the Context-aware Multi-
attribute RAT (CMRAT) selection, integrating context-aware
and MADM strategy to reduce unnecessary handovers and
select the most appropriate RAT in an Ultra-Dense Network
(UDN).

Although dozens of MADM methods have been intro-
duced, authors still unquestioningly employ them without
additional knowledge about their characteristics, features,
strengths, and weaknesses. This significant knowledge gap,
which we aim to fill, limits researchers to using MADM
algorithms arbitrarily, which is our focus.

Our research aims to address these gaps and provide
a comprehensive understanding of the existing MADM
methods employed in the handover decision problem by
thoroughly reviewing the MADM approach. Our study also
provides a detailed mathematical step-wise implementation
perspective and classifies and compares existing algorithms.

It is of utmost importance to acknowledge that, to the best
of our knowledge and proven by a thorough literature review,
no previous work offered a broad review of the MADM
methods in the context of the handover decision problemwith
as many details as our survey.
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B. CONTRIBUTIONS
We summarize the main research contributions of this article
as follows:

(a) Comprehensive review of the literature on MADM
decision methods employed in the domain of handover
decision problem.

(b) Detailed summary of the step-wise mathematical imple-
mentation of each reviewed MADMmethod, consisting
of an elaborate arrangement for supporting researchers
with a deeper understanding of the model’s fundamen-
tals.

(c) Classification and comparison of the reviewed handover
decision solutions that employ the MADM approach,
highlighting their main features, characteristics, primary
applications, advantages, and limitations.

(d) Broad discussion on current open issues and future
research directions in optimizing handover management
systems with improved handover decisions supported by
MADM facilities.

C. ORGANIZATION OF THIS ARTICLE
The remainder of this paper is structured as follows. Section II
introduces mobility management concepts. Section III pro-
vides an overview of MADM algorithms and procedures.
Section IV, compares our contributions with related surveys.
Section V comprehensively describes available MADM
methods. SectionVI compares different categories ofMADM
methods and their main applications. Section VII discusses
open issues and research challenges. Section VIII concludes
the paper with final considerations and hints for future work.
In the Appendix, we provide the step-wise mathematical
implementation of each reviewed MADM method.

II. BACKGROUND
A. MOBILITY AND MULTIHOMING
In heterogeneous wireless network systems, UEs are
equipped with network interfaces based on different com-
munication technologies. These technologies can be used
to provide multihomed communication [37]. They are also
expected to shape future 5G infrastructures by orchestrating
a high number of UEs with different mobility patterns while
guaranteeing the connection with several PoAs ubiquitously.

To achieve this goal, mobility management in the 5G
scenarios seeks to ensure that the UEs can carry out
the handover process among the heterogeneous candidate
PoAs while maintaining continuous flow session connections
and avoiding interruptions in communication. However,
significant problems are arising from mobility in these
networks caused by the signaling overhead and high latency
resulting from this process. The main reason is the failure to
select the best new network during the mobility stage, leading
to poor service quality.

Mobility management techniques allow infrastructures to
locate a new PoA to deliver data packets to an on-the-go
UE while ensuring uninterrupted connection. One of these

techniques, known as localization management [38], enables
mobile network infrastructures to manage the state of the UE
location by employing advanced prediction techniques. This
strategy allows for setting thresholds to avoid disconnecting
UEs from the PoA and appropriately performing handover
procedures.

The handover process takes place in two different ways:
1) Horizontal handover (HHO), which is activated when

the UE switches on the network which is connected by
another network that shares the same technology (e.g.,
Wi-Fi to Wi-Fi);

2) Vertical handover (VHO), which occurs when the UE
migrates between networks of different technologies
(e.g., Wi-Fi to 5G-NR).

Figure 1 depicts a heterogeneous network scenario built
under distinct mobile communication technologies so that
a moving UE needs to perform different types of handover
(i.e., horizontal and vertical handovers) to be continuously
connected.

FIGURE 1. Example of a heterogeneous network scenario with a moving
UE requiring horizontal and vertical handover control procedures.

From an operational standpoint, handovers can be per-
formed in two different ways:
1) Hard-handover, which occurs when the UE is equipped

with only one network interface and has to initially be
disconnected from the current PoA and connected to a
new network (this operation involves significant losses
during the connection);

2) Soft-handover, in which the UE has at least two network
interfaces. In this case, an association can be made with
the new network before being completely disconnected
from the old network, and thus avoid significant losses
in the flows of the running mobile sessions.

The handover process can be divided into four phases,
namely:
1) Handover initialization: involves detecting changes in

connection parameters like the Received Signal Strength
Indicator (RSSI), available bandwidth, battery life, etc.;

2) System discovery: in this phase, information is obtained
about the applicant networks in the area of coverage of
the UE, which is carried out through a request to scan it;

3) Handover decision: this is the selection stage of the new
network, where the most suitable PoA is selected based
on the information obtained in the previous phase;

4) Handover execution: involves configuring the connec-
tion in the new PoA by the results of the decision phase.
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TABLE 1. Comparison between VHO handover decision strategies.

B. MOBILITY DECISION STRATEGIES
The decision phase is a critical factor in keeping the UE well-
connected. It requires employing suitable quality-oriented
decision strategies to meet the minimum QoS requirements
of mobile flow sessions (e.g., delay/loss tolerance, minimum
bandwidth, etc.). Moreover, the handover decision mech-
anism has to deal with the constraints on heterogeneous
network deployment, which raises new challenges inmobility
management (i.e., unnecessary handovers, signaling over-
head, high interference, etc.). In the following, we set out
some current strategies for mobility decision-making.

1) TRADITIONAL
The Traditional decision strategy, also known as classic
or network-centric strategy [36], compares physical char-
acteristics like RSSI and Signal-to-Noise Ratio (SNR).
The operational approach of this strategy works without
considering the QoS features of the network [39]. It is
unsuitable for scenarios where there is a need to provide
quality assurance for the mobile application sessions.

2) FUNCTION-BASED
The Function-based strategy consists of applying mathemati-
cal models that can return a numerical value representing the
degree of satisfaction of a decision support mechanism that
relies on several criteria. In this strategy, decisions are guided
by a cost function, usually calculated from the weighted sum
of parameters such as QoS, cost, reliability, compatibility, and
preference. It is configured to trigger the handover execution
process and depends on whether mobility is needed from a
predefined threshold. This is often empirically determined
through experiments that can assist in adjusting the weights
and other variables in the main equation [29].

3) USER-CENTRIC
The main objective of the User-centric (UC) mobility
decision strategy is to satisfy the mobile user. It is generally
assumed that users are primarily interested in the perfor-
mance and reliability of the service and are thus responsible
for defining the trade-off between quality and cost depending
on their needs [40]. In this type of decision strategy, the users
are usually responsible for selecting the network that best
suits their preferences.

4) FUZZY LOGIC
Fuzzy Logic (FL) is a technique based on degrees of
pertinence, where values 0 and 1 delimit the various truth

states of a non-quantifiable concept [41]. Fuzzy Logic can
provide intelligence to the decision systems by allowing
an event to be more accurately characterized. Through this
approach, it is possible to estimate the degree of imprecision
of real wireless networks [42].

5) MARKOV CHAIN
In the decision-making strategy based on the Markov
chain [43], the handover problem is modeled as a Markov
Decision Process (MDP), at which point the QoS require-
ments of mobile sessions determine the reward function.
MDP modeling also estimates the optimal strategy regarding
the dynamics and diversity of heterogeneous RATs [44].

6) GAME THEORY
In the decision strategy based on the Game theory, the
handover problem is designed in the form of a competition
between the participants (i.e., UEs and PoAs) [45]. This
approach allows each player to select its course of action,
such as the appropriate procedures to identify and choose
better networks (in the case of UEs). In the case of
PoAs, players can trigger functions to maximize network
admissions [46].

7) REPUTATION
Reputation-based VHO decision-making [47] considers QoS
parameters and running mobile session flow requirements to
provide an indicator about expected UE QoE [48], [49]. The
decision mechanism is based on two types of agents:
(a) Mobile reputation agent, in charge of collecting perfor-

mance metrics of previously connected networks;
(b) Network reputation agent, responsible for aggregating

already consolidated scores, previously assigned by the
mobile reputation agent [50].

8) CONTEXT-AWARE (CA)
Context-aware (CA) decision strategies use the available
context information of a wide range of applications and ser-
vices for UEs [51]. The behavioral adaptation of the system
is based on the change in the environmental information
that enables context awareness, which assists in handover
decision-making.

9) MACHINE LEARNING
The handover decision based on the Machine Learning (ML)
strategy uses prior information from the network to assist in
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decision-making regarding future events [52]. The ML-based
approach is classified according to its operation [53],
namely:

(a) Supervised learning;
(b) Unsupervised learning
(c) Reinforcement learning

10) MULTIPLE ATTRIBUTE DECISION-MAKING
In formulating a mobility control algorithm based on the
MADM approach, the handover decision problem can be
expressed in a matrix format called the decision matrix. The
matrix element xij represents the jth attribute of the alternative
ith [1].

In the case of a quality-oriented handover decision, the
alternatives are the candidate networks, and the attributes
are the required quality-of-service parameters. The networks
are classified employing scoring techniques that assign
different values of importance (i.e., weights) to each
parameter.

C. SUMMARY OF HANDOVER DECISION STRATEGIES
Table 1 summarizes features of handover decision strate-
gies such as implementation complexity, reliability, user-
centricity, multi-criteria, and flexibility.

Several handover decision strategies are chosen because
of their implementation complexity. In this respect, MADM,
Function-based, and User-Centric approaches are among
the most accessible. A handover decision system is con-
sidered efficient when it achieves excellence in accurate
decision-making and reliability. In this respect, several
strategies (i.e., traditional, function-based, user-centric, and
reputation) have proved inadequate because they do not offer
high-reliability prospects. The user-centric feature is critical
because it can include user interventions through interaction
with the decision subsystem. Thus, the user-centric and
context-aware strategies are the most significant. The multi-
criteria support system can be essential for quality-oriented
mobility decision-making and may allow QoS analysis.
In light of this, the traditional decision-making strategy is
unsuitable for this scenario. Instead, it can only depend
on features such as the candidate networks’ RSSI and
SNR. Flexibility requires the ability to detach the decision
mechanism from the handover management system and
readjust to new functionalities and additional parameters.
Function-based, User-centered, context-aware, and MADM
strategies are most relevant.

The 5G mobile infrastructure, with its diverse require-
ments, necessitates mobility management systems that can
handle the heterogeneity of wireless technologies. The
handover decision procedure, in particular, must consider
multiple candidate networks with varying attributes. This
underscores the need for a handover decision mechanism that
can effectively address various constraints, such as flexibility
and efficiency. In this crucial context, the MADM approach
stands out as the most cost-effective and suitable solution.

Its ability to consider multiple attributes simultaneously and
make informed decisions based on them sets it apart, making
it an effective approach.

The following section outlines the MADM strategy, which
is the focal point of this paper.

III. THE MULTIPLE ATTRIBUTE DECISION-MAKING
(MADM) APPROACH
Multiple Attribute Decision-Making (MADM) methods are
currently employed in the most important mobility control
algorithms that tackle handover decision problems. In gen-
eral, the MADM approach is concerned with choosing an
alternative from a set, on the basis of the attributes of each
element of the set [54].
Although it has recently caught the attention of the

mobile-networking research community, the term MADM
has been known for several decades [54]. MADM is a
subcategory within the Multiple Criteria Decision-Making
(MCDM) set, or Multiple Criteria Decision Analysis
(MCDA), a concept popularized in the 1970s [55]. Even
today, some authors very often define the MADM theory
through MCDM [56]. Since they are known for their high
degree of flexibility and adaptability, MADM methods are
usually combined with other decision-making strategies (e.g.,
Fuzzy-MADM – FMADM and Stochastic-MADM), known
as Hybrid-MADM.

Themodeling of aMADMproblem can be roughly divided
into three stages [57], namely:

1) Normalization
2) Weighting
3) Ranking

Figure 2 depicts the MADM approach in three stages of
operational perspective.

FIGURE 2. MAD problem modeling workflow.

In the rest of this section, we describe these operational
stages and report some examples of well-known techniques
employed in each.

A. NORMALIZATION STAGE
Considering the varying nature of the alternatives included
in a MADM model, the values of the multiple attributes
must be standardized to avoid the dominance of the data
displayed on different scales. In this way, it is possible
to obtain comparable numerical input data on a standard
scale [58]. There are several normalization techniques in
which procedures meet the MADM requirements. In the
following section, we summarize the most common of
these:
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1) ADDITIVE NORMALIZATION
The additive normalization [59], also known as the Sum
method [60], is the most popular method for normalizing
the attributes in the MADM approach, mainly due to its
simplicity. The normalization process entails dividing the
elements of each column of the attribute matrix A by the sum
of the respective column, obtaining the normalized matrix
Anorm:
(a) After defining the decision matrix, it is calculated the

normalized values rij:

rij =
xij
m∑
i=1

xij

. (1)

where:
• xij: the value of a given attribute j in the network i.
• m: the number of candidate networks.

2) MAX-MIN METHOD
The MAX-MIN method normalization process separates the
attributes into two categories based on their characteristics
(i.e., cost and benefit attributes) [61].
(a) After constructing the decision matrix, calculate the

normalized values rij:
(b) The cost attributes are represented by metrics that need

to be minimized. Examples of such metrics include, e.g.,
packet delay, jitter, and loss rate:

r−

ij =
xmaxj − xij

xmaxj − xminj

. (2)

(c) Benefit attributes instead identify those that need to be
maximized (e.g., available bandwidth):

r+

ij =
xij − xmin

j

xmax
j − xmin

j

, (3)

where:
• xmaxj and xminj : the maximum and minimum values of
a given attribute j, respectively;

• xij: the value of a given attribute j in the network i.

3) MAX NORMALIZATION METHOD
The MAX normalization method [62] follows a normaliza-
tion procedure in which the evaluated criteria are divided by
the maximum value among others in the same group. Like the
MAX-MIN method, it can include cost and benefit attributes
as follows:
(a) After constructing the decision matrix, it is calculated

the normalized values rij:
(b) Normalization of cost attributes:

r−

ij = 1 −
xij
xmax
j

; (4)

(c) Normalization of benefit attributes:

r+

ij =
xij
xmax
j

(5)

4) SQUARE ROOT METHOD
The Square Root method [63], also known as the vec-
tor normalization method [60] or Euclidean normaliza-
tion method [64], divides each evaluated criteria by its
norm:

(a) After constructing the decision matrix, it is calculated
the normalized values rij:

rij =
xij√
m∑
i=1

x2ij

(6)

B. WEIGHTING STAGE
Following the workflow depicted in Figure 2, the second
stage in the MADM operation flow is the weighting, which
consists of defining the values that represent the importance
of each attribute by determining its respective weights [65].
Weighting methods can be categorized as subjective and
objective:

1) Subjective weighting methods operate by making sub-
jective assessments of the attributes.

2) Objective weighting methods assign weights through
models and measures, usually based on mathematical
and statistical patterns, without any previous or pre-
established information [66].

Table 2 summarizes some current weighting methods
(not restricted to the MADM context) by listing their
characteristics.

TABLE 2. MADM weighting methods.

As this survey focuses on the MADM decision models,
we decided to concentrate on providing a more detailed
description of the subjective weighting methods, which are
mainly carried out by the MADM approach . This study
does not cover other hybrid methods (see the note in
Table 2), such as those based on fuzzy logic and objective
weighting methods. This step-wise mathematical description
is provided in the Appendix.
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C. RANKING STAGE
After the values of the attributes have been normalized and
the weighting process completed, the next stage of MADM
involves following the decision-making procedure. This is
achieved by employing ranking methods that select the best
alternative from those available. In the Appendix, we provide
a comprehensive step-wise mathematical description of
several available MADM ranking methods.

IV. OVERVIEW OF RELATED SURVEYS
Several studies have reviewed mobility decision strategies
in the last decade. Some authors employed a broader
review process, which ranges from mobility management
concepts, which consider MADM algorithms hastily, to more
specific approaches that deal with some specificities of the
MADM approach. In the following, we summarize the main
characteristics of the related surveys.

In some cases, the authors only provided an overview of the
decision-making strategies by giving examples of algorithms
and related methods. Following this approach, the studies
presented by Ravichandra and Kumar [67], Rajule et al.
[68] and Gaikwad and Bhute [69] are similar by showing a
superficial overview of several strategies of VHO decisions
without providing any details about them.

Another group of studies generically explored basic mobil-
ity management concepts and offered a comparative analysis
between different approaches. For example, Kassar et al. [29]
introduced basic mobility management concepts and com-
pared the techniques. Márquez-Barja et al. [70] provided an
overview of themainmechanisms (algorithms, protocols, and
tools) available for mobility management in heterogeneous
wireless networks. Zekri et al. [28] introduced the basic
concepts of mobility management by examining the main
protocols and decision-making approaches involved in this
process. The authors in Ahmed et al. [71] discuss the state-
of-the-art mobility decision techniques in heterogeneous
wireless networks by dividing these schemes into five
categories and comparing them regarding reliability, input
parameters, complexity, and selection of better networks.
Pahal and Sehrawat [72] introduces mobility concepts and
provides an overview of existing VHO decision-making
mechanisms, highlighting decision strategies that employ
MADMmethods. Similarly, Rao et al. [73] andManjaiah and
Payaswini [74] outlined mobility decision strategies, listing
some of the main MADM algorithms. Mamadou et al. [75]
provides a classification of RAT decision-making algorithms.
Jha and Gupta [76] provides a generalist overview of mobility
management in the vertical handover problem scenario.
Xiao et al. [77] categorizes existing network selection
algorithms by analyzing their advantages and disadvantages.

From a different perspective, some authors focused on
analyzing the handover decision strategies regarding specific
demands, such as those focused on the user needs and
the mathematical modeling of the models. Louta et al.
[78] discusses the capabilities of techniques for meeting

users’ needs and points out essential factors that the
mechanisms should consider. Wang and Kuo [63] analyzed
the mathematical theories underpinning the modeling of
mobility decision mechanisms. The review carried out in
Malathy and Muthuswamy [79] focused on studying the
techniques in which the modeling allows a large num-
ber of parameters to be employed for the performance
evaluation of candidate networks. Stanic et al. [80] and
Stanic et al. [81] survey the state-of-art of handover decision
algorithms regarding mathematical procedures and algorithm
modeling.

Another group of works studied the mobility management
and handover decision fields for specific communication
scenario paradigms. In this respect, Aljeri andBoukerche [82]
surveys mobility management in the 5G-enabled vehicular
network scenario by presenting solutions for distinct cate-
gories of services and applications. Tashan et al. [83] discuss
self-optimization handover in 5G networks. Alraih et al. [84]
surveys the handover decision challenges in B5G.

Finally, the MADM approach received special attention
from a restricted group of researchers, who focused on
surveying existing algorithms through generic and indi-
vidual analysis, classification, evaluation, and comparison.
Lahby et al. [65] surveys and compares weighting MADM-
based algorithms. Lahby et al. [85] surveys and compares
MADM methods by means of its capabilities for selecting
networks that best meet the demands of applications require-
ments. Jadhav and Sambare [86] surveys a few MADM
methods and compares their decision performance in terms
of packet delay, jitter, and total bandwidth. Obayiuwana and
Falowo [87] examines, classifies, and evaluates some of the
selected decision algorithms in HWN. Allias et al. [88] used
the systematic mapping approach [89] to identify research
studies of MADMmethods in the vertical handover problem.
Kim et al. [90] discusses MADM methods in wireless ad
hoc network communication. Yadav et al. [91] surveys and
analyzes MADM techniques regarding network selection
challenges and trends using MADM.

The analysis of the related literature, in terms of the
existing surveys, reveals that previous studies have already
dealt with the handover decision specifics. However, in most
cases, the authors employed a more generalist approach, thus
ignoring the particulars of the MADM domain approach.
In this regard, we established a taxonomy, shown in Table 3,
to describe and characterize the existing surveys in terms
of the key issues addressed and their main contents, thus
highlighting the contribution provided in our work. To this
end, we employed a methodology developed in our previous
works [92], [93]. Table 3 presents the taxonomy.

Table 4 summarizes each related study’s benefits, high-
lighting the key issues. As confirmed by the literature review,
most previous surveys were concerned with outlining VHO
decision strategies without providing an in-depth analysis
that could allow researchers to reproduce the algorithms. The
few papers that undertook this kind of analysis [28], [73],
[74], [87] were unable to give an overview of the MADM
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TABLE 3. Taxonomy of existing surveys: key addressed issues and main content.

methods that were employed for VHO in their entirety. The
following section is a comprehensive survey of MADM

methods, focusing on exploring implementation factors in
detail.
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TABLE 4. Summary of related survey papers.

V. MULTIPLE ATTRIBUTE DECISION-MAKING METHODS
Over the years, several newMADMdecision techniques have
been documented in the literature. This section examines
the main mobility decision-making algorithms based on
the MADM decision strategy through a comprehensive
step-wise mathematical investigation of each method. To
better understand, the methods are appropriately organized
following their respective categories (i.e., weighting and
ranking). These MADM decision techniques find practical
application in various mobility decision schemes, which are
also described in the following.

A. WEIGHTING METHODS
This section reviews the MADM algorithms employed in the
weighting process, as shown in Table 2.

1) WEIGHTED LEAST SQUARE (WLS)
The WLS Weighting method [94], also known as Least
Square Weighting (LSW) [95], is a subjective weighting
method that involves adopting procedures that are based on
a series of linear algebraic equations used simultaneously for
the definition of weights [54].
Although it was first designed several years ago, WLS

has only recently been adopted in the context of mobility
decisions. In Almutairi et al. [96], the authors evaluated
the effects of weighting methods on the GRA and DiA
methods. The results indicated that WLS selected the most
suitable network for the conversational and interactive traffic
classes in all the experiments. In contrast, WLS experienced
a high-ranking abnormality (approximately 100%) for the
background traffic class.

2) ANALYTIC HIERARCHY PROCESS (AHP)
AHP [97] is one of the most commonly employed
MADM-based weighting methods. The AHP procedure
is based on the eigenvector method [54], a widely used
weighting method in decision-making processes [98].

The AHP weighting method has been widely employed
in several MADM VHO decision mechanisms. Yang et al.
[99] created a Media Independent Handover (MIH) VHO
decision-making algorithm supported by AHP to determine
the weights of different traffic parameters for Wi-Fi and
WiMAX networks. Zekri et al. [100] devised a context-aware
VHO decision mechanism comprising an AHP weighting
engine and a Fuzzy inference system to achieve flexibility
and account for users’ needs.

3) RANDOM WEIGHTING (RW)
RW randomly defines the weights of each attribute [101]. The
sum of all the defined weights must be equal to 1 [95].

Through an investigation of the most suitable MADM
weighting methods in the context of the VHO problem,
Lahby et al. [65] conducted a survey and carried out a
comparative analysis on several methods (AHP, FAHP, ANP,
FANP, and RW) by examining their effects (concerning net-
work selection and ranking abnormality) combined with the
TOPSIS ranking method. The simulations were conducted
in MATLAB [102] and included a heterogeneous network
scenario composed of UMTS, WLAN, and WiMAX net-
works with applications mapped in four traffic classes [103].
The results prove that RW can reduce the risk of ranking
abnormality in approximate values of 45%, 15%, and 35%
for conversational, interactive, and streaming traffic classes,
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respectively. At the end of the evaluation, the authors
concluded that RW performed the worst among the methods
because it was the only one with divergent results.

Similarly, Almutairi et al. [96] focused on investigating the
effects of several weighting methods (AHP, FAHP, ANP, RW,
and WLS) combined with the DiA ranking method [104].
Although RW obtained excellent results in some evaluation
scenarios, it was insufficient to determine its superiority
against the other evaluated methods.

4) CRITERIA IMPORTANCE THROUGH INTERCRITERIA
CORRELATION (CRITIC)
CRITIC [105] determines weights by evaluating the contrast
intensity and conflicts between the evaluation criteria [106].

In Sgora et al. [106], the authors perform a performance
evaluation of several classic MADM methods against the
CRITIC method. The results demonstrate that, in terms of
QoS and network selection, the VIKOR, combined with AHP,
Entropy, and CRITIC, selected the best network.

5) ANALYTIC NETWORK PROCESS (ANP)
ANP belongs to the same family of weighting methods as
AHP [107]. The main difference between AHP and the ANP
is that, unlike the hierarchical structure used in the AHP,
ANP uses a network structure [108], where the decision
levels (objectives, criteria, and alternatives) are grouped into
clusters. The criteria and alternatives are represented as the
nodes of these clusters [109].
In contrast with the linear hierarchy, where each element

depends uniquely on itself, the network hierarchy approach
allows feedback to be obtained from the network through
inner and outer dependence between the components. The
operational stages of the ANP are similar to those of the AHP.
Through the hierarchical grouping of the elements, though,
the ANP can ensure the interdependence of the attributes
required for the weighting process. This super matrix reflects
the interaction between the elements and clusters of the
system [110]. For a definition of the formal theory of the
supermatrix principles, see [108].
The authors in Martinez and Ramos [111] proposed a

MADM decision mechanism based on the ANP to provide
the best network selection. The numerical simulations
proved the efficiency of the proposal compared with other
traditional methods such as AHP. Reference [112] combined
ANP with improved TOPSIS, known as Enhanced-TOPSIS
(E-TOPSIS). The assessments based on numerical simula-
tions showed that the proposal outperforms other widely
known MADM methods.

6) TRigger-BASED AUTOMATIC SUBJECTIVE weighTing
(TRUST)
TRUST was put forward [113] as a subjective weighting
method capable of meeting terminal-side and network-
side requirements through a network selection procedure
involving triggering events. Table 5 illustrates the relationship

between triggering network events and the attributes of
weights.

TABLE 5. Example of the relationship between trigger events and weights
of attributes [113].

As well as setting out their scheme, Wang and Binet [113]
also conducted a comparative evaluation considering exten-
sive scenarios and several attributes (9 in total). The
assessment results in a MATLAB simulation environment
showed that TRUST has more significant benefits than the
extensively used eigenvector method.

7) WEIGHTED RATING OF MULTIPLE ATTRIBUTES (WRMA)
WRMAwas introduced [114] as a simple method to calculate
the attribute weights using a straightforward approach.
WRMA operation procedure relies on the definition of
the network attributes and traffic type according to the
application requirements following the definitions of IEEE
802.11e [115] and IEEE 802.16 [116] standards, as shown in
Table 6).

TABLE 6. Example of traffic types supported by WRMA [114].

In Yang and Tseng [117], the authors conducted a
performance evaluation of the WRMA-based decision-
making scheme through simulations carried out in an MIH
version of the network simulator (NS-2) [118]. In addition
to the WRMA proposal for handling attribute weighting,
TOPSIS was used to rank the networks for handover. The
evaluation outcomes proved that the scheme was better than
an AHP-SAW handover scheme and the NIST signal handoff
model.

8) MULTIPLE AHP (M-AHP)
M-AHP was proposed [119] to deal with some of the
problems of the original AHP methods. These problems
include the user’s preference for certain criteria considered
the same for each alternative network. Another problem with
the original AHP method is the consistency index, which
in most situations is higher than 10% and thus requires a
re-computation of the decision matrix. The main difference
between M-AHP and the classic AHP is that it follows a
procedure that involves constructing the decisionmatrix. This
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procedure is based on the experience of a large number of
specialists before defining the matrix for the weighting.

Lahby et al. [120] combined theM-AHPweightingmethod
with the e-TOPSIS method. Their evaluation result assessed
the scheme’s performance, comparing ranking abnormality
and the number of handoffs between the two approaches.

9) MULTIPLE ANP (M-ANP)
M-ANP was put forward to improve the ANP method [121].
Following the approach adopted in M-AHP, M-ANP also
draws on the experience of multiple experts to carry out the
weighting procedure.

In Lahby et al. [121], the authors also evaluated theM-ANP
proposal through a performance comparison, which included
variations of ANP and TOPSIS.

10) INTELLIGENT TRUST (i-TRUST)
The i-TRUST method was introduced to deal with some
limitations of the TRUST method, such as prioritizing
specific events, to provide user flexibility [122].
In addition to the i-TRUST scheme, the authors in

Alam et al. [122] also conducted a performance evaluation
that took account of the particular requirements of Aeronau-
tical Telecommunication Networks (ATN). The assessment
outcomes proved that i-TRUST could significantly improve
costs, throughput, and resource consumption.

B. RANKING METHODS
This section surveys the MADM algorithms employed in the
ranking process. Each method is introduced in terms of its
underlying operating concepts. Moreover, there is a step-wise
mathematical implementation, followed by an example of its
application in a mobility decision scenario.

1) MULTIPLICATIVE EXPONENTIAL WEIGHTING (MEW)
Also referenced as a Weighted Product Method (WPM)
[123], MEW calculates the score as a weighted product of
the attributes of the candidate networks [124].
MEW was modified by TalebiFard and Leung [125] for

interval data use and employed in a dynamic context-aware
network selection handover mechanism, which considers
the quality of the context, used to penalize alternatives
where there were lower standards in data transmission.
The evaluation of the results indicated that it had a low
computational cost and was subject to fewer effects of the
ranking abnormality phenomenon than TOPSIS.

2) ELIMINATION AND CHOICE TRANSLATING PRIORITY
(ELECTRE)
The ELECTRE method, first introduced as Elimination
and Choice Translating Reality [126], uses the concept of
a reference PoA, which expresses the value of the ideal
performance in a given attribute [127] and compares it with
the values of candidate networks.

Ahmad et al. [128] adopted ELECTRE to devise a
QoS-aware VHO mechanism in the context of M2M
Heterogeneous Mobile Ad hoc Networks (HetMANET). The
assessment revealed that the solution significantly reduces
handover frequency and energy consumption.

3) SIMPLE ADDITIVE WEIGHTING (SAW)
SAW [129] is one of the most commonly used MADM
methods in the mobility management process [130]. It is
frequently referenced as the Weighting Sum Method (WSM)
[131]. The basic operation of SAW involves calculating
the weighted sum of the metrics, where the score of each
candidate network is obtained by normalizing the values of
each metric multiplied by the weight of each criterion.

Several studies have used SAW to compare with the
effectiveness of other methods and mechanisms [132], [133],
[134]. In other cases, SAWwas used as a component of hybrid
decision schemes, as discussed by Zineb et al. [135].

4) TECHNIQUE FOR ORDER OF PREFERENCE BY SIMILARITY
TO IDEAL SOLUTION (TOPSIS)
TOPSIS makes the selection of the best PoA by finding
the similarity to an ideal solution (i.e., one that has the
best attributes among the candidate networks) and is the
farthest from the worst solution (i.e., the one with the worst
characteristics among candidate networks) [54].

Singh and Singh [136] evaluated several MADM methods
to determine the most appropriate handover decision in
a WiMAX-WLAN scenario. After calculating the relative
standard deviation, the authors decided TOPSIS was the most
suitable for the handover decision.

5) PREFERENCE RANKING ORGANIZATION METHOD FOR
ENRICHMENT OF EVALUATIONS (PROMETHEE)
PROMETHEE [137] aims to find a relation of superiority
that takes account of the standard sets of criteria. A pairwise
comparison is made between the candidate networks for each
alternative to evaluate whether one criterion in one network
is better than another in a candidate network.

A performance comparison of the differences between
SAW, MEW, and PROMETHEE was conducted by Anu-
pama et al. [138]. The simulated results revealed that
PROMETHEE was superior to the other methods in selecting
networks for interactive, background, and conversational
traffic classes.

6) GREY RELATIONAL ANALYSIS (GRA)
GRA [139] computes the best network according to the Grey
Relational Coefficient (GRC), which establishes the relation
between the reference values (i.e., the best among all those
available) of an attribute and the values of the candidate
networks.

Song et al. [140] created a MADM-based network
selection algorithm that uses FAHP and standard deviation as
subjective and objective weighing methods, respectively, and
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GRA as the main ranking method. It was concluded from the
simulations that the planned model (called FGRA) improved
the QoS guarantees and reduced the number of handovers.

7) MULTICRITERIA OPTIMIZATION AND COMPROMISE
SOLUTION (VIKOR)
Initially known as VIseKriterijumska Optimizacija I Kom-
promisno Resenje, VIKOR [141], is based on the similarity
between the candidate and ideal networks, a strategy used by
other MADM methods.

Baghla and Bansal [142] carried out a performance
comparison of the effect of three weighting methods (AHP,
ANP, and subjective weighting). The weighting methods
were combined with VIKOR to select the best candidate
network. The assessment was conducted concerning the
ranking abnormality and number of handovers. The results
revealed that the ANP method, combined with VIKOR
(called V-ANP), performed better than AHP or subjective
weighting.

8) COMPLEX PROPORTIONAL ASSESSMENT (COPRAS)
COPRAS is a notable method known for its simple calcula-
tions and reliability [143].

The statistical evaluation of MATLAB simulations carried
out by Orimolade [144] accounted for ranking performance,
consistency, and ranking abnormality factors. The perfor-
mance of COPRAS is compared with that of SAW, MEW,
and TOPSIS. The results suggest that COPRAS can provide
an ideal level of ranking consistency and ranking abnormality,
but the best results for ranking consistency have yet to be
obtained.

9) GRAPH THEORY AND MATRIX APPROACH (GTMA)
GTMA was introduced [145] as an alternative for selecting
materials for engineering components by combining the
MADM approach with the graph theory [146].
The use of GTMA is observed in the assessments

conducted by Kaur et al. [147] in which various MADM
methods were analyzed using the MATLAB software to
determine the best technique for dealing with the ranking
abnormality effects and number of handovers. The results
of the evaluations indicated that GTMA outperformed
traditional methods like AHP, TOPSIS, andGRA for different
types of traffic.

10) WEIGHTED MARKOV CHAIN 1 (WMC1)
The research conducted by Wang et al. [148] devised two
methods based on the Markov chain theory [149], namely
WMC1 and WMC2. The methods differ from each other in
the construction of the Markov chain transition matrix.

Agrawal and Vidhate [150] conducted a comparative study
of several MADMmethods for network selection in a hetero-
geneous wireless network scenario. The article compares the
WMC1 and traditional techniques like SAW, TOPSIS, GRA,
and MEW. The results indicate that WMC1 obtained good

performance in data applications of simulations and was able
to select the best alternative network.

11) WEIGHTED MARKOV CHAIN 2 (WMC2)
As mentioned above, WMC2 is the second technique
developed by [148]. WMC2 follows the same approach as the
WMC1, except for constructing the Markov chain transition
matrix.

The authors in Wang et al. [148] also conducted a
comparative study of WMC1 and WMC2 using the TOPSIS
method. The results suggest that the WMC-based techniques
obtained an excellent performance in data user and VoIP
application simulations and were able to select the best
alternative network.

12) DISTANCE TO THE IDEAL ALTERNATIVE (DIA)
DiA was mainly designed [104] to deal with the
rank-constrained abnormalities of the TOPSIS method.

As well as devising a method for the proposal, the authors
in Tran and Boukhatem [104] also performed a performance
comparison between DiA and the well-known SAW, MEW,
and TOPSIS. The evaluation results revealed that DiA
outperformed TOPSIS in solving the ranking abnormality
problem and improved the ranking capabilities of SAW and
WP.

13) FULL MULTIPLICATIVE FORM WITH MULTI-OBJECTIVE
OPTIMIZATION BY RATIO ANALYSIS (MULTIMOORA)
MULTIMOORA [151] is formed by the Multi-Objective
Optimization by Ratio Analysis (MOORA) and the Full
Multiplicative Form of Multiple Objectives. This method
makes the selection of the best network according to three (3)
classification models:

(a) ratio
(b) reference point system and multiplication system
(c) unification of decisions through the dominance the-

ory [152].

In Obayiuwana and Falowo [153], the authors conducted a
performance assessment in a heterogeneous network scenario
(WLAN, UMTS, and WiMAX). The results indicated
that MULTIMOORA could select the best networks when
requested by voice, file download, and video-streaming
traffic applications.

14) GRA-BASED-NORM_1
Huszak and Imre [154] presented three (3) methods to
improve the GRA algorithm and to reduce the ranking abnor-
mality phenomenon. Each new resulting algorithm, called
here GRA-based-norm_1, GRA-based-norm_2, and GRA-
based-norm_3, employs different normalization techniques
based on modified versions of the MAX-MIN method.

Regarding the GRA-based norm_1, normalization is
performed by determining minimum and maximum absolute
values for the attributes while keeping the normalized values
unchanged.
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15) GRA-BASED-NORM_2
As mentioned above, the GRA-based-norm_2 algorithm
is the second GRA-based method proposed by Huszak
and Imre [154]. The normalization procedure differs from
the one adopted by the GRA-based-norm_1 algorithm by
determining an absolute maximum for cost attributes and a
minimum for benefit attributes.

16) GRA-BASED-NORM_3
The GRA-based-norm_3 algorithm is the third GRA-based
method proposed by Huszak and Imre [154], as mentioned
above. The normalization strategy in GRA-based-norm_3
does not employ minimum and maximum absolute values.
In contrast, it uses a normalization function where the
normalized value of the best parameter would be equal
to 1.

As well as setting out the scheme, the authors [154]
also conducted simulation-based performance analysis. The
results revealed that, in some cases, the techniques (GRA-
based-norm_2 and GRA-based-norm_3) reduced the rank
reversal rate from 65% to 99.9%. Otherwise, as a result of
the GRA-based-norm_1 technique, the ranking abnormality
was eliminated.

17) NOVEL METHOD BASED ON MAHALANOBIS DISTANCE
(NMMD)
Lahby et al. [155] introduced NMMD as an alternative to
mitigate the ranking abnormality and ping-pong effect issues
by adopting the Mahalanobis distance [156] to measure the
distance between the ideal and non-ideal solutions.

The authors also performed a performance comparison
that included the SAW, MEW TOPSIS, and DiA methods
regarding the number of handovers and ranking abnormality.
The results revealed that NMMD could reduce the ranking
abnormality and ping-pong effects better than the other
methods.

18) WEIGHTED AGGREGATED SUM PRODUCT ASSESSMENT
(WASPAS)
WASPAS [157]was designed to integrate the decision-making
capabilities of the SAW and MEW methods.

WASPAS was the object of a comparative study performed
by Yadav et al. [91], which aimed at analyzing the strengths
and limitations of MADM algorithms in terms of algorithmic
approaches, the cardinality, the importance of decision
attributes, and network utilities.

19) VHO-QoS/QoE
The VHO-QoS/QoE method [158] adopts an approach that
eliminates values that do not satisfy a minimum requirement
for a given attribute. This is achieved by adding a threshold
value to each evaluated attribute.

Maaloul et al. [158] also carried out a performance eval-
uation between the planned solution and classical MADM
methods. The results revealed that VHO-QoS/QoE achieved

better performance in the number of handovers and handover
processing delay.

20) ENHANCED-TOPSIS (E-TOPSIS)
E-TOPSIS [159] is one of the several attempts to improve
the ranking performance of the TOPSIS methods by reducing
the number of ranking abnormality problems. E-TOPSIS
examines the relative importance of both ideal and non-ideal
solutions (i.e., negative ideal solutions) to measure their
relative closeness to an ideal solution.

The evaluations conducted by Lahby et al. [159] revealed
that E-TOPSIS reduced the reversal phenomenon and the
number of handovers. The results also suggest that E-TOPSIS
provided better alternatives than the SAW, MEW, and
TOPSIS to IEEE 802.11e traffic classes.

21) EXTENDED ELITISM FOR BEST SELECTION (E2BS)
E2BS was set out in Silva et al. [160] and is based on the
combination of the elitist strategy [161] and the MADM
features. In the E2BS approach, the chosen network will
be the one that is closest to the elite solution, which is
represented by a reference PoA, with attribute values close
to the ideal solution (e.g., attributes such as latency and loss
equal to zero).

Santos et al. [34] performed a performance analysis of
E2BSwith the well-knownMADMmethods (SAW, TOPSIS,
GRA, and MEW) in a video streaming scenario. The results,
expressed through QoE metrics, demonstrate the superiority
of E2BS in selecting the most suitable PoA.

22) NMMD-N1
Four (4) strategies for determining a suitable normal-
ization technique for the NMMD method [155] were
introduced by Lahby et al. [162]. Each new result-
ing MADM algorithm employs different normalization
techniques, namely NMMD-N1, NMMD-N2, NMMD-
N3, and NMMD-N4. Since the algorithms are based
on the NMMD method, the following sections focus
on describing the normalization procedure used by each
technique.

Concerning the NMMD-N1, the normalization is per-
formed by applying the square root or Euclidean normaliza-
tion method (see section III for details).

23) NMMD-N2
As mentioned above, the NMMD-N2 algorithm is the second
NMMD-based method proposed by Lahby et al. [162]. The
normalization strategy employed in NMMD-N2 is based on
the MAX-MIN technique (see section III for details).

24) NMMD-N3
The NMMD-N3 algorithm is the third NMMD-based method
proposed by Lahby et al. [162], as mentioned above. The
normalization strategy employed in NMMD-N3 is based on
the MAX technique (see section III for details).
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25) NMMD-N4
The NMMD-N4 algorithm is the fourth NMMD-based
method proposed by Lahby et al. [162], as mentioned
above. The normalization strategy employed in NMMD-N4
is based on additive normalization (see section III for
details).

These four NMMD algorithms proposed by Lahby et al.
[162] are compared in a performance evaluation with four
different traffic types to analyze the ranking abnormality phe-
nomenon and number of handovers. The simulation results
indicate that the NMMD performed better when combined
with the Euclidean normalization method (NMMD-N1).
This was highlighted by the ranking abnormality rate,
which was reduced to 30%. NMMD-N4 obtained a good
performance for the number of handovers for two (2) traffic
types.

26) GRA-TOPSIS
Sasirekha et al. [163] combined the GRA and TOPSIS
methods, thus giving rise to the GRA-TOPSIS method.

In addition to introducing the new method, the
authors [163] also compared the performance ofGRA-TOPSIS
by employing the FAHP technique to weigh the attribute
values. Additionally, the efficiency of the proposed
model (i.e., the combination of FAHP and GRA-TOPSIS)
was compared with a hybrid formed with AHP and
GRA-TOPSIS. The results revealed that adopting the
FAHP led to a more significant improvement during the
pair-wise comparison stage, thus resulting in a better network
selection.

27) MeTHODICAL
MeTHODICAL [164] is based on an optimization technique
that enables users to specify a wide range of heuristics to
achieve different goals.

Sousa et al. [164] also evaluated MeTHODICAL by
assessing it in terms of the accuracy of path optimization,
performance, and accuracy of heuristics. Furthermore, the
influence of the distance configurations was considered in
the assessment. By including MADM methods such as
TOPSIS, NMMD, and DiA, MeTHODICAL performance
proves its superiority in optimal path selection, accuracy,
and precise heuristic selection. The evaluations also show
that MeTHODICAL does not suffer from the ranking
abnormality.

28) EVALUATION BASED ON DISTANCE FROM AVERAGE
SOLUTION (EDAS)
EDAS was proposed by Keshavarz Ghorabaee et al. [165]
for inventory classification purposes. EDAS classification
process follows the similarity distance approach. It computes
the distance between each candidate alternative and an
average solution to find the best result.

EDAS was considered by Yadav et al. [91] in the same
comparison study that analyzed the WASPAS technique.

29) TOPSIS-NORM1
Senouci et al. [166] recommended four (4) methods to
improve the TOPSIS algorithm and thus reduce the negative
effects of the normalization procedure on the way alternative
candidate networks are ranked. Each new resulting algorithm,
namely TOPSIS-norm1, TOPSIS-norm2, TOPSIS-norm3,
and TOPSIS-norm4, employs the MAX-MIN method (see
section III for details) in different ways.
Concerning the TOPSIS-norm1, normalization consists of

replacing the original TOPSIS normalization strategy with
the original implementation of the MAX-MIN method.

30) TOPSIS-NORM2
The TOPSIS-norm2 algorithm is the second TOPSIS-based
method proposed by Senouci et al. [166], as mentioned
above. The normalization strategy in TOPSIS-norm2 keeps
the normalized values unchanged by configuring maximum
and minimum absolute values for each considered attribute.

31) TOPSIS-NORM3
As mentioned above, the TOPSIS-norm3 method is the
second TOPSIS-based method proposed by Senouci et al.
[166]. The normalization procedure adopted by the TOPSIS-
norm3 determines an absolute maximum for cost attributes
and a minimum for benefit attributes.

32) TOPSIS-NORM4
The TOPSIS-norm4 algorithm is the third TOPSIS-based
method proposed by Senouci et al. [166], asmentioned above.
The normalization strategy in TOPSIS-norm4 dynamically
sets maximum and minimum attributes by deriving the
values from network parameters. With this approach, the best
attributes’ normalized values will equal 1.

Senouci et al. [166] also conducted a performance
evaluation, revealing that the new techniques could reduce
and eventually eliminate the ranking abnormalities.

33) UTILITY FUNCTION-BASED TOPSIS
Senouci et al. [167] put forward a new TOPSIS-based
scheme, here called Utility Function-based TOPSIS, which
employs utility functions to normalize the decision matrix
values. This aims to eliminate the effects of ranking
abnormality and optimize the TOPSIS ranking process.

The authors also conducted a comparative analysis [167]
to evaluate the effects of ranking abnormality and ranking
performance contrasted with the classic TOPSISmethod. The
results reveal that the new method can reduce the impact
of ranking abnormality and select better networks than the
original.

34) SIMPLIFIED AND IMPROVED MULTIPLE ATTRIBUTES
ALTERNATE RANKING (SI-MAAR)
SI-MAAR was set out by Chandavarkar and Guddeti [168]
to eliminate the dependence on normalization and weighting
procedures and reduce the rank reversal problem.
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In addition to introducing the new technique, the
authors [168] also conducted a performance evaluation of
SI-MAAR employing classical MADMmethods. The results
proved that SI-MAAR can provide more reliable network
alternatives than TOPSIS, SAW, MEW, and GRA.

35) MODIFIED-SAW (M-SAW)
Bendaoud et al. [169] introducedM-SAW, a modified version
of the SAWmethod, intending to improve the performance of
the original implementation.

Furthermore, an experimental evaluation [169] showed that
M-SAWoutperforms the classicalMADMmethod, including
the original SAW algorithm.

36) TOPSIS-BASED UTILITY
Lahby and Sekkaki [170] introduced a hybrid approach
consisting of a joint operation of the TOPSIS algorithm and
a utility function

The TOPSIS-based utility approach was evaluated [170],
and the results revealed that the employed mechanism
reduces the effect of some well-known handover problems,
such as reversal rank and the ping-pong effect.

37) MODIFIED GRA (MGRA)
Du et al. [171] put forward MGRA, which consists of a
GRA-based decision mechanism that covers both the user
preferences and the status of the candidate networks.

In addition to proposing the MGRA, the authors
assessed [171] its performance regarding network load
balancing and unnecessary handovers.

38) MODIFIED-MULTIPLICATIVE EXPONENT WEIGHTING
(M2EW)
A modified version of the MEW algorithm, M2EW, was
introduced by Jumantara et al. [172]. Improvements in
M2EW are achieved by employing the Euclidean distance
technique in the alternative ranking procedure.

The evaluations proved [172] that M2EW had a better
performance than SAW and the original MEW algorithms for
the background traffic class.

39) EUCLIDEAN DISTANCE-BASED NETWORK SELECTION
ALGORITHM (EDBNS)
Kumari and Sravani [173] proposed five (5) new MADM
methods, namely:
1) EuclideanDistance-BasedNetwork SelectionAlgorithm

(EDBNS)
2) Rank Reversal Technique-Based Algorithm (RRTA)
3) Parameter-Based Network Selection Algorithm

(PBNSA)
4) Oliver Blume Algorithm Method (OBAM)
5) Similarity-Based Network Selection Algorithm

(SBNSA)
The EDBNS ranking procedure is based on the Euclidean

distance from the decision matrix to the ideal and the

non-ideal matrix. The other four methods are examined
below.

40) RANK REVERSAL TECHNIQUE-BASED ALGORITHM
(RRTA)
RRTA [173] jointly employs the TOPSIS similarity concept
and the cost function to determine the best alternative
network [174].

41) PARAMETER-BASED NETWORK SELECTION ALGORITHM
(PBNSA)
The PBNSA [173] adopts the PROMETHEE preference
structure, which is based on the superiority analysis between
the attributes and the Euclidean distance concepts to deter-
mine the degree of preference among them.

42) OLIVER BLUME ALGORITHM METHOD (OBAM)
OBAM [173] applies a cost function that inputs the elements
of an ideal matrix consisting of the maximum and minimum
values for each attribute set. In the ranking state, OBAM
selects the alternative with the minimum cost.

43) SIMILARITY-BASED NETWORK SELECTION ALGORITHM
(SBNSA)
SBNSA [173] is based on quantifying a disagreement
index of the alternatives concerning the ideal and non-ideal
solutions for defining the best alternative.

44) ENHANCED-MOORA (E-MOORA)
E-MOORA enhances theMOORAmethod [175] by incorpo-
rating vector normalization for benefit and cost attributes to
overcome the ranking abnormality phenomenon.

Palas et al. [175] carried out a performance evaluation to
validate the efficiency of the method in terms of minimizing
unnecessary HO, radio link failure, and user throughput when
compared to traditional MADM methods, such as GRA and
TOPSIS.

45) COMBINED COMPROMISE SOLUTION (COCOSO)
COCOSO [176] was designed by combining the Exponential
Weighted Product technique (EWP) and the SAW technique.

The evaluation presented by Mefgouda and Idoudi [176]
was performed to demonstrate the efficiency of COCOSO in
terms of rank reversal ratio by performing simulations using
conversational, streaming, background, and interactive traf-
fic. The results demonstrated that COCOSO outperformed
SAW and TOPSIS.

46) OPPORTUNE CONTEXT-AWARE NETWORK SELECTION
(OCANS)
OCANS [177] relies on the user-centric approach, in which
the user performs decisions based on pre-defined preferences.

Honarvar et al. [177] evaluated the efficiency of OCANS
regarding QoS, battery efficiency, and security. The results
showed that OCANS outperformed traditional methods such
as TOPSIS and SAW.
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VI. MADM CATEGORIZATION AND CHARACTERISTICS
This section classifies, compares, and discusses the different
ranking MADM algorithms and their main applications.
Table 7 summarizes the state-of-the-art ranking techniques
into six (6) main categories, as follows:

A. VALUE MEASUREMENT-BASED
In this category, the ranking procedure involves calculating
the utility function of the considered attributes using both
sum-based and multiplicative-based techniques. These sim-
ple calculations define the final ranking, eliminating the need
for complex, computer-intensive processes to select the best
alternative among the candidate networks.

The categories here include traditional methods like SAW
and MEW, and other methods often used in different areas,
such as the multiple attribute utility theory (MAUT) and
multiple attribute value theory (MAVT). These methods offer
significant benefits, allowing for the compensation of good
value criteria with other less favorable values.

Despite their drawbacks, such as the cognitive challenge
and time consumption of preference elicitation, these meth-
ods have proven to be highly effective in interactive and
conversational traffic applications, serving as a reliable tool
for network selection.

B. GREY SYSTEM-BASED
The grey system contains uncertain information in grey
numbers or variables [178]. The grey theory was devised
as a mathematical theory with concepts of grey sets and
designed to solve uncertainty problems. This category
includes methods that use a grey system procedure to obtain
the final rank, usually employing discrete data with poor,
incomplete, and uncertain information.

The more widely known MADM strategy in this category
is the traditional GRA and all the GRA-based methods (e.g.,
M-GRA, GRA-based, and GRA-TOPSIS). An advantage of
this set of methods is the satisfactory results obtained when
handling small amounts of data and many factor variables
[179].

At the same time, its drawback is that it lacks self-
learning, self-organizing, and self-adapting or processing
nonlinear information [180]. Thesemethods obtained the best
performance when networks were selected for the use of
streaming traffic applications [171], [181].

C. SIMILARITY DISTANCE-BASED
Mathematical distances are often used to measure the
distance between two points. This category includes the
MADM techniques, which use mathematical distances (e.g.,
Euclidean and Manhattan) to compare and calculate the
distance from an alternative to an ideal solution (i.e.,
a referential alternative with the attribute values that can
supply the objectives of the decision). An advantage of this
set of methods is that they include a limitless number of
alternatives and evaluated attributes [182].

Nevertheless, similarity distance methods can be regarded
as goal programming methods [183], and, following, these
methods are too complex to allow appropriate weights to
be set [184]. Traditional methods like TOPSIS and VIKOR
are included in this set. These methods obtained the best
performance in network selection for applications with
streaming and conversational traffic types [87], [168], [185],
[186], [187].

D. OUTRANKING-BASED
This group of methods is characterized by its degree of
dominance, which means that the value of an attribute may
dominate other alternatives. The procedure consists of a
pairwise comparison for each criterion to find the preference
of one alternative to another [188], [189]. The advantage of
this group of methods, which includes traditional strategies
like ELECTRE and PROMETHEE, is that it avoids making
compensation between attributes and the normalization
process [182].

However, theOutranking-basedmethodsmay requiremore
computational resources than another set of methods owing
to their complexity [168], and the outranking may make it
difficult to detect the benefits and drawbacks of each alterna-
tive [190]. This set of methods is most suitable for evaluating
applications employing conversational, interactive, and data
traffic [181], [191], [192], [193].

E. MARKOV CHAIN-BASED
The Markov chain approach, owing to its ability to integrate
dependent heuristic methods for applications, is an attractive
method for vertical handover using multiple decision factors
(attributes) [148]. This method builds a Markov transition
decision matrix [194] and uses a stationary distribution to
rank the alternatives. It is a category that includes methods
combining the concepts of MADM and the Markov chain,
which are two types of vertical handover algorithms.

An advantage of the Markov chain-based approach is that
it has a better user control consideration for the final decision
allowed by the MADM concepts (while the traditional
Markov methods lack user control consideration [28]).
On the other hand, Wang and Kuo [63] thought that,
in several scenarios, this approach is best suited to calling
admission control and not to network selection where it lacks
precision.

The methods based on the Markov chain obtain the best
performance in network selection if used in conversational
traffic applications [148], [150].

F. USER-CENTRIC/MADM HYBRID
This category includes methods that combine MADM and
User-centric approaches. Similar to Markov chain-based,
the pros of this approach are that it has a better user
control consideration for the final decision allowed by the
MADM concepts. However, like the Markov chain approach,
implementing this category is a very complex task [177].
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G. DISCUSSION
Several MADM methods were designed decades ago for
general calculation purposes. Years later, they were employed
in mobility decision mechanisms. As they were increasingly
used, it became evident that they applied to specific network
service scenarios, as proved by evaluations and experiments.

Table 8 provides a glance into the historical context of
MADM ranking methods and summarizes the algorithms
presented in section V through their characteristics in terms
of:

(a) being arranged in the order of the year when they were
devised;

(b) their original goal (i.e., if the algorithm was proposed
with mobility decision purposes);

(c) their main usage scenarios.

As shown in Table 8, the first methods, employed in the
1960s, had a goal that differed from the mobility decision.
For several years, their primary application was to support
research in diverse fields such as energy and fuels, operations
research and management science, business management,
economics, and environmental sciences and ecology. This
panorama underscores the versatility and adaptability of these
methods.

Moreover, several research papers have been published
over the years in the literature, as well as a significant number
of books and book chapters directly related to the MADM
approach [54], [195], [196]. However, it was only in 2008 that
we had the first MADMmethod (DiA), designed to deal with
themobility decision problem (although classicmethods such
as SAW and TOPSIS had already been employed in handover
decision-making early). After this, MADM was established
as an efficient and promising solution that could be used in
the area of handover decisions, and this led to the creation of
several new algorithms.

VII. OPEN ISSUES AND CHALLENGES
Although the facilities in the handover decision process
provided by the MADM approach offer many mobility
management benefits, several challenges still need to be
solved. Previous studies examined many of the mobility
decision algorithms.

In this section, we point out several research challenges
that, in our opinion, remain to be addressed to ensure an
accurate deployment and improvement of future MADM
mobility-based mechanisms.

A. RANKING ABNORMALITY
The ranking abnormality phenomenon, referred to as rank
reversal, is caused by changes to normalized attribute
values. This phenomenon leads to inconsistencies in clas-
sification [154]. The most common occurrence of ranking
abnormality is eliminating an alternative from the pool,
causing the ranking to change.

Several studies have tried to mitigate the effects of such
ranking abnormality phenomenon on the main MADM

methods by modifying known strategies or developing new
techniques, e.g., DiA [104], NMMD [155] and more recently,
SI-MAAR [168]. As another example, Lahby et al. [112]
proposed the E-TOPSIS, which updates the final result
by considering the relative importance of each candidate
network’s positive and negative solutions.

Normalization techniques are known to be ineffective
against ranking abnormality in some methods, such as
the AHP [200]. Extensive investigation is still needed to
mitigate ranking abnormality, mainly concerning its ranking
efficiency compared to the other existing methods. Thus,
in addition to validating the reduction or absence of ranking
abnormality, new schemes must show they can outperform
existing solutions.

B. NETWORK SELECTION BASED ON USER SATISFACTION
New network selection decision-making systems are
expected to satisfy user requirements (and not only their
preference parameters) for a given service or application.
Such constraint satisfaction can be guaranteed by employing
themost appropriate handover decisionmethods for a specific
running traffic class or, in other words, hiring the bestMADM
method for traffic class QoS requirements.

For instance, consider an in-transit mobile device run-
ning real-time multimedia applications. The main challenge
here is, which MADM method makes the best handover
decision to meet user requirements? Based on previous
evaluations [65], [85], [87], [112], [130], [154], [166], [191],
[197], [201], [202], [203], the most appropriate method
cannot be selected bymerely statistical or numerical/sensitive
analysis.

Analyzing user satisfaction with a given service or
application (using QoE metrics [204]) has been found to
be the most effective among the main ways of determining
network performance. Since the volume of Internet mul-
timedia traffic, such as video-on-demand, has skyrocketed
recently [205], analyzing multimedia applications’ QoE has
become essential in gauging overall system acceptability.

We previously [34] evaluated MADM methods in a
mobility scenario by assessing how their decisions impacted
users’ QoE, notably the Structural Similarity Index (SSIM)
and Video Quality Metric (VQM) [206]. Promising results
helped fill this research gap, but there is still much to
analyze. We evaluated only the SAW, TOPSIS, E2BS,
GRA, and MEW methods in a horizontal handover scenario
(Wi-Fi). For this reason, the new mobility decision solutions
using MADM methods should employ mechanisms that can
select the most appropriate method to meet the needs of a
specific scenario and user requirement. Methods differ in
applicability, as shown in Table 8.

C. LIMITING UNNECESSARY HANDOFFS (PING-PONG
EFFECT)
The ping-pong effect, well-known inmobile networks, occurs
when the UE performs many handovers in a limited period.
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TABLE 7. Categorization of MADM ranking methods.

This causes extended latency, increases energy consumption,
and reduces flow rate/throughput. It is mainly caused by
frequent movement of the UE between different PoAs or
even by the wide variation of the RSSI in a PoA coverage
area [207].

Numerous solutions have been introduced, but only some
authors have employed evaluations in network simula-
tors/emulators. This knowledge gap prevents validating the
impact of proposed solutions, especially in HetNets, which
are increasingly common in 5G infrastructures. Examples of
critical applications in this context are those who have fast-
moving requirements [208], rely on cellular networks [31],
or use a vehicular network infrastructure such as those driven
by smart car network services [209].

D. OPEN PROBLEMS IN ATTRIBUTE RANKING
Our analysis found work analyzing inconsistencies in the
ranking procedures of some MADM methods. In particular,
Tran and Boukhatem [201] noticed abnormalities in methods
such as SAW. Another example is the case observed when
an attribute set has elements with similar values, i.e., similar

scores between alternatives, which leads methods such as
MEW to inconsistent final score calculation.

Obayiuwana and Falowo [87] noted less efficient ranking
score calculation when decision-making employed only a
few attributes (e.g., three). On the other hand, with a
more significant number of alternatives (e.g., ten), ranking
score calculation proved more accurate. However, a large
number of alternatives increases computational overhead and
handover latency. An interesting open question would be
the analysis of these tradeoffs across several novel (5G)
applications that would benefit from more responsive and
delay-sensitive mobility management solutions.

E. RAPID EVALUATION PROTOTYPING
Several studies have evaluated MADM methods in different
scenarios. Although this is a well-established research path
with numerous existing valuable studies, we could not find
a standardized way to accelerate innovation through devices
that could provide rapid prototype implementations. Hence,
evaluations have yet to be made in simulated wireless
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TABLE 8. Characteristics of the main MADM ranking methods.

network scenarios with real features. Researchers are trying
to overcome this problem by employing network simulators
and emulators, such as NS-2 [118], NS-3 [210], and Mininet-
WiFi [211]. Moreover, MADM methods are expected to
face several evaluation scenarios that provide perspectives on
QoE.

Few existing virtual network testbeds (e.g., GENI [212])
focus on wireless networks. Those who exist mainly have
components designed to test reprogrammable radios but
lack testing facilities that would enable innovation even
in mobility management in general and MADM methods,
in particular, in real scenarios.

VIII. CONCLUSION
This paper outlines a comprehensive survey of MADM
methods used in the handover decision problem. First,

we performed a thorough literature review of MADM
methods employed in the context of the handover decision
problem. In addition to the methods review, we present
a detailed step-wise mathematical implementation of each
MADM method in an appendix. Then, the reviewed han-
dover decision solutions utilizing the MADM approach
are classified and compared based on their main features,
characteristics, primary applications, advantages, and limi-
tations. Lastly, the paper broadly discusses the current open
issues and future research directions for optimizing handover
management systems with improved handover decisions
supported by MADM facilities, highlighting their potential
impact on real-world decision-making scenarios.

In future work, we intend to perform algorithmic com-
putational complexity analysis of the MADM methods
to evaluate their scalability and efficiency. Furthermore,
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we will investigate the impact of MADM handover decision
methods on the user experience, considering applications
with stringent QoE requirements (e.g., video streaming).

APPENDIX
This Appendix provides a detailed step-by-step mathematical
implementation guide for each reviewed MADM technique.
We have designed this detailed arrangement to assist
researchers with a more thorough comprehension of the
model’s underlying principles.

A. WEIGHTING METHODS
1) WLS
(a) Construction of the pair-wise comparisons matrix A

[57]:

A =


a1,1 a1,2 · · · a1,j
a2,1 a2,2 · · · a2,j
...

...
...

...

ai,1 ai,2 · · · ai,j

 (7)

where:
• aii = 1;
• aji =

1
aij
.

Since the comparison matrix A can be constructed
manually, the value of aij can be assigned as an integer
number between 1 and 9, which means that the higher
the value, the greater the importance of the ith criteria
over the jth. This step can repeat until the matrix A
ensures user experience.

(b) Calculation of weights through modelling optimization
problems [57], [59]:

minw

N∑
i=1

N∑
j=1

(aijwj − wi)2 s.t.
N∑
i=1

wi = 1 (8)

where:
• aij: the ijth element in the matrix A;
• wi: the ith element in aw vector, whichwill be defined.

(c) As described by Bikmukhamedov et al. [57], this
mathematical modeling, shown in equation (8), requires
a considerable amount of computational resources.
Considering this, an alternative kind of optimization
is proposed, which involves formulating it in a matrix
form:

min
w

{diag(wwT )T ∗ diag(ATA) − 2wTAw+ NwTw}

s.t. eTw = 1 (9)

where:
• e = [1 . . . 1]T ∈ RN×1;
• diag(): operator that nulls all matrix elements except
the main diagonal.

(d) Following the approach expressed in equation (10),
the problem can be solved by analytically adopting

Lagrangian multipliers [57]:

L(w, λ) = F(w) − λ ∗ h(w) |

F(w) = diag(wwT )T ∗ diag(ATA) − 2wTAw+ NwTw

and

h(w) = eTw− 1 (10)

Thus, the w weight vectors can be defined as fol-
lows [57]:

∂L(w, λ)
∂w

= 2diagATA− 2Aw− 2ATw+ 2Nw− λe

H⇒ w = (2diag(ATA) − 2A− 2AT + 2NIN )−1λe

(2diag(ATA)−2A− 2AT +2NIN ) H⇒ B
∂L(w, λ)

∂λ
= −eTw+ 1 = 0 H⇒ eTw = 1

H⇒ eTB−1λe = 1

H⇒ λ =
1

eTB−1e

w =
(diag(ATA)−A− AT + NIN )−1e
eT (diag(ATA)−A− AT + NIN )−1e

(11)

where IN corresponds to the N × N identity matrix.

2) AHP
(a) Definition of the AHP hierarchy: this top-to-bottom

hierarchy represents a decision-making problem that can
be split into upper levels (the goals of the decision-
making process) and lower levels (the attributes included
in this problem) [213]. In this case, when the aim
is to select the best network, the criteria are repre-
sented by the QoS attributes, and the alternatives are
defined by the networks that need to be evaluated for
selection;

(b) A pairwise comparison between attributes of the com-
parison matrix. This matrix of size N × N depends on
the importance (values ranging between 1 and 9) given
to each attribute. Table 9 shows the possible values and
their respective descriptions:

TABLE 9. Example of AHP degree of preference [120].

A =


1 x12 · · · x1j
x21 1 · · · x2j
...

...
...

...

xi1 xi2 · · · xij

 (12)
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where:
• 1, 2 · · · i: the number of attributes;
• 1, 2 · · · j: the number of attributes;
• xij: the degree of importance of an attribute i of an
attribute j:

xij =
1
xji

s.t. i = j; xi,j = 1. (13)

(c) Normalization of the elements in the matrix A, resulting
in a normalized comparison matrix Anorm:

yij =
xij∑N
i=1 xij

(14)

where N is the number of compared QoS attributes.
(d) Calculation of the weights of each attribute:

wi =

∑N
i=1 yij
N

s.t.
N∑
i=1

wi = 1 (15)

(e) Evaluation of to what extent the comparison conforms
to the Consistency Ratio (CR):

CR =
CI
RI

(16)

CI =
λmax − N
N − 1

(17)

λmax =

∑n
i=1 bi
n

s.t. bi =

∑n
j=1Wi ∗ aij
Wi

(18)

where:
• λmax : is the largest eigenvalue of ANorm [214]. As the
AHP is an eigenvector-based method, it requires the
eigenvalue of the matrix A to calculate the weight of
attributes;

• RI : the Random Index (RI) associated with the
number of considered criteria, as defined in Table 10.

TABLE 10. The value of RI associated with the number (N) of considered
criteria [120].

(f) Definition of a consistent comparison: a weighting
process is considered consistent when the CR is less than
0.1 (i.e., 10%) [215].

3) RW
(a) Definition of attribute weights (the sum of all weights

must be equal to 1):

n∑
i=1

wi = 1 (19)

where wi represents the weights of each attribute i.

4) CRITIC
(a) Construction of aM ×N decision matrix [87], whereM

represents the number of candidate networks and N the
number of attributes:

D =



x1,1 x1,2 · · · x1,j · · · x1,N
x2,1 x2,2 · · · x2,j · · · x2,N
...

...
...

...
...

...

xi,1 xi,2 · · · xi,j · · · x1,N
...

...
...

...
...

...

xM ,1 xM ,2 · · · xM ,j · · · xM ,N


(20)

(b) Normalization of the decision matrix elements:

rij =
xij − xworstj

xbestj − xworstj

(21)

where:
• xbestj : the best value of the jth attribute;
• xworstj : the worst value of the jth attribute.

(c) Calculation of the standard deviation of each normalized
attribute.

(d) Construction of a n × n square matrix formed by rjk
elements. The matrix is calculated using the linear
correlation coefficient between vectors xj and xk . If the
attributes are similar, the value of the linear correlation
coefficient equals 1, thus resulting in a diagonal value
of 1.

(e) Measurement of the extent to which the jth attribute does
not have scope in the decision-making domain:

m∑
k=1

(1 − rjk ) (22)

(f) Assessment of the degree of relevance for each attribute:

Cj = σj

m∑
k=1

(1 − rjk ) (23)

where:
• σj: the standard deviation of the jth attribute;
• rjk : the correlation coefficient between the vectors xj
and xk . These vectors represent the values, mapped in
a [0, 1] scale, of j and k attributes;

• m: the number of attributes.
(g) Calculation of the weight of the attribute jth:

Wj =
Cj∑m
k=1 Ck

(24)

5) ANP
(a) Construction of the pairwise comparison matrix, which

compares the criteria in the entire system by determining
the degree of importance that one criterion has about
another criterion concerning user preferences. This
involves using the values ranging from 1 to 9 (as shown

108636 VOLUME 12, 2024



F. S. Dantas Silva et al.: Comprehensive Step-Wise Survey of MADM Mobility Approaches

in Table 9), which are defined for a given attribute [159]:

A =


1 x1,2 · · · x1,j
x2,1 1 · · · x2,j
...

...
...

...

xi,1 xi,2 · · · xi,j


s.t. xji = 1, ∀ i = j or xji =

1
xij

, ∀ i ̸= j (25)

where xij represents the degree of importance of an
attribute i under an attribute j.

(b) Normalization of the elements in the matrix A, resulting
in a normalized comparison matrix Anorm. Similar
to AHP, the normalized decision matrix construction
procedure is defined in equation (14);

(c) Definition of the weights of each attribute, according to
equation (15);

(d) Evaluation of the CR, according to equations (16), (17)
and (18);

(e) Construction of the supermatrix, used to deal with the
relationship of feedback and interdependence with the
elements [216]. The outcome of this judgment will make
it possible to assign the value 0 to the pairwise compari-
son in the event of no interdependent relationship being
determined. Otherwise, an unweighted supermatrix will
be formed [217]:

W =

C1

...

Ck

...

Cn

e11
...

e1m1
ek1
...

ekmk
en1
...

enmn

C1 · · · Ck · · · Cn
e11 · · · e1m1ek1 · · · ekmk en1 · · · enmn

W11 · · · W1k · · · W1n

...
...

...
...

Wk1 · · · Wkk · · · Wkn

...
...

...
...

Wn1 · · · Wnk · · · Wnn



, (26)

where:
• Ci: a given m cluster (n = 1 · · · n);
• enm: a given element n in a cluster m;
• Wij: the eigenvector of the influence of compared
elements in different clusters.

6) TRUST
(a) Identification of ongoing network events (and their

respective relative importance) combined with the
selection procedure (see Table 5);

(b) Construction of an EA k × n matrix, which includes the
network attributes (n) and network events (k):

EA =


c1,1 c1,2 · · · c1,n
c2,1 c2,2 · · · x2,n
...

...
...

...

ck,1 ck,2 · · · ck,n

 (27)

where:
• i = 1 . . . k: a set of handover trigger events;
• j = 1 . . . n: a set of considered attributes;
• Each cij: the effect of an event i on an attribute j. This
variable can be assumed as 1 (True) or 0 (False).

(c) Construction of a diagonal TF matrix which displays the
number (k) of ongoing events i at the time of the network
selection procedure:

TF =


tf1,1 0 · · · 0
0 tf2,2 · · · 0
...

...
...

...

0 0 · · · tfk,n

 (28)

where:
• k: non-negative integer;
• tfij: the current state (i.e., True or False) of an event i.

(d) Calculation of the weights (based on the eigenvector
method) following the events and description of the
weighting relationship (see Table 5):

WE = [we1,we2 . . .wek ] (29)

where wek represents the weight of an event k .
(e) Classification of events at two levels of hierarchy (as

shown in Table 5), namely: (i) WE1 representing the
upper level or layer 1; and (ii) WE2i representing the
bottom level or layer 2:
1. WE1 representing the upper level or layer 1:

WE1 = [we11,we12, . . .we1k1] (30)

2. WE2i representing the bottom level or layer 2:

WE2i = [we2i1,we2i2, . . .we2ik2] (31)

Where i represents the group i within an event j (e.g.,
type of traffic).
Therefore, the values of the weights of an jth event in a
given group ith can be calculated:

weij = we1i ∗ we2ij (32)

(f) The calculation of the final subjective weights:

WS = [ws1 ws2 . . . wsn] = WE ∗ TF ∗ EA (33)

(g) At this point, the weight of the jth attribute can be
calculated:

wsj =

k∑
i=1

wei ∗ tfii ∗ cij (34)

7) WRMA
(a) Establishment of a state table consisting of information

about the considered network attributes;
(b) Traffic type assignment by traffic class definitions (see

Table 6);
(c) Map network applications at priority levels to achieve

effectiveness in the attribute weighting process. This
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mapping process involves classifying the applications
into priority levels ranging from 1 to 8 so that the lowest
and the highest levels can be determined;

(d) Weight assignment based on the relationship between
attributes and priority levels. At this point, it is necessary
to conduct a sensitive and subjective analysis of the
importance of a given attribute (e.g., delay) to a par-
ticular network application (e.g., real-time multimedia
streaming), represented by the appropriate traffic type,
which is carried out by employing the priority levels
described in the previous stage. Table 11 provides an
example of the attribute weight assignment adopted by
WRMA;

TABLE 11. Example of attributes’ weight assignment [114].

(e) Calculation of the final weight values by dividing the
weight value of each attribute by the sum of all the
attributes of a given traffic type:

wi =
xi∑n
i=1 xi

(35)

where xi identifies the value of each attribute for the
traffic type i.

8) M-AHP
(a) Calculation of weights based on the experience of a

given expert i using the pairwise comparison matrix,
according to equation (12):

WAHPi = [ai1, ai2, . . . , aim] s.t.
m∑
j=1

aij = 1; i = 1 . . . n

(36)

(b) Calculation of the final weights for each attribute,
achieved through the geometric mean of the values of
an attribute from the perspective of different experts:

WM−AHP = [c1, c2, . . . , cm]

s.t. cj = n

√√√√ n∏
j=1

aij = 1; i = 1 . . .m, (37)

where:
• m: the attributes;
• n: the experience of each of the experts;
• cj: the geometric mean of the weights obtained for a
given attribute j by an expert i.

9) M-ANP
(a) Construction of the pairwise comparison matrix to

determine the importance degree of criterion regarding

user preferences. This procedure uses the 1-9 range
values to define the degree of importance of (see
Table 9). The construction of this comparison matrix is
expressed in equation (25);

(b) Normalization of the elements in the comparison matrix
following equation (14);

(c) Calculation of weights according to the experience of a
given expert i:

WANPi = [ai1, ai2, . . . , aim] s.t.
m∑
j=1

aij = 1; i = 1 . . . n

(38)

(d) Calculation of the final weights for each attribute,
obtained through the geometric mean of values of an
attribute, obtained from a given expert:

WM−ANP = [c1, c2, . . . , cm]

s.t. n

√√√√ n∏
j=1

cj = 1; j = 1 . . .m] (39)

where:
• m: the attributes;
• n: the experience of each of the experts;
• cj: the geometric mean of the weights obtained for a
given attribute j by an expert i.

(e) Construction of the supermatrix, as suggested by the
equation (26).

10) i-TRUST
(a) Determine the relative importance of a requirement

defined by a user:

RQ = [r1, r2, · · · , rk ] (40)

where:
• k: the number of requirements;
• rk : the importance of a requirement k . These values
range between a and b;

• a and b: the least and highest importance values,
respectively. Intermediate values (a ≤ x < b)
represents a mid-level importance between both
values, s.t. {(a, b) ∈ R : (a, b) ≥ 0 &
b > a}.

(b) Definition of a binary vector from the user requirements
defined in equation (40), where each element bvk =

1 for all non-zero elements in RQ:

BV = [bv1, bv2, · · · , bvk ] (41)

(c) Construction of a diagonal matrix from the binary vector
BV :

D =

d11 · · · 0
...

...
...

ck1 · · · ckk

 (42)
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where:
• dii = bvi;
• dij = 0, ∀i ̸= j.

(d) Construction of a correspondence k × m matrix, which
displays the relationship between attributes (m) and
requirements (k):

EA =


c11 c12 · · · c1m
c21 c22 · · · x2m
...

...
...

...

ck1 ck2 · · · ckm

 (43)

where cij represents the effect of a given requirement k
on the attribute j, assuming values of 1 or 0.

(e) Definition of the base weight vector, consisting of the
base weight of the k th attribute, which is manually
defined by the operator. These weight values can be
defined jointly using the eigenvector and the AHP
methods:

WB = [wb1,wb2, · · · ,wbk ] (44)

where wbk represents the base weight of an attribute k .
(f) Calculation of a new base weight vector, which reflects

the relative importance of user requirements:

WE = (WB ⊙ RQ) · D · EA) (45)

where ⊙ identifies the element-wise multiplication
operator.

(g) Calculation of the final weighting vector by adding a xf
scalar to the base weighting vector WE . This scalar will
replace all the zero values with non-zeros elements:

WS = [ws1,ws2, · · · ,wsm] = f (W ∗
E ) (46)

where f (·) consists of the normalization function, which
is applied as follows:
For benefit attributes:

vij = 1 −
|xij − maxi(xij))|

maxi(xij) − mini(xij)
(47)

For cost attributes:

vij = 1 −
|xij − mini(xij))|

maxi(xij) − mini(xij)
(48)

where vij represents the normalized values, where the
first equation normalizes benefit attributes and the
second normalizes cost attributes.

(h) Calculation of the final subjective weight:

wsj =

√
w∗
ej∑m

j=1

√
w∗
ej

(49)

where:
• w∗

ej: j
th element of the normalized vector (W ∗

E );
• m: the number of attributes.

(i) Construction of the final weighting vector (wj) by
merging the subjective and objective weight vectors,
as described in the previous steps.

woj =

√√√√ n∑
i=1

(xij − x̄j)2

nx̄j
s.t. x̄j =

1
n

n∑
i=1

xij (50)

wj =
wsj · woj∑n
j=1(wsj) · woj

(51)

where n represents the number of alternatives.

B. RANKING METHODS
1) MEW
(a) Construction of the decision matrix, as expressed in

equation (20);
(b) Normalization of the attribute values:

For cost criterion:

rij =
xminj

xij
(52)

For benefit criterion:

rij =
xij
xmaxj

(53)

(c) Calculation of scores of candidate networks:

Si =

N∏
j=1

r
wj
ij (54)

where Si represents the score of the network, which
considers the values of the normalized attributes rij and
their weights wj. The weights will be negative values
(−wj) if a given attribute j is a cost attribute.

(d) Definition of the best network, which is obtained by
finding the highest value of Si:

A∗
MEW = argmax

i∈M
Si (55)

2) ELECTRE
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Calculation of the difference of the values between the

attributes of the candidate networks and the referenced
PoA:

rij = xij − xrefj (56)

where xrefj identifies the reference PoA.
(c) Normalization of attribute values:

r̂ij =
maxi∈M rij − rij

maxi∈M rij − mini∈M rij
(57)

where maxi∈M rij and mini∈M rij represent the largest
and smallest values obtained in equation (56), respec-
tively.

(d) Application of weights for each attribute:

r̃ij = wj ∗ r̂ij (58)
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(e) Calculation of the coefficients of agreement (CSet(k, l))
and disagreement (DSet(k, l)). These coefficients repre-
sent the superiority and inferiority of a given attribute j
of the network k , respectively, for the same attribute in
the network l:

CSetkl = j|r̃kj >= r̃lj (59)

DSetkl = j|r̃kj < r̃lj (60)

(f) Calculation of the concordance matrix:

Ckl =

∑
j∈CSetkl

wj (61)

(g) Calculation of the discordance matrix:

Dkl =

∑
j∈DSetkl |r̃kj − r̃lj|∑
j∈N |r̃kj − r̃lj|

(62)

(h) Calculation of the agreement index of the network (i),
which represents the degree of dominance of a network
i over its alternatives:

C̃i =

∑
j∈N ,j̸=i

Cij −
∑

j∈N ,j̸=i

Cji (63)

(i) Calculation of the disagreement index (i), which repre-
sents the degree of theweakness of a network i compared
with its alternatives:

D̃i =

∑
j∈N ,j̸=i

Dij −
∑

j∈N ,j̸=i

Dji (64)

(j) Choice of the alternative that has the best and worst
agreement (C̃i) and disagreement (D̃i) indexes. An aver-
age for these two rankings is estimated if no alternative
is found with these features. The alternative with the
highest average will be considered the best network.

3) SAW
1) Construction of the decision matrix, as suggested by the

equation (20).
2) Calculation of each cost and benefit criterion,

as expressed in equations (2) and (3), respectively.
3) Application of the weights of each attribute:

âij = wj ∗ rij (65)

where:
• wj: the weights of each attribute j;
• rij: the normalized values of an attribute j from an
alternative i in the decision matrix.

4) Final calculation of the score by adding the total sum of
the values of all the attributes:

Si =

N∑
j=1

âij (66)

5) Selection of the best network based on the higher score:

A∗
SAW = argmax

i∈M
Si (67)

4) TOPSIS
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of attribute values, following the square

root normalization, expressed in equation (6).
(c) Application of the respective weights for the construc-

tion of a weighted normalized decision matrix:

vij = wj ∗ rij (68)

(d) Calculation of the positive (A+) and negative (A−) ideal
solutions:

A+
= (max

i∈M
vij|j ∈ J ), (min

i∈M
vij|j ∈ J ′) (69)

A−
= (min

i∈M
vij|j ∈ J ), (max

i∈M
vij|j ∈ J ′) (70)

where:
• A+ and A−: calculated according to the best and worst
values for the attributes;

• vij: the weighted value of an attribute j in the network
i.

(e) Calculation of positive (S+

i ) and negative (S−

i ) distance
solutions:

S+

i =

√∑
j∈N

(vij − v+j )
2 (71)

S−

i =

√∑
j∈N

(vij − v−j )
2 (72)

(f) Calculation of similarity between candidate networks
and the ideal network:

c∗i =
s−i

s+i − s−i
(73)

(g) Selection of the best network based on the highest score.

A∗
TOP = argmax

i∈M
c∗i (74)

5) PROMETHEE
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Calculation of the difference between the attribute

values in the set of candidate networks based on pairwise
comparisons:

dk (ai, aj) = gk (ai) − gk (aj) (75)

where:
• k: the attributes;
• i and j: the networks that are being compared;
• gk (a): the value of the attribute k for the network i.

(c) Enforcement of a preference function to determine the
degree of superiority of a given attribute in the network
i when compared with the same attribute in the network
j as a function of dk (i, j):

Pk (i, j) = [dk (i, j)] (76)
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TABLE 12. PROMETHEE preference functions [219].

Table 12 shows the possibilities PROMETHEE consid-
ers for the preference equation [218].
where:
• qk and pk : the threshold values of indifference
and preference. These values are the largest
and the smallest for each attribute obtained in
equation (75);

• s: an intermediate value between p and q.
(d) Calculation of the global preference index:

π(ai, aj) =

q∑
k=1

Pk (ai, aj)wk (77)

(e) Calculation of positive and negative preference flow
values (outranking flows):

φ+(ai) =
1

n− 1

∑
aj∈A

π (ai, aj) (78)

φ−(ai) =
1

n− 1

∑
aj∈A

π (aj, ai) (79)

where A represents the set of candidate networks.
(f) Selection of the best network based on the calculation of

the preference flow value:

φ(ai) = φ+(ai) − φ−(ai) (80)

6) GRA
1) Construction of the decision matrix, as suggested by the

equation (20).
2) Normalization of network parameters using the

MAX-MIN principle, based on equations (2) and (3).
3) GRC calculation:

00,i =

N∑
j=1

1min + ζ1max

1i + ζ1max
(81)

1i = |x0j − rij| (82)

1max = max
i∈M

1i, 1min = min
i∈M

1i (83)

where:
• 1i: the grey relational space, which makes the
difference between the normalized values rij and the
reference value x0j;

• 1max and 1min: the largest and smallest values of 1i
for each attribute;

• ζ : the value of the coefficient of distinction (it is
usually assigned to the value of 0.5 [220]);

• M : the number of candidate networks.
4) Classification of candidate networks according to GRC

values. The best network will be the one with the highest
GRC value:

A∗
GRA = argmax

i∈M
(wj ∗ 00,i) (84)

7) VIKOR
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of attributes based on equation (6).
(c) Identification of the best (F+

j ) and worst (F
−

j ) values of
each attribute set:

F+

j = (max
i∈M

|j ∈ Nb), (min
i∈M

|j ∈ Nc) (85)

F−

j = (min
i∈M

|j ∈ Nb), (max
i∈M

|j ∈ Nc) (86)

where:
• Nb: the set of benefit attributes;
• Nc: the set of cost attributes.

(d) Calculation of the measurement of utility (Si) and the
regret measure (Ri) [221]:

Si =

∑
j∈N

wj ∗
(F+

j − xij)

F+

j − F−

j

(87)

Ri = max
j∈N

[
wj ∗

(F+

j − xij)

F+

j − F−

j

]
(88)

(e) Calculation of the final score (Qi) to determine the best
network:

Qi = v
(
Si − S+

S− − S+

)
+ (1 − v)

(
Ri − R+

R− − R+

)
(89)

where:
• S+

= mini∈M Si;
• S−

= maxi∈M Si;
• R+

= mini∈M Ri;
• R−

= maxi∈M Ri;
• v: a value of superiority of the evaluated attribute (this
value is estimated between 0 and 1).

The best network will be the one with the lowest value
of Qi.

A∗
VIK = argmin

i∈M
Qi (90)
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8) COPRAS
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Calculation of the normalized decision matrix employ-

ing equation (6).
(c) Calculation of the weighted normalized decision matrix

following the equation (65).
(d) Calculation of benefit (S+

i ) and cost attributes (S−

i ):

S+

i =

v∑
j=1

âij|j ∈ jmax (91)

S−

i =

v∑
j=1

âij|j ∈ jmin (92)

(e) Calculation of the relative importance (prioritization) of
the alternatives:

Qi = S+

i +
min S−

i
∑v

j=1 S
−

i

S−

i
∑v

j=1
min S−

i
S−

i

(93)

(f) Calculation of the utility value (Ni) ranking:

Ni =
Qi
Qmax

(94)

(g) Selection of the best network in terms of the highest
utility value:

NTOP = argmax
i∈M

Ni (95)

9) GTMA
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of attribute values based on the linear

normalization for cost attributes and benefit attributes,
respectively:

nvij =
min(Dj)
Dj

(96)

nvij =
Dj

max(Dj)
(97)

(c) Construction of the pair-wise relative comparison
matrix, representing the relative importance between the
different network parameters. The relative importance
depends on the application traffic type:

P =

 − · · · p1j
... · · ·

...

pi1 · · · −

 (98)

where:
• pij: determine the relative importance of the ith

attribute over the jth attribute, which is based on the
GTMA scale, as presented in Table 13;

• pji: determine the relative importance of the jth

attribute over the ith attribute:

pji = 1 − pij (99)

(d) Construction of the Performance Attribute Matrix
(PAM) by incorporating the values of each candidate
network and the P matrix for all attributes:

PAMi =

nv1j · · · p1j
... · · ·

...

pi1 · · · nvij

 (100)

(e) Calculation of the final score of each alternative network
by applying the permanent function [222]:

Si = Per(PAMi) (101)

TABLE 13. Comparison between the Saaty’s and the GTMA scales.

10) WMC1
(a) Compilation of a ranking list (Tq) for each decision

factor q (i.e., the included attributes), with attributes
sorted by order of quality (i.e., from best to worst):

Tq = [p1 ≥ p2 ≥ p3 ≥ . . . ≥ pM ] (102)

(b) Construction of the Markov chain transition matrix
(MC) by initializing a matrix of a given sizeM×M with
all the elements equal to zero, in which mcij represents
the conditional probability that a transition will occur
from alternative pi to alternative pj.

(c) Update of the mcij elements in the matrix MC for each
rank Tq:

mcij = mcij +
wq

Tq(pi)
if Tq(pi) ≥ Tq(j) (103)

where represents the normalized weight of the decision
factor q.

(d) Calculation of the stationary probability distribution π

that sorts the candidate networks:

πj =

M∑
i=1

πi mcij (104)

where πj represents a (row) vector whose elements are
probabilities summing to 1 and πj = πj ×MC .

(e) The best network will be the one with the highest value
of πj:

πTOP = argmax
j∈M

πj (105)
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11) WMC2
As discussed in section V,WMC2 follows the same approach
as the WMC1, except for constructing the Markov chain
transition matrix, which is performed as follows:
(a) Updatemcij elements in the matrixMC for each rank Tq:

if pi, pj ∈ P and τq(pi) > τq(pj):

mcij = mcij +
wq
N

(106)

if pi, pj ∈ P and τq(pi) = τq(pj):

mcij = mcij +
N − τq(pi) + 1

N
∗ wq (107)

12) DiA
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Calculation of the normalized decision matrix following

equation (6).
(c) Calculation of the weighted normalized decision matrix

following the equation (68).
(d) Calculation of positive (a+

j ) and negative (a
−

j ) ideal val-
ues of each attribute following equations (69) and (70),
respectively.

(e) Calculation of theManhattan distance [223] between the
candidate network attribute values and the positive (D+

i )
and negative (D−

i ) ideal solutions:

D+

i =

m∑
j=1

|vij − a+

j | (108)

D−

i =

m∑
j=1

|vij − a−

j | (109)

where:
• a+

j : the best value for each attribute set;
• a−

j : the worst value for each attribute set.
(f) Find the Positive Ideal Alternative (PIA) by considering

the minimum value (D+

i ) and the maximum value (D−

i ):

minD+
= minD+

i = min
i

m∑
j=1

|vij − a+

j | (110)

maxD−
= maxD−

i = max
i

m∑
j=1

|vij − a−

j | (111)

(g) Selection of the best network, which is expressed by the
shortest distance to the PIA:

Ri =

√
(D+

i − minD+)2 + (D−

i − maxD−)2 (112)

13) MULTIMOORA
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of attribute values following equation (6).
(c) Calculation of the weighted normalized decision matrix

following the equation (68).

(d) Calculation of the first classificationmodel, based on the
ratio system for each alternative:

yi =

k∑
j=1

x∗
ij −

N∑
j=k+1

x∗
ij (113)

where:
• j = 1 . . . k: the set of benefit attributes;
• j = (k + 1) . . .N : the set of cost attributes.

(e) Calculation of the second classification model, which is
based on the reference point, and is obtained through the
Chebyshev distance [224]:

y∗i = min
i
(max

j
|rj − x∗

ij |) (114)

where rj identifies the best value for a particular
attribute. If it is a cost attribute, then it is expressed as
the lowest value of this attribute.

(f) Calculation of the third classification model [225]:

Ai =

k∏
j=1

r
wj
ij (115)

Bi =

N∏
j=k+1

r
wj
ij (116)

Ui =
Ai
Bi

(117)

where:
• Ai: the product of attributes to be maximized (e.g.,
benefit attributes);

• Bi: the product of attributes to beminimized (e.g., cost
attributes);

• Ui: the overall utility of the ith alternative (i.e.,
candidate network) [225].

(g) Selection of the best network, which process is based
on the dominance in the three classification models (i.e.,
ratio, reference point, and multiplication systems).

14) GRA-BASED-NORM_1
The GRA-based-norm_1 operating stages are the same
as GRA (see Appendix B6 for details), except for the
normalization procedure, which is as follows:

x∗−

ij =
Emaxj − xij
Emaxj − Eminj

(118)

x∗+

ij =
xij − Eminj

Emaxj − Eminj
(119)

where Emaxj and Eminj represent the absolute maximum and
minimum values of the attributes, where the first is equal to
the highest value of an attribute among the networks and the
second is equal to 0.
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15) GRA-BASED-NORM_2
The GRA-based-norm_2 operating stages are the same
as GRA (see Appendix B6 for details), except for the
normalization procedure, which is as follows:

x∗−

ij =
Emaxj − xij
Emaxj − lj

(120)

x∗+

ij =
xij − Eminj
uj − Eminj

(121)

where:

• Emaxj and Eminj : the absolute maximum and minimum
values of the attributes, where the first is equal to the
highest value of an attribute among the networks and the
second is equal to 0;

• uj: the maximum value of a given j attribute;
• lj: the lowest value of a given j attribute.

16) GRA-BASED-NORM_3
The GRA-based-norm_3 operating stages are the same
as GRA (see Appendix B6 for details), except for the
normalization procedure, which is as follows:

x∗−

ij =
lj
xij

(122)

x∗+

ij =
xij
uj

(123)

where:

• uj: the maximum value of a given j attribute;
• lj: the lowest value of a given j attribute.

17) NMMD
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of attributes by employing both theMAX

technique, through equations (4) and (5) and the Square
root method, using equation (6).

(c) Application of the weights of each attribute using
equation (65).

(d) Calculation of the Mahalanobis distance between the
alternative networks to find the best values for each
attribute:

DM (Ai) = [Di1,Di2 . . .Dim] (124)

DM (x) = (x − u)T ∗ S−1
∗ (x − u) (125)

where:
• Ai: the alternative networks;
• u: the best values for each attribute.

(e) Definition of the best network:

Ci =

∑m
j=1Dij
m

(126)

where m represents the number of attributes.

18) WASPAS
(a) Calculation of the Q1

i score based on the SAW method
(see Appendix B3 for details).

(b) Calculation of the Q2
i score based on the MEW method

(see Appendix B1 for details).
(c) Calculation of the WASPAS final score Qi, which

consists of a combination of the SAW and MEW scores
computation:

Qi = λQ1
i + (1 − λ)Q2

i (127)

where:
• Q1

i andQ
2
i : represent the scores of the SAWandMEW

methods;
• λ: a constant with a value between 0 and 1 (0 ≤ λ ≤

1 ). It is employed to determine which scores will
more significantly impact theWASPASfinal scoreQi.

19) VHO-QoS/QoE
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of attributes:

âij =
aij − athj
āj − athj

(128)

where:
• athj : the minimum (for benefit attributes) or maximum
(for cost attribute) threshold value for a given
attribute;

• āj: the highest value for benefit criteria (or the lowest
for cost criteria).

At this point, the normalized matrix can assume three
types of values:
• Positive (âij > 0): the value is greater than the defined
threshold (i.e., it meets the minimum requirements);

• Zero (âij = 0): the value of the attribute meets the
threshold value (i.e., the minimum requirement);

• Negative (âij < 0): the value is insufficient (compared
with the threshold).

(c) Selection of the network based on the highest score:

NSFi = max
i∈m

n∑
i∈m

wjâij (129)

20) E-TOPSIS
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of attribute values following equation (6).
(c) Application of theweights of each attribute, as expressed

in equation (68).
(d) Calculation of the positive (A+

i ) and negative (A
−

i ) ideal
solutions following equations (69) and (70).

(e) Calculation of positive (S+

i ) and negative (S
−

i ) distances
following equations (71) and (72).
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(f) Calculation of the relative closeness to an ideal solution:

c∗i =
s+i ∗ λ1 + s−i ∗ λ2

s+i − s−i
(130)

where:
• λ1: the relative importance of the positive solution;
• λ2: the relative importance of the negative solution.

(g) Selection of the best network, depending on the highest
score, by employing equation (74).

21) E2BS
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of attribute values:

xij =
xij − x̄j

σj
(131)

where:
• x̄j: the arithmetic mean of the attributes;
• σ : the standard deviation of the attributes.

(c) Application of the weights of each normalized attribute
∥ xij ∥:

vij = wj∗ ∥ xij ∥ (132)

(d) Calculation of the final score of each candidate PoA:

dij =

√√√√ n∑
j=1

(vij − rij)2 (133)

(e) Definition of the best candidate network in terms of the
highest score:

S = MaxScore(d) (134)

22) NMMD-N1
The NMMD-N1 operating stages are the same as the NMMD
(see Appendix B17 for details), except for the normalization
procedure, which is based on the Euclidean normalization
method, as shown in the equation (6).

23) NMMD-N2
The NMMD-N2 operating stages are the same as the NMMD
(see Appendix B17 for details), except for the normalization
procedure, which is based on the MAX-MIN normalization
method, as expressed in the equations (2) and (3).

24) NMMD-N3
The NMMD-N3 operating stages are the same as the NMMD
(see Appendix B17 for details), except for the normalization
procedure, which is based on the Max normalization method,
presented in the equation (4) and (5).

25) NMMD-N4
The NMMD-N4 operating stages are the same as the NMMD
(see Appendix B17 for details), except for the normalization
procedure, which is based on the additive normalization
method, as defined in equation (1).

26) GRA-TOPSIS
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of attribute values based on equation (6).
(c) Calculation of the positive (A+) and negative (A−) ideal

solutions following equations (69) and (70).
(d) Calculation of the GRC of each candidate network for

the positive (r(A+(j),Ai(j))) and negative (r(A˘(j),Ai(j)))
ideal solutions:

r(A+(j),Ai(j))

=
miniminj |A+(j)−Ai(j)|+ζ maximaxi |A+(j)−Ai(j)|

|A+(j) − Ai(j)| + ζ maximaxi |A+(j) − Ai(j)|
(135)

r(A−(j),Ai(j))

=
miniminj |A−

−Ai(j)|+ζ maximaxi |A+
−Ai(j)|

|A− − Ai(j)| + ζ maximaxi |A− − Ai(j)|
(136)

where:
• |A+(j) − Ai(j)|: the grey relational space, which
determines the difference between the normalized
values Ai(j) and the positive ideal solution value
A+(j);

• |A−(j)−Ai(j)|: the grey relational space, which makes
the difference between the normalized values Ai(j)
and the negative ideal solution value A−(j);

• ζ : the value of the coefficient of distinction (it is
usually assigned to the value of 0.5 [220]).

(e) Calculation of the grade of grey relation of each
candidate network for the positive and negative ideal
solutions:

r(A+,Ai) =

n∑
j=1

ωjr(A+(j),Ai(j)) (137)

r(A−,Ai) =

n∑
j=1

ωjr(A−(j),Ai(j)) (138)

(f) Definition of the relative closeness of distance of an
alternative network disclosure to the positive ideal
solution:

Ci =
r(A+,Ai)
r(A−,Ai)

(139)

where:
(g) Selection of the best candidate network by ranking the

alternatives according to their relative closeness to each
other (the one with the greater value of Ci will be
selected).

27) MeTHODICAL
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of attribute values employing the

MAX-MIN method.
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(c) Calculation of the weighted normalized decision matri-
ces for costs and benefits:

B̂i,b = bb × ¯Bi,b (140)

K̂i,c = kc × ¯Ki,c (141)

where:
• ¯Bi,b: the elements of the benefit attributes matrix;
• bb: the weight of a determined benefit attribute b;
• ¯Ki,c: the elements of the cost attributes matrix;
• kc: the weight of a determined cost attribute c.

(d) Calculation of the ideal benefits Bj ∈ B and the ideal
cost solution Kj ∈ K :

I (B̂j) = max{B̂ij|i = 1, 2, · · · , n} (142)

I (K̂j) = min{K̂ij|i = 1, 2, · · · , n} (143)

(e) Calculation of theMeTHODICAL distance to determine
the distance of each path (i.e., alternative network) and
the ideal benefit and cost solutions:

1(M̂i) =

B∑
j=1

[
[I (M̂j) − M̂ij]2

[I (M̂j) − A(M̂j)] + 8

]
(144)

In the selection path context, the MeTHODICAL
distance equation assumes two new values, i.e., for
benefits (1(B̂i) and cost attributes (1(K̂i)), respectively:

1(B̂i) =

B∑
j=1

[
[I (B̂j) − B̂ij]2

[I (B̂j) − A(B̂j)] + 8

]
(145)

1(K̂i) =

K∑
j=1

[
[I (K̂j) − K̂ij]2

[I (K̂j) − A(K̂j)] + 8

]
(146)

where:
• A(B̂j) = m(B̂j) + v(B̂j) s.t. m = mean, v = variance;
• A(K̂j) = m(K̂j) + v(K̂j);
• I (B̂j) = max{B̂ij|i = 1, 2, · · · , n};
• I (K̂j) = min{K̂ij|i = 1, 2, · · · , n};
• Bij: the benefit attribute;
• Kij: the cost attribute;
• 8 = 0.01.

(f) Calculation of scores for each candidate network:

si =

√
α × 1(B̂i) + (1 − α) × 1(K̂i) (147)

where α enables the differentiation between the benefit
and cost distances.

(g) Calculation of score for the current time (t) for each
network:

Si,t = Si + v(Si, Si,(t−z)) (148)

(h) Selection of the best alternative by ordering the score
vector. The selected network will be the one with the
lowest score:

ri = order(si,t ) (149)

28) EDAS
(a) Definition of an average solution matrix:

Avj = [avij]m×n =

[∑n
i=1 xij
n

]
(150)

where:
• m: number of attributes;
• n: number of alternatives.

(b) Computation of the Positive Distance from Average
(PDA) and the Negative Distance from Average (NDA):

PDA = [pdaij]m×n =

{
max(0, (xij − avij))

avij

}
,

if ∀cj ∈ AT1

PDA = [pdaij]m×n =

{
max(0, (avij − xij))

avij

}
,

if ∀cj ∈ AT2 (151)

NDA = [pdaij]m×n =

{
max(0, (avij − xij))

avij

}
,

if ∀cj ∈ AT1

NDA = [pdaij]m×n =

{
max(0, (xij − avij))

avij

}
,

if ∀cj ∈ AT2 (152)

where:
• AT1: the set of benefit attributes;
• AT2: the set of cost attributes.

(c) Computation of the weighted sum of PDA and NDA:

SPi =

n∑
i=1

wj × pdaij (153)

SNi =

n∑
i=1

wj × ndaij (154)

(d) Computation of the normalized value of SP and SN:

NSPi =
(SPi)

maxi(SPi)
(155)

NSNi = 1 −
(SNi)

maxi(SNi)
(156)

(e) Calculation of the final score of each network:

ASi =
1
2
(NSPi + NSNi) (157)

29) TOPSIS-NORM1
The TOPSIS-norm1 operating stages are the same as TOPSIS
(see Appendix B4 for details), except for the normalization
procedure, which is based on the original MAX-MIN
normalization method (see section III for more information).

30) TOPSIS-NORM2
The TOPSIS-norm2 operating stages are the same as TOPSIS
(see Appendix B4 for details), except for the normalization
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procedure, which is as follows:

r+

ij =
xij − Aminj

Amaxj − Aminj
(158)

r−

ij =
Amaxj − xij
Amaxj − Aminj

(159)

where:

• r+

ij and r−

ij : benefit and cost criteria, respectively;
• Aminj and Amaxj : the absolute maximum and minimum
values for each attribute (i.e., the smallest and highest
values these attributes can achieve) [226].

31) TOPSIS-NORM3
The TOPSIS-norm3 operating stages are the same as TOPSIS
(see Appendix B4 for details), except for the normalization
procedure, which is as follows:

r+

ij =
xij − Aminj

maxj(xij) − Aminj
(160)

r−

ij =
Amaxj − xij

Amaxj − minj(xij)
(161)

where:

• r+

ij and r−

ij : benefit and cost criteria, respectively;
• Aminj and Amaxj : the absolute maximum and minimum
values for each attribute (i.e., the smallest and highest
values that these attributes can achieve) [226].

32) TOPSIS-NORM4
The TOPSIS-norm4 operating stages are the same as TOPSIS
(see Appendix B4 for details), except for the normalization
procedure, which is as follows:

r+

ij =
xij − Dminj

Dmaxj − Dminj
(162)

r−

ij =
Dmaxj − xij
Dmaxj − Dminj

(163)

where:

• r+

ij and r−

ij : benefit and cost criteria, respectively;
• Dmaxj = maxj(xij);
• Dminj = minj(xij);

The values ofDmaxj andDminj are updated when an alternative
is included. However, no changes will be performed if an
alternative is removed.

33) UTILITY FUNCTION-BASED TOPSIS
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of attribute values following the utility

function approaches described in Table 14.
where:
• L: the maximum achievable value of f (x) (usually
assumes the value of 1);

TABLE 14. TOPSIS normalization utility functions [167].

• k: the growth rate (k):

k =
− ln(1 − p)

(Target point − a)
, 0 < p < 1 (164)

• b: the y− intercept , which means the point where the
utility function crosses the y-axis;

• a: the x−intercept , where the function value reaches a
particular value (also known as the basic point). In this
context, it is the minimum requirement to run a given
service;

• Target point: the recommended value for a smooth
service;

• p: an inversely proportional value to the distance
between the Target point and a sufficient value for
accommodating new demands, namely Saturation
point;

• u: the maximum value the user is willing to spend;
• e: an Euler’s number constant.

(c) Application of the respective weights for the construc-
tion of a weighted normalized matrix, as suggested by
equation (68).

(d) Calculation of the positive (A+

i ) and negative (A
−

i ) ideal
solutions through equations (69) and (70).

(e) Calculation of the positive (S+

i ) and negative (S
−

i ) ideal
solutions following equations (71) and (72).

(f) Measurement of the relative closeness to the ideal
solution, as suggested by equation (73).

(g) Selection of the best network by obtaining the highest
relative closeness.

34) SI-MAAR
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Construction of the closeness index matrix (also called

utility matrix):

CIij =
aij

(aij + ej)
(165)

where ej indicates the expected value for a particular
attribute [226].

(c) Calculation of the positive (A+) and negative (A−) ideal
solutions:

(A+) = {A+

1 ,A+

2 , · · · ,A+
m} (166)

(A−) = {A−

1 ,A−

2 , · · · ,A−
m} (167)

where:
• A+: the best values for an attribute.
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• A+: the worst values for an attribute.
(d) Calculation of the positive and negative scores of

each alternative by employing the Euclidean distance
technique:

ED+

i =

√√√√ m∑
j=1

(CIij − A+

j )
2 (168)

ED−

i =

√√√√ m∑
j=1

(CIij − A−

j )
2 (169)

(e) Selection of the best network:

Scorei =
ED−

i

ED+

i + ED+

i

(170)

35) M-SAW
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Division of the matrix into a set of vector columns,

where each vector represents a specific criterion. For
each attribute vector, networks are ranked according to
their values:

incomeij = (α − kij) ∗ wj s.t. kij = min(Vectij) (171)

where α indicates the number of candidate networks.
(c) The final result will be achieved with the sum of all the

incoming values a given alternative receives:

Ri =

m∑
j=1

incomeij (172)

36) TOPSIS-BASED UTILITY
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of the attribute values by using the square

root normalization.
(c) Application of the respective weights for the construc-

tion of a weighted normalized matrix, as expressed in
equation (68).

(d) Calculation of the positive (A+

i ) and negative (A
−

i ) ideal
solutions, according to the equations (69) and (70).

(e) Calculation of the positive (S+

i ) and negative (S
−

i ) ideal
solutions following equations (71) and (72).

(f) Measurement of the relative closeness to the ideal
solution based on equation (73).

(g) Estimate of the user satisfaction:

U (x) = α ∗

[
1

1 + e−a(x−b)
− β

]
s.t. α =

(1 + eab)
eab

; β =
1

(1 + eab)
(173)

where:
• a: the negative ideal solution;
• b: the positive ideal solution;

• x: the relative closeness to the ideal solution;
• e: a constant of the exponential utility function.

(h) Selection of the most suitable network by employing the
ranked values of U (x).

37) MGRA
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of network attributes following the

MAX-MIN technique.
(c) Calculation of the GRC value, as expressed in equa-

tions (81), (82) and (83).
(d) Calculation of the positive (r+

i ) and negative (r
−

i ) scores
of each alternative:

r+

i =

m∑
j=m

= wjγ
+

ij (174)

r−

i =

m∑
j=m

= wjγ
−

ij (175)

where:
• γ +

ij : the set of benefit attributes;
• γ −

ij : the set of cost attributes.
(e) Ranking of candidate networks: the best network will be

the one with the highest value of Ei:

E∗
i =

r−

i√
(r+

i )
2 − (r−

i )
2

(176)

38) M2EW
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of attributes values according to equa-

tions (52) and (53).
(c) Enforcement of a weighted improvement of both the

benefit and cost matrix:

wi =
bi∑N
i=1 wi

s.t.
N∑
i=1

wi = 1 (177)

(d) Calculation of the score of candidate networks following
equation (54).

(e) Calculation of the alternative network ranking by
dividing the vector Si by the Euclidean weight value
of each vector S, which represents the alternative
preference of the vector Si.

39) EDBNS
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Construction of the positive (I+) and negative (I−) ideal

matrix:

I+ = [i11, i12, · · · , i1n] (178)

I− = [i11, i12, · · · , i1n] (179)
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(c) Calculation of the distance between the decision matrix
from the positive ideal matrix:

C+

i =

√√√√ n∑
j=1

(Dij − I+)2 (180)

(d) Calculation of the distance between the decision matrix
from the negative ideal matrix:

C−

i =

√√√√ n∑
j=1

(Dij − I−)2 (181)

(e) Normalization of the values of Ci:

C =
C+/−
i

mean
(182)

wheremean is themean between all values ofC+ orC−.
(f) Calculation of the positive (S+

i ) and negative (S−

i )
solutions:

S+

i =

C11
...

CM1

 (183)

S−

i =

C11
...

CM1

 (184)

(g) Selection of the best alternative network, which will be
the one with the highest value of Ck :

Ck =
S−

S− + S+
(185)

40) RRTA
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of the attribute values following

equation (6).
(c) Calculation of the weighted normalized decision matrix

according to equation (68).
(d) Selection of the best and worst values for each attribute,

as expressed in equations (69) and (70).
(e) Calculation of the distance measurement between the

positive and negative ideal solutions, and the alternative
solutions:

S+

i =

√√√√ n∑
j=1

(v+j − vij)2

wj
(186)

S−

i =

√√√√ n∑
j=1

(v−j − vij)2

wj
(187)

(f) Selection of the best alternative network in terms of the
cost function:

C =
S−

S− + S+
(188)

41) PBNSA
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Definition of the function of preference, as shown in

Table 12.
(c) Definition of a preference index for each pair of

available alternatives:

n = V (ai, aj) = Wj ∗ pj(ai) − gk (aj) (189)

(d) Calculation of the distances (S+

i and S−

i ) between each
pair and the positive and negative ideal points:

S+

i =

√∑
j∈N

(vij − v+j )
2 (190)

S−

i =

√∑
j∈N

(vij − v−j )
2 (191)

(e) Selection of the best alternative network in terms of the
relative approach degree of each scheme to the ideal
points:

Ci =
S−

i

S−

i + S+

i

, 0 < C+

i < 1, i ∈ m (192)

42) OBAM
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Construction of the weighted matrix according to

equation (68).
(c) Construction of the ideal matrix I from each considered

attribute’s minimum and maximum values.
(d) Selection of the best alternative network in terms of the

cost function Ci:

Ci =

∏
i

(
Dij
Ij

) ∗ wij (193)

43) SBNSA
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of the attribute values employing the

square root technique.
(c) Construction of the weighted normalized matrix accord-

ing to equation (68).
(d) Definition of the positive (B+

j ) and negative (B−

j ) ideal
solutions:

B+

j = max(Vij) (194)

B−

j = min(Vij) (195)

(e) Calculation of the positive (θ+

j ) and negative (θ−

j )
solutions degree between each alternative:

θ+

j =

∑m
j=1 Vij ∗ B

+

j

(
∑m

j=1 V
2
ij )

0.5 ∗ (
∑m

j=1(B
+

j )
2)0.5

(196)

VOLUME 12, 2024 108649



F. S. Dantas Silva et al.: Comprehensive Step-Wise Survey of MADM Mobility Approaches

θ−

j =

∑m
j=1 Vij ∗ B

−

j

(
∑m

j=1 V
2
ij )

0.5 ∗ (
∑m

j=1(B
−

j )
2)0.5

(197)

(f) Calculation of the degree of similarity between
the alternatives and the positive and negative ideal
solutions:

ki = θ+

j ∗ vij (198)

li = θ−

j ∗ vij (199)

(g) Calculation of the total performance index for each
alternative:

o+

i =
ki
B+

j

(200)

o−

i =
li
B−

j

(201)

(h) Ranking and selection of the best network:

Qi =
o+

i

o+

i + o−

i

(202)

44) E-MOORA
(a) Construction of the decision matrix, as suggested by the

equation (20);
(b) Normalization of the attribute values employing the

square root technique.
(c) Calculation of the performance value:

Yi = 6
g
j=1(Wj × Nij) − 65

j=g+1(Wj × Nij) (203)

where:
• Wj: the attribute weight;
• Nij: each element of the normalized decision matrix N ;
• g: the benefit attribute’s set;
• g+ 1: the cost attribute’s set.

45) COCOSO
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of attribute values employing the

MAX-MIN technique.
(c) Computation of the weighted comparability sequence Si

for each alternative by following the equation (66).
(d) Computation of the power weight of comparability Pi

for each alternative:

Pi =

m∑
j=1

w
rij
j (204)

(e) Calculate of the relative weights:

kia =
Pi + Si∑n
i=1(Pi + Si)

(205)

kib =
Si

mini(Si)
+

Pi
mini(Pi)

(206)

kic =
λ(Si) + (1 − λ)(Pi)

λmax(Si) + (1 − λ) max(Pi)
(207)

where:
• kia: the sum of MEW (Pi) and SAW (Si) scores;
• kib: the sum of the relative scores produced by MEW
(Pi) and SAW (Si) compared to the best scores;

• kic: the compromise between MEW and SAW scores;
• λ: a constant, usually set to 0.5.

(f) Ranking of the alternatives:

ki = (kiakibkic)
1
3 +

1
3
(kiakibkic) (208)

(g) Selection of the best alternative, which will be the one
with the highest score.

46) OCANS
(a) Construction of the decision matrix, as suggested by the

equation (20).
(b) Normalization of attribute values based on the sigmoid

and the piecewise linear functions [227]:

uij = fi(aij) =

( ai
µi
)ni

1 + ( ai
µi
ni)

(209)

ui = fi(ai) =
ramp(ai − Xli) − ramp(ai − Xui)

(Xui − Xli)
(210)

where:
• ai: the value of the j network attribute;
• ui: the value of the normalized j network attribute;
• ni: the slope tuning parameter of the sigmoid function;
• µi: the mid-range of ai;
• ramp: a ramp function [228].

(c) Calculation of the utility value U (a)
i , which represents

the score of the candidate network:

U (a)
i =

∏
i∈Aj

(ui)w
a
i (211)

REFERENCES
[1] F. S. D. Silva, A. V. Neto, D. Maciel, J. Castillo-Lema, F. Silva, P. Frosi,

and E. Cerqueira, ‘‘An innovative software-definedWiNeMOarchitecture
for advanced QoS-guaranteed mobile service transport,’’ Comput. Netw.,
vol. 107, pp. 270–291, Oct. 2016.

[2] A. B. Adege, H.-P. Lin, and L.-C. Wang, ‘‘Mobility predictions for IoT
devices using gated recurrent unit network,’’ IEEE Internet Things J.,
vol. 7, no. 1, pp. 505–517, Jan. 2020, doi: 10.1109/JIOT.2019.2948075.

[3] L. Atzori, A. Iera, and G. Morabito, ‘‘The Internet of Things: A
survey,’’ Comput. Netw., vol. 54, no. 15, pp. 2787–2805, Oct. 2010, doi:
10.1016/j.comnet.2010.05.010.

[4] F. Tariq, M. R. A. Khandaker, K.-K. Wong, M. A. Imran, M. Bennis,
and M. Debbah, ‘‘A speculative study on 6G,’’ IEEE Wireless Commun.,
vol. 27, no. 4, pp. 118–125, Aug. 2020, doi: 10.1109/MWC.001.1900488.

[5] International Telecommunication Union. (2015). Imt Traffic
Estimates for the Years 2020 to 2030. [Online]. Available:
https://www.itu.int/dms_pub/itu-r/opb/rep/R-REP-M.2370-2015-PDF-
E.pdf

[6] K. Abboud, H. A. Omar, and W. Zhuang, ‘‘Interworking of DSRC and
cellular network technologies for V2X communications: A survey,’’ IEEE
Trans. Veh. Technol., vol. 65, no. 12, pp. 9457–9470, Dec. 2016, doi:
10.1109/TVT.2016.2591558.

[7] T. O. Olwal, K. Djouani, and A. M. Kurien, ‘‘A survey of resource
management toward 5G radio access networks,’’ IEEE Commun.
Surveys Tuts., vol. 18, no. 3, pp. 1656–1686, 3rd Quart., 2016, doi:
10.1109/COMST.2016.2550765.

108650 VOLUME 12, 2024

http://dx.doi.org/10.1109/JIOT.2019.2948075
http://dx.doi.org/10.1016/j.comnet.2010.05.010
http://dx.doi.org/10.1109/MWC.001.1900488
http://dx.doi.org/10.1109/TVT.2016.2591558
http://dx.doi.org/10.1109/COMST.2016.2550765


F. S. Dantas Silva et al.: Comprehensive Step-Wise Survey of MADM Mobility Approaches

[8] M. Carmo, F. S. Dantas Silva, A. V. Neto, D. Corujo, and R. Aguiar,
‘‘Network-cloud slicing definitions for Wi-Fi sharing systems to enhance
5G ultra dense network capabilities,’’Wireless Commun.Mobile Comput.,
vol. 2019, pp. 1–17, Feb. 2019, doi: 10.1155/2019/8015274.

[9] N. Aljeri and A. Boukerche, ‘‘Fog-enabled vehicular networks: A new
challenge for mobility management,’’ Internet Technol. Lett., vol. 3, no. 6,
p. e141, Nov. 2020, doi: 10.1002/itl2.141.

[10] F. S. D. Silva, A. Bessa, S. Silva, S. Ferino, P. Paiva, M. Medeiros,
L. Silva, J. Neto, K. Costa, C. Santos, and D. Maciel, ‘‘Proactive ML-
assisted and quality-driven slice application service management to keep
QoE in 5G mobile networks,’’ in Proc. IEEE Conf. Netw. Function
Virtualization Softw. Defined Netw. (NFV-SDN), Nov. 2023, pp. 182–184,
doi: 10.1109/nfv-sdn59219.2023.10329589.

[11] A. Gupta and R. K. Jha, ‘‘A survey of 5G network: Architecture and
emerging technologies,’’ IEEE Access, vol. 3, pp. 1206–1232, 2015, doi:
10.1109/ACCESS.2015.2461602.

[12] T. Taleb, A. Ksentini, and R. Jantti, ‘‘‘Anything as a service’ for 5Gmobile
systems,’’ IEEE Netw., vol. 30, no. 6, pp. 84–91, Nov./Dec. 2016, doi:
10.1109/MNET.2016.1500244RP.

[13] A. Rostami, P. Ohlen, K. Wang, Z. Ghebretensae, B. Skubic, M. Santos,
and A. Vidal, ‘‘Orchestration of RAN and transport networks for 5G:
An SDN approach,’’ IEEE Commun. Mag., vol. 55, no. 4, pp. 64–70,
Apr. 2017, doi: 10.1109/MCOM.2017.1600119.

[14] F. S. D. Silva, S. N. Silva, L. M. D. Da Silva, A. Bessa, S. Ferino,
P. Paiva, M. Medeiros, L. Silva, J. Neto, K. Costa, C. Santos, E. Aranha,
A. Martins, U. Kulesza, R. Immich, A. V. Neto, R. Fontes, V. Sousa,
and M. A. C. Fernandes, ‘‘ML-based inter-slice load balancing control
for proactive offloading of virtual services,’’ Comput. Netw., vol. 246,
Jun. 2024, Art. no. 110422, doi: 10.1016/j.comnet.2024.110422.

[15] M. Peng, Y. Li, Z. Zhao, and C.Wang, ‘‘System architecture and key tech-
nologies for 5G heterogeneous cloud radio access networks,’’ IEEENetw.,
vol. 29, no. 2, pp. 6–14, Mar. 2015, doi: 10.1109/MNET.2015.7064897.

[16] M. Agiwal, A. Roy, and N. Saxena, ‘‘Next generation 5G wireless
networks: A comprehensive survey,’’ IEEE Commun. Surveys
Tuts., vol. 18, no. 3, pp. 1617–1655, 3rd Quart., 2016, doi:
10.1109/COMST.2016.2532458.

[17] L.-C. Wang and S.-H. Cheng, ‘‘Self-organizing ultra-dense small cells
in dynamic environments: A data-driven approach,’’ IEEE Syst. J.,
vol. 13, no. 2, pp. 1397–1408, Jun. 2019, doi: 10.1109/JSYST.2018.
2851755.

[18] S. Samarakoon, M. Bennis, W. Saad, M. Debbah, and M. Latva-Aho,
‘‘Ultra dense small cell networks: Turning density into energy efficiency,’’
IEEE J. Sel. Areas Commun., vol. 34, no. 5, pp. 1267–1280, May 2016,
doi: 10.1109/JSAC.2016.2545539.

[19] H. Lee, Y. Park, and D. Hong, ‘‘Resource split full duplex to mitigate
inter-cell interference in ultra-dense small cell networks,’’ IEEE Access,
vol. 6, pp. 37653–37664, 2018, doi: 10.1109/ACCESS.2018.2848899.

[20] L.-C. Wang and S.-H. Cheng, ‘‘Data-driven resource management for
ultra-dense small cells: An affinity propagation clustering approach,’’
IEEE Trans. Netw. Sci. Eng., vol. 6, no. 3, pp. 267–279, Jul. 2019, doi:
10.1109/TNSE.2018.2842113.

[21] D. Liu, L. Wang, Y. Chen, M. Elkashlan, K.-K. Wong, R. Schober,
and L. Hanzo, ‘‘User association in 5G networks: A survey and an
outlook,’’ IEEE Commun. Surveys Tuts., vol. 18, no. 2, pp. 1018–1044,
2nd Quart., 2016, doi: 10.1109/COMST.2016.2516538.

[22] J. Wu and P. Fan, ‘‘A survey on high mobility wireless communica-
tions: Challenges, opportunities and solutions,’’ IEEE Access, vol. 4,
pp. 450–476, 2016, doi: 10.1109/ACCESS.2016.2518085.

[23] M. Jaber, M. A. Imran, R. Tafazolli, and A. Tukmanov, ‘‘5G backhaul
challenges and emerging research directions: A survey,’’ IEEE Access,
vol. 4, pp. 1743–1766, 2016, doi: 10.1109/ACCESS.2016.2556011.

[24] X. Duan and X. Wang, ‘‘Authentication handover and privacy protection
in 5G hetnets using software-defined networking,’’ IEEE Commun.
Mag., vol. 53, no. 4, pp. 28–35, Apr. 2015, doi: 10.1109/MCOM.2015.
7081072.

[25] H. Zhang, N. Liu, X. Chu, K. Long, A.-H. Aghvami, and V. C. M. Leung,
‘‘Network slicing based 5G and future mobile networks: Mobility,
resource management, and challenges,’’ IEEE Commun. Mag., vol. 55,
no. 8, pp. 138–145, Aug. 2017, doi: 10.1109/MCOM.2017.1600940.

[26] S. Lee, K. Sriram, K. Kim, Y. H. Kim, and N. Golmie, ‘‘Vertical
handoff decision algorithms for providing optimized performance in
heterogeneous wireless networks,’’ IEEE Trans. Veh. Technol., vol. 58,
no. 2, pp. 865–881, Feb. 2009, doi: 10.1109/TVT.2008.925301.

[27] W. J. Song, J.-M. Chung, D. Lee, C. Lim, S. Choi, and T. Yeoum,
‘‘Improvements to seamless vertical handover between mobile
WiMAX and 3GPP UTRAN through the evolved packet core,’’
IEEE Commun. Mag., vol. 47, no. 4, pp. 66–73, Apr. 2009, doi:
10.1109/MCOM.2009.4907409.

[28] M. Zekri, B. Jouaber, and D. Zeghlache, ‘‘A review on mobility
management and vertical handover solutions over heterogeneous wireless
networks,’’Comput. Commun., vol. 35, no. 17, pp. 2055–2068, Oct. 2012.

[29] M. Kassar, B. Kervella, and G. Pujolle, ‘‘An overview of vertical
handover decision strategies in heterogeneous wireless networks,’’
Comput. Commun., vol. 31, no. 10, pp. 2607–2620, Jun. 2008.

[30] I. Alawe, A. Ksentini, Y. Hadjadj-Aoul, and P. Bertin, ‘‘Improving
traffic forecasting for 5G core network scalability: A machine learning
approach,’’ IEEE Netw., vol. 32, no. 6, pp. 42–49, Nov. 2018, doi:
10.1109/MNET.2018.1800104.

[31] X. Xu, Z. Sun, X. Dai, T. Svensson, and X. Tao, ‘‘Modeling and
analyzing the cross-tier handover in heterogeneous networks,’’ IEEE
Trans. Wireless Commun., vol. 16, no. 12, pp. 7859–7869, Dec. 2017, doi:
10.1109/TWC.2017.2754260.

[32] A. M. Vegni and F. Esposito, ‘‘Location aware mobility assisted services
for heterogeneous wireless technologies,’’ in IEEE MTT-S Int. Microw.
Symp. Dig., Sep. 2009, pp. 1–4, doi: 10.1109/IMWS2.2009.5307889.

[33] F. Esposito, A. M. Vegni, I. Matta, and A. Neri, ‘‘On modeling speed-
based vertical handovers in vehicular networks: ‘Dad, slow down, i
am watching the movie,’’’ in Proc. IEEE GLOBECOM Workshops,
Dec. 2010, pp. 11–15.

[34] C. H. F. dos Santos, M. P. S. de Lima, F. S. D. Silva, and A. Neto,
‘‘Performance evaluation of multiple attribute mobility decision models:
A QoE-efficiency perspective,’’ in Proc. IEEE 13th Int. Conf. Wireless
Mobile Comput., Netw. Commun. (WiMob), Oct. 2017, pp. 159–166.

[35] M. Alhabo and L. Zhang, ‘‘Multi-criteria handover using modified
weighted TOPSIS methods for heterogeneous networks,’’ IEEE Access,
vol. 6, pp. 40547–40558, 2018, doi: 10.1109/ACCESS.2018.2846045.

[36] A. Habbal, S. I. Goudar, and S. Hassan, ‘‘Context-aware radio access
technology selection in 5G ultra dense networks,’’ IEEE Access, vol. 5,
pp. 6636–6648, 2017.

[37] T. D. Wallace and A. Shami, ‘‘A review of multihoming issues
using the stream control transmission protocol,’’ IEEE Commun.
Surveys Tuts., vol. 14, no. 2, pp. 565–578, 2nd Quart., 2012, doi:
10.1109/SURV.2011.051111.00096.

[38] Q. Zhao, S. C. Liew, S. Zhang, and Y. Yu, ‘‘Distance-based location man-
agement utilizing initial position for mobile communication networks,’’
IEEE Trans. Mobile Comput., vol. 15, no. 1, pp. 107–120, Jan. 2016, doi:
10.1109/TMC.2015.2407402.

[39] T. M. Ali and M. Saquib, ‘‘Analytical framework for WLAN-cellular
voice handover evaluation,’’ IEEE Trans. Mobile Comput., vol. 12, no. 3,
pp. 447–460, Mar. 2013, doi: 10.1109/TMC.2011.276.

[40] E. Demarchou, C. Psomas, and I. Krikidis, ‘‘Intelligent user-centric han-
dover scheme in ultra-dense cellular networks,’’ in Proc. GLOBECOM-
IEEE Global Commun. Conf., Dec. 2017, pp. 1–6, doi: 10.1109/GLO-
COM.2017.8254158.

[41] E. Cox, The Fuzzy Systems Handbook: A Practitioner’s Guide to
Building, Using, and Maintaining Fuzzy Systems. San Diego, CA, USA:
Academic Press, 1994.

[42] K. Vasudeva, S. Dikmese, I. Güven, A. Mehbodniya, W. Saad,
and F. Adachi, ‘‘Fuzzy-based game theoretic mobility management
for energy efficient operation in HetNets,’’ IEEE Access, vol. 5,
pp. 7542–7552, 2017, doi: 10.1109/ACCESS.2017.2689061.

[43] E. Stevens-Navarro, Y. Lin, and V. W. S. Wong, ‘‘An MDP-based vertical
handoff decision algorithm for heterogeneous wireless networks,’’ IEEE
Trans. Veh. Technol., vol. 57, no. 2, pp. 1243–1254, Mar. 2008, doi:
10.1109/TVT.2007.907072.

[44] J. Xie, Y.-C. Liang, Y. Pei, J. Fang, and L. Wang, ‘‘Intelligent
multi-radio access based on Markov decision process,’’ in Proc.
GLOBECOM-IEEE Global Commun. Conf., Dec. 2017, pp. 1–6, doi:
10.1109/GLOCOM.2017.8254596.

[45] F. Meshkati, M. Chiang, H. V. Poor, and S. C. Schwartz, ‘‘A game-
theoretic approach to energy-efficient power control in multicarrier
CDMA systems,’’ IEEE J. Sel. Areas Commun., vol. 24, no. 6,
pp. 1115–1129, Jun. 2006, doi: 10.1109/JSAC.2005.864028.

[46] R. Yoneya, A. Mehbodniya, and F. Adachi, ‘‘Two novel handover
algorithms with load balancing for heterogeneous network,’’ in Proc.
IEEE 82nd Veh. Technol. Conf. (VTC-Fall), Sep. 2015, pp. 1–5, doi:
10.1109/VTCFALL.2015.7391183.

VOLUME 12, 2024 108651

http://dx.doi.org/10.1155/2019/8015274
http://dx.doi.org/10.1002/itl2.141
http://dx.doi.org/10.1109/nfv-sdn59219.2023.10329589
http://dx.doi.org/10.1109/ACCESS.2015.2461602
http://dx.doi.org/10.1109/MNET.2016.1500244RP
http://dx.doi.org/10.1109/MCOM.2017.1600119
http://dx.doi.org/10.1016/j.comnet.2024.110422
http://dx.doi.org/10.1109/MNET.2015.7064897
http://dx.doi.org/10.1109/COMST.2016.2532458
http://dx.doi.org/10.1109/JSYST.2018.2851755
http://dx.doi.org/10.1109/JSYST.2018.2851755
http://dx.doi.org/10.1109/JSAC.2016.2545539
http://dx.doi.org/10.1109/ACCESS.2018.2848899
http://dx.doi.org/10.1109/TNSE.2018.2842113
http://dx.doi.org/10.1109/COMST.2016.2516538
http://dx.doi.org/10.1109/ACCESS.2016.2518085
http://dx.doi.org/10.1109/ACCESS.2016.2556011
http://dx.doi.org/10.1109/MCOM.2015.7081072
http://dx.doi.org/10.1109/MCOM.2015.7081072
http://dx.doi.org/10.1109/MCOM.2017.1600940
http://dx.doi.org/10.1109/TVT.2008.925301
http://dx.doi.org/10.1109/MCOM.2009.4907409
http://dx.doi.org/10.1109/MNET.2018.1800104
http://dx.doi.org/10.1109/TWC.2017.2754260
http://dx.doi.org/10.1109/IMWS2.2009.5307889
http://dx.doi.org/10.1109/ACCESS.2018.2846045
http://dx.doi.org/10.1109/SURV.2011.051111.00096
http://dx.doi.org/10.1109/TMC.2015.2407402
http://dx.doi.org/10.1109/TMC.2011.276
http://dx.doi.org/10.1109/GLOCOM.2017.8254158
http://dx.doi.org/10.1109/GLOCOM.2017.8254158
http://dx.doi.org/10.1109/ACCESS.2017.2689061
http://dx.doi.org/10.1109/TVT.2007.907072
http://dx.doi.org/10.1109/GLOCOM.2017.8254596
http://dx.doi.org/10.1109/JSAC.2005.864028
http://dx.doi.org/10.1109/VTCFALL.2015.7391183


F. S. Dantas Silva et al.: Comprehensive Step-Wise Survey of MADM Mobility Approaches

[47] M. Zekri, B. Jouaber, and D. Zeghlache, ‘‘On the use of network
QoS reputation for vertical handover decision making,’’ in Proc. IEEE
Globecom Workshops, Dec. 2010, pp. 2006–2011, doi: 10.1109/GLO-
COMW.2010.5700296.

[48] M. Zekri, B. Jouaber, and D. Zeghlache, ‘‘An enhanced media indepen-
dent handover framework for vertical handover decision making based on
networks’ reputation,’’ in Proc. 37th Annu. IEEE Conf. Local Comput.
Netw., Oct. 2012, pp. 673–678, doi: 10.1109/LCNW.2012.6424049.

[49] M. Loukil, M. Zekri, T. Ghariani, and B. Jouaber, ‘‘A reputation based
vertical handover decision making framework (R-VHDF),’’ in Proc.
IEEEGlobecomWorkshops, Dec. 2012, pp. 464–469, doi: 10.1109/GLO-
COMW.2012.6477617.

[50] D. Giacomini and A. Agarwal, ‘‘Optimizing end user QoS in heteroge-
neous network environments using reputation and prediction,’’ EURASIP
J. Wireless Commun. Netw., vol. 2013, no. 1, p. 256, Nov. 2013, doi:
10.1186/1687-1499-2013-256.

[51] A. Klein, C. Mannweiler, J. Schneider, F. Thillen, and D. S. Hans,
‘‘A concept for context-enhanced heterogeneous access management,’’
in Proc. IEEE Globecom Workshops, Dec. 2010, pp. 6–10, doi:
10.1109/GLOCOMW.2010.5700412.

[52] M. S. Mollel, A. I. Abubakar, M. Ozturk, S. F. Kaijage, M. Kisangiri,
S. Hussain, M. A. Imran, and Q. H. Abbasi, ‘‘A survey of machine
learning applications to handover management in 5G and beyond,’’ IEEE
Access, vol. 9, pp. 45770–45802, 2021.

[53] Y. Sun,M. Peng, Y. Zhou, Y. Huang, and S.Mao, ‘‘Application ofmachine
learning in wireless networks: Key techniques and open issues,’’ IEEE
Commun. Surveys Tuts., vol. 21, no. 4, pp. 3072–3108, 4th Quart., 2019.

[54] C.-L. Hwang and K. Yoon, ‘‘Multiple attribute decision making:
methods and applications—A state-of-the-art survey,’’ in Lecture Notes
in Economics and Mathematical Systems, vol. 186. Springer, 1981.

[55] S. Zionts, ‘‘MCDM—If not a Roman numeral, then what?’’ Interfaces,
vol. 9, no. 4, pp. 94–101, Aug. 1979.

[56] E. Triantaphyllou, Multi-Criteria Decision Making Methods. Boston,
MA, USA: Springer, 2000, pp. 5–21.

[57] R. Bikmukhamedov, Y. Yeryomin, and J. Seitz, ‘‘Evaluation of MCDA-
based handover algorithms for mobile networks,’’ in Proc. 8th Int. Conf.
Ubiquitous Future Netw. (ICUFN), Jul. 2016, pp. 810–815.

[58] N. Vafaei, R. A. Ribeiro, and L. M. C. Matos, ‘‘Data normalisation tech-
niques in decision making: Case study with TOPSIS method,’’ Int. J. Inf.
Decis. Sci., vol. 10, no. 1, p. 19, 2018, doi: 10.1504/ijids.2018.090667.

[59] B. Srdjevic, ‘‘Combining different prioritization methods in the analytic
hierarchy process synthesis,’’ Comput. Oper. Res., vol. 32, no. 7,
pp. 1897–1919, Jul. 2005, doi: 10.1016/j.cor.2003.12.005.

[60] S. Chakraborty and C.-H. Yeh, ‘‘A simulation based comparative study
of normalization procedures in multiattribute decision making,’’ in Proc.
6th WSEAS Int. Conf. Artif. Intell., Knowl. Eng. Data Bases, vol. 6, 2007,
pp. 102–109.

[61] Y. Liu, Y. Dong, H. Liang, F. Chiclana, and E. Herrera-Viedma, ‘‘Multiple
attribute strategic weight manipulation with minimum cost in a group
decision making context with interval attribute weights information,’’
IEEE Trans. Syst., Man, Cybern., Syst., vol. 49, no. 10, pp. 1981–1992,
Oct. 2019, doi: 10.1109/TSMC.2018.2874942.

[62] A. Çelen, ‘‘Comparative analysis of normalization procedures in TOPSIS
method: With an application to Turkish deposit banking market,’’
Informatica, vol. 25, no. 2, pp. 185–208, Jan. 2014.

[63] L. Wang and G.-S.-G. S. Kuo, ‘‘Mathematical modeling for network
selection in heterogeneous wireless networks—A tutorial,’’ IEEE Com-
mun. Surveys Tuts., vol. 15, no. 1, pp. 271–292, 1st Quart., 2013.

[64] B. Razeghi, N. Okati, and G. A. Hodtani, ‘‘A novel approach to
mathematical multiple criteria decision making methods based on
information theoretic measures,’’ in Proc. Iran Workshop Commun. Inf.
Theory (IWCIT), May 2015, pp. 1–6, doi: 10.1109/IWCIT.2015.7140219.

[65] L. Mohamed, C. Leghris, and A. Abdellah, ‘‘A survey and comparison
study on weighting algorithms for access network selection,’’ in Proc. 9th
Annu. Conf. Wireless Demand Netw. Syst. Services (WONS), Jan. 2012,
pp. 35–38.

[66] H. Wang and S. Tang, ‘‘Analysis and modification on existing objective
weighting methods in MADM,’’ in Proc. 3rd Int. Conf. Genetic Evol.
Comput., Oct. 2009, pp. 162–165, doi: 10.1109/wgec.2009.35.

[67] K. G. Ravichandra and U. Kumar, ‘‘A study on vertical handover
algorithms,’’ Int. J. Adv. Res. Comput. Commun. Eng., vol. 2, no. 12,
pp. 4678–4682, 2013.

[68] N. Rajule, B. Ambudkar, and A. Dhande, ‘‘Survey of vertical handover
decision algorithms,’’ Interfaces J. Innov. Eng. Tech., vol. 2, no. 1,
pp. 362–368, 2013.

[69] K. D. Gaikwad and H. A. Bhute, ‘‘A survey on vertical handover decision
making in next generation heterogeneous wireless networks,’’ Int. J. Res.
Stud. Sci., Eng. Technol., vol. 17, pp. 55–64, Jan. 2014.

[70] J. Márquez-Barja, C. T. Calafate, J.-C. Cano, and P. Manzoni,
‘‘An overview of vertical handover techniques: Algorithms, protocols and
tools,’’ Comput. Commun., vol. 34, no. 8, pp. 985–997, Jun. 2011.

[71] A. Ahmed, L. M. Boulahia, and D. Gaïti, ‘‘Enabling vertical handover
decisions in heterogeneous wireless networks: A state-of-the-art and a
classification,’’ IEEECommun. Surveys Tuts., vol. 16, no. 2, pp. 776–811,
2nd Quart., 2014.

[72] S. Pahal and P. Sehrawat, ‘‘Multi-criteria handoff decision algorithms in
wireless networks,’’ J. Mobile Comput. Appl., vol. 2, no. 2, pp. 46–55,
2015.

[73] K. R. Rao, Z. S. Bojkovic, and B. M. Bakmaz, ‘‘Network selection in
heterogeneous environment: A step toward always best connected and
served,’’ in Proc. 11th Int. Conf. Telecommun. Modern Satell., Cable
Broadcast. Services (TELSIKS), vol. 1, Oct. 2013, pp. 83–92.

[74] D. Manjaiah and P. Payaswini, ‘‘A review of vertical handoff algorithms
based on multi attribute decision method,’’ Int. J. Adv. Res. Comput. Eng.
Technol., vol. 2, pp. 2005–2008, Jun. 2013.

[75] A. M. Mamadou, M. Karoui, G. Chalhoub, and A. Freitas, ‘‘Survey
on decision-making algorithms for network selection in heterogeneous
architectures,’’ in Communication Technologies for Vehicles. Springer,
2020, pp. 89–98.

[76] K. Jha and A. Gupta, A Critical Survey on Vertical Handoff Algorithms.
Boca Raton, FL, USA: CRC Press, 2021.

[77] D. Xiao, H. Lin, and B. Wang, ‘‘A review of heterogeneous wireless
network selection algorithms,’’ in Proc. IEEE 6th Inf. Technol., Netw.,
Electronic Autom. Control Conf. (ITNEC), vol. 6, Feb. 2023, pp. 191–201.

[78] M. Louta, P. Zournatzis, S. Kraounakis, P. Sarigiannidis, and
I. Demetropoulos, ‘‘Towards realization of the ABC vision: A
comparative survey of access network selection,’’ in Proc. IEEE
Symp. Comput. Commun. (ISCC), Jun. 2011, pp. 472–477, doi:
10.1109/ISCC.2011.5983882.

[79] E. M. Malathy and V. Muthuswamy, ‘‘State of art: Vertical handover
decision schemes in next-generation wireless network,’’ J. Commun. Inf.
Netw., vol. 3, no. 1, pp. 43–52, Mar. 2018.

[80] I. Stanic, D. Drajic, and Z. Cica, ‘‘Survey of network selection and vertical
handover techniques in heterogeneous wireless networks,’’ in Proc. 22nd
Int. Symp. Infoteh-Jahorina (INFOTEH), Mar. 2023, pp. 1–6.

[81] I. Stanic, D. Drajic, and Z. Cica, ‘‘Overview of network selection and
vertical handover approaches and simulation tools in heterogeneous
wireless networks,’’ in Proc. 16th Int. Conf. Adv. Technol., Syst. Services
Telecommun. (TELSIKS), Oct. 2023, pp. 133–142.

[82] N. Aljeri andA. Boukerche, ‘‘Mobilitymanagement in 5G-enabled vehic-
ular networks: Models, protocols, and classification,’’ ACM Comput.
Surv., vol. 53, no. 5, pp. 1–35, Sep. 2021.

[83] W. Tashan, I. Shayea, S. Aldirmaz-Colak, M. Ergen, M. H. Azmi,
and A. Alhammadi, ‘‘Mobility robustness optimization in future
mobile heterogeneous networks: A survey,’’ IEEE Access, vol. 10,
pp. 45522–45541, 2022.

[84] S. Alraih, R. Nordin, A. Abu-Samah, I. Shayea, and N. F. Abdullah,
‘‘A survey on handover optimization in beyond 5G mobile
networks: Challenges and solutions,’’ IEEE Access, vol. 11,
pp. 59317–59345, 2023.

[85] M. Lahby, S. Baghla, and A. Sekkaki, ‘‘Survey and comparison
of MADM methods for network selection access in heterogeneous
networks,’’ in Proc. 7th Int. Conf. New Technol., Mobility Secur. (NTMS),
Jul. 2015, pp. 1–6, doi: 10.1109/NTMS.2015.7266522.

[86] A. U. Jadhav and S. S. Sambare, ‘‘Survey on evaluation models of vertical
handoff decision algorithms,’’ Int. J. Comput. Appl., vol. 135, no. 5,
pp. 10–14, Feb. 2016.

[87] E. Obayiuwana and O. E. Falowo, ‘‘Network selection in heterogeneous
wireless networks using multi-criteria decision-making algorithms:
A review,’’Wireless Netw., vol. 23, no. 8, pp. 2617–2649, Nov. 2017.

[88] N. Allias, M. N. M. M. Noor, M. T. Ismail, and M. N. Ismail,
‘‘An overview of multi-attribute decision making (MADM) vertical
handover using systematic mapping,’’ J. Telecommun., Electron. Comput.
Eng. (JTEC), vol. 10, nos. 2–5, pp. 93–98, 2018.

108652 VOLUME 12, 2024

http://dx.doi.org/10.1109/GLOCOMW.2010.5700296
http://dx.doi.org/10.1109/GLOCOMW.2010.5700296
http://dx.doi.org/10.1109/LCNW.2012.6424049
http://dx.doi.org/10.1109/GLOCOMW.2012.6477617
http://dx.doi.org/10.1109/GLOCOMW.2012.6477617
http://dx.doi.org/10.1186/1687-1499-2013-256
http://dx.doi.org/10.1109/GLOCOMW.2010.5700412
http://dx.doi.org/10.1504/ijids.2018.090667
http://dx.doi.org/10.1016/j.cor.2003.12.005
http://dx.doi.org/10.1109/TSMC.2018.2874942
http://dx.doi.org/10.1109/IWCIT.2015.7140219
http://dx.doi.org/10.1109/wgec.2009.35
http://dx.doi.org/10.1109/ISCC.2011.5983882
http://dx.doi.org/10.1109/NTMS.2015.7266522


F. S. Dantas Silva et al.: Comprehensive Step-Wise Survey of MADM Mobility Approaches

[89] K. Petersen, R. Feldt, S. Mujtaba, and M. Mattsson, ‘‘Systematic
mapping studies in software engineering,’’ in Proc. 12th Int.
Conf. Eval. Assessment Softw. Eng. (EASE). Swindon, U.K.: BCS
Learning & Development, 2008, pp. 68–77. [Online]. Available:
http://dl.acm.org/citation.cfm?id=2227115.2227123

[90] B.-S. Kim, K.-I. Kim, G. Chang, K. H. Kim, B. Roh, and
J.-H. Ham, ‘‘Comprehensive survey on multi attribute decision
making methods for wireless ad hoc networks,’’ J. Internet
Technol., vol. 20, no. 5, pp. 1575–1588, 2019. [Online]. Available:
https://jit.ndhu.edu.tw/article/view/2139

[91] A. K. Yadav, K. Singh, N. I. Arshad, M. Ferrara, A. Ahmadian,
and Y. I. Mesalam, ‘‘MADM-based network selection and handover
management in heterogeneous network: A comprehensive comparative
analysis,’’ Results Eng., vol. 21, Mar. 2024, Art. no. 101918.

[92] F. S. D. Silva, E. Silva, E. P. Neto, M. Lemos, A. J. V. Neto, and
F. Esposito, ‘‘A taxonomy of DDoS attack mitigation approaches featured
by SDN technologies in IoT scenarios,’’ Sensors, vol. 20, no. 11, p. 3078,
May 2020.

[93] F. S. D. Silva, E. P. Neto, H. Oliveira, D. Rosário, E. Cerqueira,
C. Both, S. Zeadally, and A. V. Neto, ‘‘A survey on long-range
wide-area network technology optimizations,’’ IEEE Access, vol. 9,
pp. 106079–106106, 2021, doi: 10.1109/ACCESS.2021.3079095.

[94] A. T. W. Chu, R. E. Kalaba, and K. Spingarn, ‘‘A comparison of
two methods for determining the weights of belonging to fuzzy sets,’’
J. Optim. Theory Appl., vol. 27, no. 4, pp. 531–538, Apr. 1979.

[95] A. F. Almutairi, M. A. Landolsi, and A. O. Al-Hawaj, ‘‘Weighting
selection in GRA-based MADM for vertical handover in wireless
networks,’’ in Proc. UKSim-AMSS 18th Int. Conf. Comput. Model. Simul.
(UKSim), Apr. 2016, pp. 331–336.

[96] A. F. Almutairi, M. A. Landolsi, and H. Q. Al-Mashmoum, ‘‘Performance
of different weighting techniques with DIA MADM method in hetero-
geneous wireless networks,’’ in Proc. Int. Wireless Commun. Mobile
Comput. Conf. (IWCMC), Sep. 2016, pp. 921–925.

[97] T. L. Saaty, ‘‘How to make a decision: The analytic hierarchy process,’’
Eur. J. Oper. Res., vol. 48, no. 1, pp. 9–26, 1990.

[98] A. Eshlaghy and R. Radfar, ‘‘A new approach for classification of
weighting methods,’’ in Proc. IEEE Int. Conf. Manage. Innov. Technol.,
Jun. 2006, pp. 1090–1093, doi: 10.1109/ICMIT.2006.262391.

[99] S.-F. Yang, J.-S. Wu, and H.-H. Huang, ‘‘A vertical media-independent
handover decision algorithm across Wi-Fi and WiMAX networks,’’
in Proc. 5th IFIP Int. Conf. Wireless Opt. Commun. Netw. (WOCN),
May 2008, pp. 1–5, doi: 10.1109/wocn.2008.4542508.

[100] M. Zekri, B. Jouaber, and D. Zeghlache, ‘‘Context aware vertical
handover decision making in heterogeneous wireless networks,’’ in
Proc. IEEE Local Comput. Netw. Conf., Oct. 2010, pp. 764–768, doi:
10.1109/LCN.2010.5735809.

[101] Z. Zheng, ‘‘Some results on random weighting method,’’ Appl. Probab.
Statist., vol. 3, no. 1, pp. 1–7, 1987.

[102] MathWorks. (2024). MATLAB, The Language of Technical Computing.
[Online]. Available: http://www.mathworks.com/products/MATLAB

[103] Technical Specification Group Services and System Aspects; Quality
of Service (QoS) Concept and Architecture (Release 7), document TS
23.107, V7.1.0, 3GPP, 2008.

[104] P. N. Tran and N. Boukhatem, ‘‘The distance to the ideal alternative (DiA)
algorithm for interface selection in heterogeneous wireless networks,’’ in
Proc. 6th ACM Int. Symp. Mobility Manage. Wireless Access, Oct. 2008,
pp. 61–68.

[105] D. Diakoulaki, G. Mavrotas, and L. Papayannakis, ‘‘Determining
objective weights in multiple criteria problems: The critic method,’’
Comput. Oper. Res., vol. 22, no. 7, pp. 763–770, Aug. 1995.

[106] A. Sgora, N. Bouropoulou, M. Stamatelatos, and A. Konidaris, ‘‘A
network selection algorithm for 5G heterogeneous environments,’’ in
Proc. IEEE Conf. Standards Commun. Netw. (CSCN), Nov. 2022,
pp. 48–52.

[107] T. L. Saaty, Decision Making With Dependence and Feedback: The
Analytic Network Process, vol. 4922. RWS Publications, 1996.

[108] T. L. Saaty and L. G. Vargas, The Analytic Network Process. Boston, MA,
USA: Springer, 2013, pp. 1–40.

[109] T. L. Saaty, ‘‘Fundamentals of the analytic network process—
Dependence and feedback in decision-making with a single network,’’
J. Syst. Sci. Syst. Eng., vol. 13, no. 2, pp. 129–157, Apr. 2004, doi:
10.1007/s11518-006-0158-y.

[110] M. A. B. Promentilla, T. Furuichi, K. Ishii, and N. Tanikawa, ‘‘Evaluation
of remedial countermeasures using the analytic network process,’’Waste
Manage., vol. 26, no. 12, pp. 1410–1421, Jan. 2006.

[111] I. Martinez and V. Ramos, ‘‘NetANPI: A network selection mechanism
for LTE traffic offloading based on the analytic network process,’’ inProc.
36th IEEE Sarnoff Symp., Sep. 2015, pp. 117–122.

[112] M. Lahby, L. Cherkaoui, and A. Adib, ‘‘An enhanced-TOPSIS based
network selection technique for next generation wireless networks,’’ in
Proc. ICT, May 2013, pp. 1–5.

[113] L. Wang and D. Binet, ‘‘TRUST: A trigger-based automatic subjective
weighting method for network selection,’’ in Proc. 5th Adv. Int. Conf.
Telecommun., May 2009, pp. 362–368, doi: 10.1109/AICT.2009.68.

[114] S.-J. Yang and W.-C. Tseng, ‘‘Utilizing weighted rating of multiple
attributes scheme to enhance handoff efficiency in heterogeneouswireless
networks,’’ in Proc. Int. Conf. Wireless Commun. Signal Process.
(WCSP), Nov. 2011, pp. 1–6.

[115] IEEE Standard for Information Technology—Local and Metropolitan
Area Networks—Specific Requirements—Part 11: Wireless Lan Medium
Access Control (MAC) and Physical Layer (PHY) Specifications—
Amendment 8: Medium Access Control (MAC) Quality of Service
Enhancements, IEEE Standard IEEE 802.11e (Amendment to IEEE
Standard 802.11), 2005, pp. 1–212, doi: 10.1109/IEEESTD.2005.97890.

[116] IEEE Standard for Wirelessman-Advanced Air Interface for Broadband
Wireless Access Systems—Amendment 2: Higher Reliability Networks,
IEEE Standard 802.16.1a-2013 (Amendment to IEEE Standard 802.16.1-
2012), Jun. 2013, pp. 1–319, doi: 10.1109/IEEESTD.2013.6547982.

[117] S.-J. Yang and W.-C. Tseng, ‘‘Design novel weighted rating of multiple
attributes scheme to enhance handoff efficiency in heterogeneous
wireless networks,’’ Comput. Commun., vol. 36, no. 14, pp. 1498–1514,
Aug. 2013.

[118] R. Rouil, The Network Simulator NS-2 NIST Add-on, IEEE Stan-
dard 802.16, Nat. Inst. Standards Technol., 2007.

[119] M. Lahby and A. Adib, ‘‘Network selection mechanism by using
M-AHP/GRA for heterogeneous networks,’’ in Proc. 6th Joint IFIP
Wireless Mobile Netw. Conf. (WMNC), Apr. 2013, pp. 1–6, doi:
10.1109/WMNC.2013.6549009.

[120] M. Lahby, L. Cherkaoui, andA. Adib, ‘‘Hybrid network selection strategy
by using M-AHP/E-TOPSIS for heterogeneous networks,’’ in Proc. 8th
Int. Conf. Intell. Syst., Theories Appl. (SITA), May 2013, pp. 1–6.

[121] M. Lahby, A. Attioui, and A. Sekkaki, ‘‘An optimized vertical handover
approach based on M-ANP and TOPSIS in heterogeneous wireless net-
works,’’ in Advances in Ubiquitous Networking 2. Singapore: Springer,
2017, pp. 15–29.

[122] A. S. Alam, Y.-F. Hu, P. Pillai, K. Xu, and J. Baddoo, ‘‘Optimal datalink
selection for future aeronautical telecommunication networks,’’ IEEE
Trans. Aerosp. Electron. Syst., vol. 53, no. 5, pp. 2502–2515, Oct. 2017,
doi: 10.1109/TAES.2017.2701918.

[123] K. Savitha and C. Chandrasekar, ‘‘Vertical handover decision schemes
using SAW and WPM for network selection in heterogeneous wireless
networks,’’ 2011, arXiv:1109.4490.

[124] D. W. Miller and M. K. Starr, Executive Decisions and Operations
Research. (Prentice-Hall International Series in Management). Upper
Saddle River, NJ, USA: Prentice-Hall, 1969.

[125] P. TalebiFard and V. C. M. Leung, ‘‘A dynamic context-aware access net-
work selection for handover in heterogeneous network environments,’’ in
Proc. IEEE Conf. Comput. Commun. Workshops (INFOCOMWKSHPS),
Apr. 2011, pp. 385–390.

[126] R. Benayoun, B. Roy, and N. Sussman, ‘‘Manual de reference du
programme electre,’’ Note de Synthese et Formation, vol. 25, p. 79,
Jan. 1966.

[127] D. E. Charilas, O. I. Markaki, J. Psarras, and P. Constantinou,
‘‘Application of fuzzy AHP and ELECTRE to network selection,’’ in
Mobile Lightweight Wireless Systems. Berlin, Germany: Springer, 2009,
pp. 63–73.

[128] A. Ahmad, M. M. Rathore, A. Paul, S. Rho, M. Imran, and
M. Guizani, ‘‘Amulti-parameter based vertical handover decision scheme
for M2M communications in HetMANET,’’ in Proc. IEEE Global
Commun. Conf. (GLOBECOM), Dec. 2015, pp. 1–8, doi: 10.1109/GLO-
COM.2015.7417613.

[129] P. C. Fishburn, ‘‘Letter to the editor—Additive utilities with incomplete
product sets: Application to priorities and assignments,’’ Oper. Res.,
vol. 15, no. 3, pp. 537–542, Jun. 1967.

VOLUME 12, 2024 108653

http://dx.doi.org/10.1109/ACCESS.2021.3079095
http://dx.doi.org/10.1109/ICMIT.2006.262391
http://dx.doi.org/10.1109/wocn.2008.4542508
http://dx.doi.org/10.1109/LCN.2010.5735809
http://dx.doi.org/10.1007/s11518-006-0158-y
http://dx.doi.org/10.1109/AICT.2009.68
http://dx.doi.org/10.1109/IEEESTD.2005.97890
http://dx.doi.org/10.1109/IEEESTD.2013.6547982
http://dx.doi.org/10.1109/WMNC.2013.6549009
http://dx.doi.org/10.1109/TAES.2017.2701918
http://dx.doi.org/10.1109/GLOCOM.2015.7417613
http://dx.doi.org/10.1109/GLOCOM.2015.7417613


F. S. Dantas Silva et al.: Comprehensive Step-Wise Survey of MADM Mobility Approaches

[130] E. Stevens-Navarro and V. W. S. Wong, ‘‘Comparison between vertical
handoff decision algorithms for heterogeneous wireless networks,’’ in
Proc. IEEE 63rd Veh. Technol. Conf., May 2006, pp. 947–951.

[131] A. Karami, ‘‘Utilization and comparison of multi attribute decision
making techniques to rank Bayesian network options,’’ M.S. thesis, Univ.
Skövde, School Humanities Inform., Sweden, 2011.

[132] O. A. Taiwo and O. E. Falowo, ‘‘Comparative analysis of algorithms for
making multiple-sessions handover decisions in next generation wireless
networks,’’ in Proc. Africon, Sep. 2013, pp. 1–6, doi: 10.1109/AFR-
CON.2013.6757805.

[133] N. P. Singh, ‘‘Optimal network selection using MADM algorithms,’’ in
Proc. 2nd Int. Conf. Recent Adv. Eng. Comput. Sci. (RAECS), Dec. 2015,
pp. 1–6, doi: 10.1109/RAECS.2015.7453286.

[134] F. W. Karam and T. Jensen, ‘‘Performance analysis of ranking for QoS
handover algorithm for selection of access network in heterogeneous
wireless networks,’’ in Proc. 21st Int. Conf. Comput. Commun. Netw.
(ICCCN), Jul. 2012, pp. 1–6, doi: 10.1109/ICCCN.2012.6289261.

[135] A. B. Zineb, M. Ayadi, and S. Tabbane, ‘‘An enhanced vertical handover
based on fuzzy inferenceMADM approach for heterogeneous networks,’’
Arabian J. Sci. Eng., vol. 42, no. 8, pp. 3263–3274, Aug. 2017, doi:
10.1007/s13369-017-2418-1.

[136] N. P. Singh and B. Singh, ‘‘Vertical handoff decision in 4G wireless
networks using multi attribute decision making approach,’’ Wireless
Netw., vol. 20, no. 5, pp. 1203–1211, Jul. 2014.

[137] J. P. Brans and P. Vincke, ‘‘Note—A preference ranking organisation
method: (The PROMETHEE method for multiple criteria decision-
making),’’Manage. Sci., vol. 31, no. 6, pp. 647–656, Jun. 1985.

[138] K. S. S. Anupama, S. S. Gowri, B. P. Rao, and P. Rajesh, ‘‘Application
of MADM algorithms to network selection,’’ Int. J. Innov. Res. Electr.,
Electron., Instrum. Control Eng., vol. 3, no. 6, pp. 64–67, 2015.

[139] S. Liu, J. Forrest, and Y. Yang, ‘‘A brief introduction to grey systems
theory,’’ Grey Syst., Theory Appl., vol. 2, no. 2, pp. 89–104, Aug. 2012.

[140] X. Song, W. Liu, M. Zhang, and F. Liu, ‘‘A network selection algorithm
based on FAHP/GRA in heterogeneous wireless networks,’’ in Proc. 2nd
IEEE Int. Conf. Comput. Commun. (ICCC), Oct. 2016, pp. 1445–1449.

[141] S. Opricovic, ‘‘Programski paket VIKOR za visekriterijumsko kompro-
misno rangiranje,’’ in Proc. 17th Int. Symp. Oper. Res., 1990, pp. 1–10.

[142] S. Baghla and S. Bansal, ‘‘Performance of VIKOR MADM method
for vertical handoffs in heterogeneous networks with various weighting
methods,’’ in Proc. 8th Int. Conf. Adv. Comput. Commun. Technol., 2014,
pp. 29–34.

[143] E. K. Zavadskas, A. Kaklauskas, and V. Sarka, ‘‘The new method of
multicriteria complex proportional assessment of projects,’’ Technol.
Econ. Develop. Economy, vol. 1, no. 3, pp. 131–139, 1994.

[144] J. F. Orimolade, ‘‘Selection schemes for multiple calls in next generation
wireless networks,’’ Ph.D. thesis, Univ. Cape Town, Dept. Elect. Eng.,
Cape Town, 2017.

[145] R. V. Rao, ‘‘A material selection model using graph theory and matrix
approach,’’ Mater. Sci. Engineering: A, vol. 431, nos. 1–2, pp. 248–255,
Sep. 2006.

[146] W.-K. Chen, Graph Theory and Its Engineering Applications, vol. 5.
Singapore: World Scientific, 1997.

[147] G. Kaur, R. K. Goyal, and R. Mehta, ‘‘Reducing unnecessary handovers
and improving ranking abnormality based on multi-attribute decision
making graph theory and matrix approach with Euclidean distance in
heterogeneous wireless networks,’’ Concurrency Computation: Pract.
Exper., vol. 35, no. 22, p. e7715, Oct. 2023.

[148] Y. Wang, J. Yuan, Y. Zhou, G. Li, and P. Zhang, ‘‘Vertical handover
decision in an enhanced media independent handover framework,’’ in
Proc. IEEE Wireless Commun. Netw. Conf., Mar. 2008, pp. 2693–2698.

[149] S. Meyn and R. L. Tweedie, Markov Chains and Stochastic Stability,
2nd ed., Cambridge, U.K.: Cambridge Univ. Press, 2009.

[150] R. R. Agrawal and A. Vidhate, ‘‘Optimized heterogeneous wireless
network with scoring methods,’’ in Proc. Int. Conf. Workshop Recent
Trends Technol. (TCET), Int. J. Comput. Appl. (IJCA), 2012, pp. 1–9.

[151] W. K. M. Brauers and E. K. Zavadskas, ‘‘Project management by
multimoora as an instrument for transition economies,’’ Technological
Econ. Develop. Economy, vol. 16, no. 1, pp. 5–24, 2010.

[152] W. K.M. Brauers and E. K. Zavadskas, ‘‘Robustness ofMULTIMOORA:
A method for multi-objective optimization,’’ Informatica, vol. 23, no. 1,
pp. 1–25, Jan. 2012.

[153] E. Obayiuwana and O. Falowo, ‘‘A multimoora approach to access
network selection process in heterogeneous wireless networks,’’ in Proc.
AFRICON, Sep. 2015, pp. 1–5, doi: 10.1109/AFRCON.2015.7331973.

[154] A. Huszák and S. Imre, ‘‘Eliminating rank reversal phenomenon in GRA-
based network selection method,’’ in Proc. IEEE Int. Conf. Commun.,
May 2010, pp. 1–6.

[155] M. Lahby, L. Cherkaoui, and A. Adib, ‘‘New multi access selection
method based on Mahalanobis distance,’’ Appl. Math. Sci., vol. 6,
nos. 53–56, pp. 2745–2760, 2012.

[156] R. De Maesschalck, D. Jouan-Rimbaud, and D. L. Massart, ‘‘The
Mahalanobis distance,’’ Chemometric Intell. Lab. Syst., vol. 50, no. 1,
pp. 1–18, Jan. 2000, doi: 10.1016/s0169-7439(99)00047-7.

[157] E. K. Zavadskas, Z. Turskis, and J. Antucheviciene, ‘‘Optimization of
weighted aggregated sum product assessment,’’ Electron. Electr. Eng.,
vol. 122, no. 6, pp. 3–6, Jun. 2012.

[158] S. Maaloul, M. Afif, and S. Tabbane, ‘‘An efficient handover decision
making for heterogeneous wireless connectivity management,’’ in Proc.
21st Int. Conf. Softw., Telecommun. Comput. Netw., Sep. 2013, pp. 1–8.

[159] M. Lahby, L. Cherkaoui, and A. Adib, ‘‘A novel ranking algorithm based
network selection for heterogeneous wireless access,’’ J. Netw., vol. 8,
no. 2, pp. 263–272, Feb. 2013.

[160] F. Silva, J. Castillo-Lema, A. Neto, F. Silva, P. Rosa, D. Corujo,
C. Guimarães, and R. Aguiar, ‘‘Entity title architecture extensions
towards advanced quality-orientedmobility control capabilities,’’ inProc.
IEEE Symp. Comput. Commun. (ISCC), Jun. 2014, pp. 1–6.

[161] A. P. Engelbrecht, Comput. Intelligence: Introduction. Hoboken, NJ,
USA: Wiley, 2007.

[162] M. Lahby, L. Cherkaoui, and A. Adib, ‘‘Performance analysis of
normalization techniques for network selection access in heterogeneous
wireless networks,’’ in Proc. 9th Int. Conf. Intell. Systems: Theories Appl.
(SITA), May 2014, pp. 1–5.

[163] V. Sasirekha, C. Chandrasekar, and M. Ilangkumaran, ‘‘Heterogeneous
wireless network vertical handoff decision using hybrid multi-criteria
decision-making technique,’’ Int. J. Comput. Sci. Eng., vol. 10, no. 3,
pp. 263–280, 2015.

[164] B. Sousa, K. Pentikousis, and M. Curado, ‘‘MeTHODICAL: Towards the
next generation of multihomed applications,’’ Comput. Netw., vol. 65,
pp. 21–40, Jun. 2014.

[165] M. Keshavarz Ghorabaee, E. K. Zavadskas, L. Olfat, and Z. Turskis,
‘‘Multi-criteria inventory classification using a new method of evaluation
based on distance from average solution (EDAS),’’ Informatica, vol. 26,
no. 3, pp. 435–451, Jan. 2015.

[166] M. A. Senouci, M. S. Mushtaq, S. Hoceini, and A. Mellouk, ‘‘TOPSIS-
based dynamic approach for mobile network interface selection,’’
Comput. Netw., vol. 107, pp. 304–314, Oct. 2016.

[167] M. A. Senouci, S. Hoceini, and A. Mellouk, ‘‘Utility function-based
TOPSIS for network interface selection in heterogeneous wireless
networks,’’ in Proc. IEEE Int. Conf. Commun. (ICC), May 2016, pp. 1–6.

[168] B. R. Chandavarkar and R. M. R. Guddeti, ‘‘Simplified and improved
multiple attributes alternate ranking method for vertical handover
decision in heterogeneous wireless networks,’’ Comput. Commun.,
vol. 83, pp. 81–97, Jun. 2016.

[169] F. Bendaoud, ‘‘A modified-SAW for network selection in heterogeneous
wireless networks,’’ ECTI Trans. Electr. Eng., Electron., Commun.,
vol. 15, no. 2, pp. 8–17, May 2017.

[170] M. Lahby and A. Sekkaki, ‘‘Optimal vertical handover based on TOPSIS
algorithm and utility function in heterogeneous wireless networks,’’ in
Proc. Int. Symp. Netw., Comput. Commun. (ISNCC), May 2017, pp. 1–6.

[171] X. Du, Z. Huang, and Z. Lin, ‘‘FAHP and modified GRA based network
selection in heterogeneous wireless networks,’’ DEStech Trans. Eng.
Technol. Res., Feb. 2018, doi: 10.12783/dtetr/apop2017/18750.

[172] Z. Juwantara, T. University, M. Abdurohman, S. Prabowo, T. University,
and T. University, ‘‘M2EW algorithm for increasing the degree of
precision of vertical handover network selection,’’ Int. J. Intell. Eng. Syst.,
vol. 10, no. 6, pp. 174–181, Dec. 2017.

[173] K. A. Kumari and M. Sravani, ‘‘Multi-attribute network selection and
evaluation models for vertical handoff in heterogeneous networks,’’ Int.
J. Appl. Eng. Res., vol. 12, no. 16, pp. 5495–5510, 2017.

[174] Z. K. Öztürk, ‘‘A review of multi criteria decision making with
dependency between criteria,’’ Multi-Criteria Decis. Making, vol. 5,
pp. 19–29, Jun. 2006.

[175] M. R. Palas, M. R. Islam, P. Roy, M. A. Razzaque, A. Alsanad,
S. A. AlQahtani, and M. M. Hassan, ‘‘Multi-criteria handover mobility
management in 5G cellular network,’’ Comput. Commun., vol. 174,
pp. 81–91, Jun. 2021.

108654 VOLUME 12, 2024

http://dx.doi.org/10.1109/AFRCON.2013.6757805
http://dx.doi.org/10.1109/AFRCON.2013.6757805
http://dx.doi.org/10.1109/RAECS.2015.7453286
http://dx.doi.org/10.1109/ICCCN.2012.6289261
http://dx.doi.org/10.1007/s13369-017-2418-1
http://dx.doi.org/10.1109/AFRCON.2015.7331973
http://dx.doi.org/10.1016/s0169-7439(99)00047-7
http://dx.doi.org/10.12783/dtetr/apop2017/18750


F. S. Dantas Silva et al.: Comprehensive Step-Wise Survey of MADM Mobility Approaches

[176] B. Mefgouda and H. Idoudi, ‘‘COCOSO-based network interface
selection algorithm for heterogeneous wireless networks,’’ in Proc. Int.
Conf. Innov. Intell. Informat., Comput., Technol. (3ICT), Sep. 2021,
pp. 1–5.

[177] R. Honarvar, A. Zolghadrasli, andM.Monemi, ‘‘Context-oriented perfor-
mance evaluation of network selection algorithms in 5G heterogeneous
networks,’’ J. Netw. Comput. Appl., vol. 202, Jun. 2022, Art. no. 103358.

[178] G.-D. Li, D. Yamaguchi, and M. Nagai, ‘‘A grey-based decision-making
approach to the supplier selection problem,’’ Math. Comput. Model.,
vol. 46, nos. 3–4, pp. 573–581, Aug. 2007.

[179] A. Malek, S. Ebrahimnejad, and R. Tavakkoli-Moghaddam,
‘‘An improved hybrid grey relational analysis approach for green
resilient supply chain network assessment,’’ Sustainability, vol. 9, no. 8,
p. 1433, Aug. 2017.

[180] J. Yuan, L. Zhong, X. Li, and J. Li, ‘‘Modeling of grey neural network
and its applications,’’ Advances in Computation and Intelligence. Berlin,
Germany: Springer, 2008, pp. 297–305.

[181] C. Ramirez-Perez and V.-M. Ramos, ‘‘On the effectiveness of multi-
criteria decision mechanisms for vertical handoff,’’ in Proc. IEEE 27th
Int. Conf. Adv. Inf. Netw. Appl. (AINA), Mar. 2013, pp. 1157–1164.

[182] M. M. de Brito and M. Evers, ‘‘Multi-criteria decision-making for flood
risk management: A survey of the current state of the art,’’ Natural
Hazards Earth Syst. Sci., vol. 16, no. 4, pp. 1019–1033, Apr. 2016.

[183] A. Kumar, B. Sah, A. R. Singh, Y. Deng, X. He, P. Kumar, and
R. C. Bansal, ‘‘A review of multi criteria decision making (MCDM)
towards sustainable renewable energy development,’’ Renew. Sustain.
Energy Rev., vol. 69, pp. 596–609, Mar. 2017.

[184] I. R. Vanani and M. S. M. M. Emamat, ‘‘Analytical review of the
applications of multi-criteria decision making in data mining,’’ in
Optimizing BigDataManagement and Industrial SystemsWith Intelligent
Techniques. Hershey, PA, USA: IGI Global, 2019, pp. 53–79.

[185] E. Stevens-Navarro, J. D. Martinez-Morales, and U. Pineda-Rico,
‘‘Evaluation of vertical handoff decision algorightms based on MADM
methods for heterogeneous wireless networks,’’ J. Appl. Res. Technol.,
vol. 10, no. 4, pp. 534–548, Aug. 2012.

[186] K. Piamrat, A. Ksentini, J.-M. Bonnin, and C. Viho, ‘‘Radio resource
management in emerging heterogeneous wireless networks,’’ Comput.
Commun., vol. 34, no. 9, pp. 1066–1076, Jun. 2011.

[187] S. Baghla and S. Bansal, ‘‘Effect of normalization techniques in VIKOR
method for network selection in heterogeneous networks,’’ in Proc. IEEE
Int. Conf. Comput. Intell. Comput. Res., Dec. 2014, pp. 1–6.

[188] V. Belton and T. Stewart, Multiple Criteria Decision Analysis: An
Integrated Approach. Berlin, Germany: Springer, 2002.

[189] D. Nijssen, ‘‘Improving spatiality in decision making for river basin
management,’’ Ph.D. thesis, RUB, Ruhr-Universität Bochum Lehrstuhl
Für Hydrologie, Germany, 2013.

[190] M. Velasquez and P. T. Hester, ‘‘An analysis of multi-criteria decision
making methods,’’ Int. J. Oper. Res., vol. 10, no. 2, pp. 56–66, 2013.

[191] J. D. Martínez-Morales, U. Pineda-Rico, and E. Stevens-Navarro,
‘‘Performance comparison between MADM algorithms for vertical
handoff in 4G networks,’’ in Proc. 7th Int. Conf. Electr. Eng. Comput.
Sci. Autom. Control, Sep. 2010, pp. 309–314.

[192] F. Bari and V. Leung, ‘‘Application of ELECTRE to network selection in
a hetereogeneous wireless network environment,’’ in Proc. IEEEWireless
Commun. Netw. Conf., Mar. 2007, pp. 3810–3815.

[193] K. S. S. Anupama, S. S. Gowri, B. P. Rao, and T. S. Murali,
‘‘A PROMETHEE approach for network selection in heterogeneous
wireless environment,’’ in Proc. Int. Conf. Adv. Comput., Commun.
Informat. (ICACCI), Sep. 2014, pp. 2560–2564.

[194] A. Nilim and L. El Ghaoui, ‘‘Robust control ofMarkov decision processes
with uncertain transition matrices,’’ Operations Res., vol. 53, no. 5,
pp. 780–798, Oct. 2005, doi: 10.1287/opre.1050.0216.

[195] M. Zeleny, Multiple Criteria Decision Making. New York, NY, USA:
McGraw-Hill, 1982.

[196] E. Triantaphyllou, Multi-Criteria Decision Making Methods. Boston,
MA,USA: Springer, 2000, pp. 5–21, doi: 10.1007/978-1-4757-3157-6_2.

[197] M. Drissi and M. Oumsis, ‘‘Performance evaluation of multi-criteria
vertical handover for heterogeneous wireless networks,’’ in Proc. Intell.
Syst. Comput. Vis. (ISCV), Mar. 2015, pp. 1–5.

[198] K. Kumar, A. Prakash, and R. Tripathi, ‘‘Spectrum handoff scheme
with multiple attributes decision making for optimal network selection
in cognitive radio networks,’’ Digit. Commun. Netw., vol. 3, no. 3,
pp. 164–175, Aug. 2017.

[199] M. Drissi and M. Oumsis, ‘‘Multi-criteria vertical handover comparison
between WiMAX and WiFi,’’ Information, vol. 6, no. 3, pp. 399–410,
Jul. 2015.

[200] J. Barzilai and B. Golany, ‘‘Ahp rank reversal, normalization and
aggregation rules,’’ INFOR: Inf. Syst. Oper. Res., vol. 32, no. 2, pp. 57–64,
May 1994, doi: 10.1080/03155986.1994.11732238.

[201] P. Nguyen Tran and N. Boukhatem, ‘‘Comparison of MADM decision
algorithms for interface selection in heterogeneous wireless networks,’’
in Proc. 16th Int. Conf. Softw., Telecommun. Comput. Netw., 2008,
pp. 119–124.

[202] Y.-M. Wang and Y. Luo, ‘‘On rank reversal in decision analysis,’’ Math.
Comput. Model., vol. 49, nos. 5–6, pp. 1221–1229, Mar. 2009.

[203] S. B. Nancy, ‘‘Performance evaluation and comparison of MADM
algorithms for subjective and objective weights in heterogeneous
networks,’’ Int. J. Emerg. Trends Electr. Electron. (IJETEE), vol. 2, no. 2,
pp. 37–42, 2013.

[204] Y. Chen, K. Wu, and Q. Zhang, ‘‘From QoS to QoE: A tutorial on
video quality assessment,’’ IEEE Commun. Surveys Tuts., vol. 17, no. 2,
pp. 1126–1165, 2nd Quart., 2015.

[205] Cisco Visual Networking Index Cisco. (2017). Global Mobile
Data Traffic Forecast Update, 2016–2021 White Paper. [Online].
Available: https://www.cisco.com/c/en/us/solutions/collateral/service-
provider/visual-networking-index-vni/mobile-white-paper-c11-
520862.html

[206] S. Chikkerur, V. Sundaram, M. Reisslein, and L. J. Karam, ‘‘Objective
video quality assessment methods: A classification, review, and perfor-
mance comparison,’’ IEEE Trans. Broadcast., vol. 57, no. 2, pp. 165–182,
Jun. 2011.

[207] K. Ghanem, H. Alradwan, A. Motermawy, and A. Ahmad, ‘‘Reducing
ping-pong handover effects in intra EUTRA networks,’’ in Proc. 8th Int.
Symp. Commun. Syst., Netw. Digit. Signal Process. (CSNDSP), Jul. 2012,
pp. 1–5, doi: 10.1109/CSNDSP.2012.6292642.

[208] M. M. Hasan, S. Kwon, and S. Oh, ‘‘Frequent-handover mitigation in
ultra-dense heterogeneous networks,’’ IEEE Trans. Veh. Technol., vol. 68,
no. 1, pp. 1035–1040, Jan. 2019, doi: 10.1109/TVT.2018.2874692.

[209] M.-C. Chuang and M. C. Chen, ‘‘Nash: Navigation-assisted seam-
less handover scheme for smart car in ultradense networks,’’ IEEE
Trans. Veh. Technol., vol. 67, no. 2, pp. 1649–1659, Feb. 2018, doi:
10.1109/TVT.2017.2750709.

[210] G. F. Riley and T. R. Henderson, The Ns-3 Network Simulator. Berlin,
Germany: Springer, 2010, doi: 10.1007/978-3-642-12331-3_2.

[211] R. R. Fontes, S. Afzal, S. H. B. Brito, M. A. S. Santos, and
C. E. Rothenberg, ‘‘Mininet-WiFi: Emulating software-defined wireless
networks,’’ in Proc. 11th Int. Conf. Netw. Service Manage. (CNSM),
Nov. 2015, pp. 384–389, doi: 10.1109/CNSM.2015.7367387.

[212] M. Berman, J. S. Chase, L. Landweber, A. Nakao, M. Ott,
D. Raychaudhuri, R. Ricci, and I. Seskar, ‘‘GENI: A federated testbed
for innovative network experiments,’’ Comput. Netw., vol. 61, pp. 5–23,
Mar. 2014, doi: 10.1016/j.bjp.2013.12.037.

[213] D. Podgórski, ‘‘Measuring operational performance of OSHmanagement
system—A demonstration of AHP-based selection of leading key
performance indicators,’’ Saf. Sci., vol. 73, pp. 146–166, Mar. 2015.

[214] J. Rommes, N. Martins, and F. D. Freitas, ‘‘Computing rightmost
eigenvalues for small-signal stability assessment of large-scale power
systems,’’ IEEE Trans. Power Syst., vol. 25, no. 2, pp. 929–938,
May 2010, doi: 10.1109/TPWRS.2009.2036822.

[215] T. L. Saaty, ‘‘Analytic hierarchy process,’’ in Encyclopedia of Operations
Research and Management Science. Berlin, Germany: Springer, 2013,
pp. 52–64.

[216] S. L. Razavi Toosi and J. M. V. Samani, ‘‘A new integrated MADM
technique combined with ANP, FTOPSIS and fuzzy max-min set method
for evaluating water transfer projects,’’ Water Resour. Manage., vol. 28,
no. 12, pp. 4257–4272, Sep. 2014, doi: 10.1007/s11269-014-0742-8.

[217] M.-L. Tseng, J. H. Chiang, and L. W. Lan, ‘‘Selection of optimal supplier
in supply chain management strategy with analytic network process
and choquet integral,’’ Comput. Ind. Eng., vol. 57, no. 1, pp. 330–340,
Aug. 2009, doi: 10.1016/j.cie.2008.12.001.

[218] M. Behzadian, R. B. Kazemzadeh, A. Albadvi, and M. Aghdasi,
‘‘PROMETHEE: A comprehensive literature review on methodologies
and applications,’’ Eur. J. Oper. Res., vol. 200, no. 1, pp. 198–215,
Jan. 2010.

VOLUME 12, 2024 108655

http://dx.doi.org/10.1287/opre.1050.0216
http://dx.doi.org/10.1007/978-1-4757-3157-6_2
http://dx.doi.org/10.1080/03155986.1994.11732238
http://dx.doi.org/10.1109/CSNDSP.2012.6292642
http://dx.doi.org/10.1109/TVT.2018.2874692
http://dx.doi.org/10.1109/TVT.2017.2750709
http://dx.doi.org/10.1007/978-3-642-12331-3_2
http://dx.doi.org/10.1109/CNSM.2015.7367387
http://dx.doi.org/10.1016/j.bjp.2013.12.037
http://dx.doi.org/10.1109/TPWRS.2009.2036822
http://dx.doi.org/10.1007/s11269-014-0742-8
http://dx.doi.org/10.1016/j.cie.2008.12.001


F. S. Dantas Silva et al.: Comprehensive Step-Wise Survey of MADM Mobility Approaches

[219] J.-P. Brans and B. Mareschal, ‘‘Promethee methods,’’ inMultiple Criteria
Decision Analysis: State of the Art Surveys. Berlin, Germany: Springer,
2005, pp. 163–186.

[220] J. L. Deng, ‘‘The fundamentals of grey theory,’’ Huazhong Univ. Sci.
Technol. Press, Wuhan, China, Tech. Rep., Aug. 2024.

[221] A. Mardani, E. Zavadskas, K. Govindan, A. A. Senin, and A. Jusoh,
‘‘VIKOR technique: A systematic review of the state of the art literature
on methodologies and applications,’’ Sustainability, vol. 8, no. 1, p. 37,
Jan. 2016.

[222] R. A. Brualdi and P. M. Gibson, ‘‘Convex polyhedra of doubly stochastic
matrices. I. Applications of the permanent function,’’ J. Combinat. Theory
A, vol. 22, no. 2, pp. 194–230, Mar. 1977.

[223] V. Perlibakas, ‘‘Distance measures for PCA-based face recognition,’’
Pattern Recognit. Lett., vol. 25, no. 6, pp. 711–724, Apr. 2004, doi:
10.1016/j.patrec.2004.01.011.

[224] T. Klove, T.-T. Lin, S.-C. Tsai, and W.-G. Tzeng, ‘‘Permutation arrays
under the Chebyshev distance,’’ IEEE Trans. Inf. Theory, vol. 56, no. 6,
pp. 2611–2617, Jun. 2010, doi: 10.1109/TIT.2010.2046212.

[225] W. K. M. Brauers, A. Baležentis, and T. Baležentis, ‘‘Multimoora for the
EU member states updated with fuzzy number theory,’’ Technol. Econ.
Develop. Economy, vol. 17, no. 2, pp. 259–290, 2011.

[226] Y. Chen, T. Farley, and N. Ye, ‘‘Qos requirements of network applications
on the internet,’’ Inf. Knowl. Syst. Manage., vol. 4, no. 1, pp. 55–76, 2004.

[227] Q.-T. Nguyen-Vuong, Y. Ghamri-Doudane, and N. Agoulmine, ‘‘On util-
ity models for access network selection in wireless heterogeneous
networks,’’ in Proc. IEEE Netw. Operations Manage. Symp., Apr. 2008,
pp. 144–151.

[228] M. Mudelsee, ‘‘Ramp function regression: A tool for quantifying climate
transitions,’’ Comput. Geosci., vol. 26, no. 3, pp. 293–307, Apr. 2000.

FELIPE S. DANTAS SILVA received the Ph.D.
degree in computer science from the Federal
University of Rio Grande do Norte (UFRN). He is
currently an Associate Professor with the Federal
Institute of Education, Science, and Technology
of Rio Grande do Norte (IFRN), Brazil. He is
also the Research Team Lead of the LaTARC
Research Laboratory, IFRN. His research inter-
ests include network softwarization/virtualization,
mobility management, cloud/edge computing,

network/cloud slicing, QoS/QoE, machine learning, and security.

MATHEWS P. S. LIMA is currently pursuing the
Ph.D. degree in computer science with the Federal
University of Rio Grande do Norte (UFRN). He is
a Researcher with the LaTARC Research Labora-
tory and amember of the ResearchGroup in Future
Internet Service and Applications (REGINA). His
research interests include 5G, mobility manage-
ment, and machine learning.

DANIEL CORUJO (Senior Member, IEEE)
received the Ph.D. degree from the University
of Aveiro, in 2013. He was the Coordinator
of the Telecommunications and Networking
Research Team, Instituto de Telecomunicações,
Aveiro, Portugal, a team of over 50 people,
from 2017 to 2018. He is currently an Associate
Professor with the Universidade de Aveiro. He has
been an Active Researcher in the areas of 5G,
network function virtualization, software-defined

networking, and information-centric networking, deploying new visions and
enhancements of such concepts over wireless networks in national and
international research projects. He is the Vice-Chair of the IEEE ComSoc
PT Chapter.

AUGUSTO J. VENÂNCIO NETO (Senior Mem-
ber, IEEE) received the Ph.D. degree in computer
science from the University of Coimbra, Portugal,
in 2008. He is currently an Associate Professor
with the Informatics and Applied Mathematics
Department (DIMAp) and a Permanent Mem-
ber of the Graduate Program of Systems and
Computing (PPgSC), Federal University of Rio
Grande do Norte (UFRN), Brazil. In addition
to his academic roles, he is a member of the

Instituto de Telecomunicações (IT), Portugal, and a Level 2 Researcher
on productivity at the National Council of Scientific Research (CNPq).
He is an Accomplished Researcher and an academic professional with
a strong background in computer science and telecommunications. With
over 200 co-authoring publications, he has made significant contributions
to computer networks and telecommunications, along with mentoring and
supervising numerous postdoctoral, Ph.D., and M.Sc. students. His expertise
and research have been widely recognized, and he continues to be actively
involved in cutting-edge research and development in the fields of 5G/6G
mobile networks, mobile computing, smart spaces, SDN, NFV, and cloud
computing.

FLAVIO ESPOSITO received the B.S. and M.S.
degrees in telecommunication engineering from
the University of Florence, Italy, and the Ph.D.
degree in computer science from Boston Univer-
sity. He is currently an Associate Professor with
the Computer Science Department, Saint Louis
University (SLU). Before joining SLU, he was a
Senior Software Engineer and worked in a few
research laboratories in Europe and USA. He is a
Principal Investigator on several research awards

from the National Science Foundation. His funded projects include edge
computing, machine learning for network management, next-generation
wireless networks, distributed artificial intelligence, and computer security.
His research interests include the intersection of networked systems and
artificial intelligence.

108656 VOLUME 12, 2024

http://dx.doi.org/10.1016/j.patrec.2004.01.011
http://dx.doi.org/10.1109/TIT.2010.2046212

