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ABSTRACT In this paper, we explore the applicability of selected machine learning models to classify
incoming flows as elephants or mice on the first packet, using Internet Protocol (IP) and transport layer
headers (5-tuple). We show that traditional metrics such as accuracy or F1-score are inadequate for
assessing performance in traffic engineering (TE) and quality of service (QoS) applications unless compared
at the same traffic coverage. Among the classifiers analyzed, Histogram-based Gradient Boosting with
octets-transformed input data provides the best performance, reducing flow operations by a factor of 36.49
and the average number of flow table entries by 16.35, while covering 80% of the traffic.

INDEX TERMS Flows, elephant, classification, traffic engineering, sdn.

I. INTRODUCTION
In the past years, flow-based traffic engineering became
a promising solution to handle continuously increasing
network demand [1], [2], [3]. In flow-based routing, an indi-
vidual entry containing the next hop is assigned to each
flow in the switch memory. This opens the possibility to
route different flows between the same endpoints using
distinct paths, bringing multipath load-balancing capabilities.
Moreover, paths for subsequent flows can be chosen based on
the current or predicted network load distribution, adaptively
bypassing overloaded links. Adaptive routing of flows also
has greater stability compared to dynamic load balancing in
the classic, IP prefix-based, routing [4].
However, the number of simultaneous flows in the network

far exceeds the capacity of flow tables in switches [5].
Controller’s throughput to handle new flows can also be
limited. One solution to these issues could be to create
individual entries only for the largest flows, while handling
the majority of smaller flows using default approach. This
would significantly reduce the number of entries in the tables
while still ensuring coverage of a substantial portion of traffic
by individual flow-specific entries. These intense flows are
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referred to as elephant flows, while the remaining flows are
termed mouse flows. Actual distributions of flow lengths and
sizes are even more long-tailed than the Pareto rule suggests
(80/20). Recent analyses indicate that only 0.2-0.4% of flows
account for 80% of the total traffic [6], [7].

The challenge remains in how to detect the largest
flows. Ideally, flows should be classified along with their
first packet to avoid mid-connection reroutings, which can
impede transport protocols path state estimations. First
packet classification can also reduce controller’s load. Flow
classification is also used for improving quality of service
(QoS), both inside datacenters [8], [9] and in wide-area
communication, including inter-datacenter networks [10].
In many QoS applications it is also required to classify flows
right from the beginning to redirect them to an appropriate
queue or path. Earlier classification also allows a greater
share of flow’s traffic to be subject of flow type-specific
treatment. Such classification can base solely on information
contained in packet headers.

There are numerous studies on flow classification, yet most
focus on classifying flows not on the first packet, but after
observing a number of initial packets. Additionally, existing
studies overlook metrics relevant to traffic engineering and
QoS. They typically evaluate performance using traditional
classification metrics like accuracy or F1-score, which, as we
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demonstrate in this paper, are not necessarily good indicators
of model performance for the aforementioned applications.

Therefore, in this study we aim to address this gap and
explore usage of machine learning algorithms to identify
large flows basing on 5-tuples (protocol and source and
destination IP addresses and ports) contained in the IP and
transport headers. The distinctive feature of our paper is that
we focus on metrics relevant from the traffic engineering and
QoS perspective, namely: the volume of traffic transmitted
by flows classified as elephants after their identification
(resulting traffic coverage), the reduction in the number
of created individual flow entries (flow table operations
reduction), and the average reduction in the number of flow
entries in tables (average occupancy reduction). We examine
four classifier models available in the scikit-learn
library [11] with three different representations of the input
data (raw, octets, and bits) and 25 different elephant flow
thresholds (training traffic coverage values).

II. RELATED WORK
The idea of individually managing elephant flows dates back
to 1999, as first proposed by Shaikh et al. [12]. However,
it was largely theoretical due to hardware limitations at the
time. Recently, the concept has gained renewed interest with
the advent of software-defined networking (SDN). In SDN,
a central controller with a global network view can efficiently
handle large flows. The general approach involves installing
wildcard entries for shortest paths and monitoring traffic
to detect elephant flows. Upon detection, the controller can
compute and implement alternative, non-congested paths for
these flows to achieve load balancing.

Hedera [13] is a system designed to dynamically reroute
significant flows that exceed a certain threshold. These flows
are redirected by the controller to dynamically determined
paths based on flow statistics collected by edge devices
using OpenFlow counters. Similarly, DevoFlow [14] focuses
on elephant flows, using sampling methods and thresholds
for detection, although it only evaluates the overall network
performance as ameasure of efficiency. A comparable system
is proposed by Xu et al. [15], using a variation of the Bloom
filter to detect elephant flows at edge devices.

The methods mentioned above use straightforward tech-
niques like sampling, counters, and thresholds for detecting
large flows. However, advanced machine learning techniques
have also been explored. Xiao et al. [16] apply a decision tree
to identify elephant flows, focusing on detection accuracy,
which might not be the best metric for traffic engineering.
Poupart et al. [17] evaluate three machine learning methods
for predicting flow size and identifying elephant flows using
a dataset of three million flows, analyzing true positive and
true negative rates.

Liu et al. [18] propose using a random forest of
decision trees to select eight features for a classifica-
tion model, suggesting a two-level architecture with pre-
classification at edge devices and precise classification at
the central controller. They classify flows into four types

(elephant, cheetah, tortoise, porcupine) and evaluate classi-
fication precision and delay. Similarly, Hamdan et al. [19]
analyze a two-level classification system with initial classifi-
cation at switches using the count-min sketch algorithm and
final classification at the controller with a decision tree. The
switch algorithm is periodically retrained on updated datasets
from the controller, using real traffic models but primarily
focusing on classification precision.

In 2022, He et al. [20] and Qian et al. [21] introduced
sketch-based strategies to improve flow table efficiency.
He et al. proposed a streamlined single-level approach, while
Qian et al. used TCAM-based storage for elephant flow labels
to balance accuracy in identifying elephant and mouse flows.
Both methods were evaluated using real ISP packet traces,
showcasing their practical utility.

Da Silva et al. [22] introduced a predictive model using
Locally Weighted Regression (LWR) to estimate new net-
work flow sizes and durations based on past patterns. In 2022,
they enhanced flow management with a hashing mecha-
nism inspired by the Cuckoo Search meta-heuristic [23].
Pekar et al. presented a threshold-agnostic heavy-hitter clas-
sification system [24], using template matching to identify
elephant flows based on initial packet size distribution.

The CrossBal system [25] uses Deep Reinforcement
Learning (DRL) for hybrid load balancing, detecting elephant
flows with a three-level mechanism involving threshold-
based filtering and rerouting. Wassie et al. [26] employed
deep learning with autoencoders, gradient boosting, and
autoML predictive algorithms like eXtreme gradient boosting
(XGBoost) [27] and gradient boosting machine (GBM) [28]
for improved flow management.

These studies typically classify flows after observing
several initial packets, but our goal is to identify flows
as quickly as possible, ideally from the first packet. Early
classification avoids mid-route rerouting, which can disrupt
transport layer operations and congestion control algorithms.

Flow classification from the first packet is shown by
Durner and Kellerer [29], using features from the 5-tuple
and the size of the first packet. Hardegen et al. [30] propose
multiclass prediction with a deep neural network based on
the 5-tuple of the first packet, similar to their earlier work
predicting flow bit rate [31]. In 2023, Gomez et al. [32]
assessed various machine learning algorithms for first-packet
flow classification, focusing on accuracy rather than impacts
on flow tables or traffic coverage. In 2024, Xie et al. [33]
introduced a two-stage decision tree system for elephant flow
classification based on the first packet’s headers, developed
in P4 but only tested in an emulator.

Recent works using neural networks for flow classification
emphasize QoS rather than traffic engineering. Alkhalidi
and Yaseen [34] use a one-dimensional convolutional neural
network to classify flows based on packet headers, reduc-
ing feature count and processing time while maintaining
accuracy. Yaseen et al. [35] classify traffic and assign
Differentiated Services Code Point (DSCP) fields with a
similar approach, tested within an SDN controller in Mininet.
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All the aforementioned studies focus on classification
accuracy but overlook the effectiveness of algorithms for
traffic engineering goals. Misclassifying the largest flows
has a greater impact on traffic coverage than misclassifying
smaller flows, which is not accounted for in traditional
metrics. Additionally, prior studies do not analyze metrics
such as flow table entry reduction or post-classification traffic
volume, which are crucial for traffic engineering and QoS.

III. METHODOLOGY
To classify a flow based on its first packet, we utilize
classifiers provided by the scikit-learn library [11].
It is an open source Python machine learning library, which
features various classification, regression and clustering
algorithms. Classification is a supervised machine learning
method that requires labeled input data for training themodel.
We use binary classification, meaning both the training labels
and the model’s output are binary decisions (0/1). In our case,
these decisions determine whether a flow is a mouse (0) or an
elephant (1).

The primary assumption of this study is that we per-
form the classification (inference) upon the arrival of the
first packet of each flow. Flows classified as elephants
(decision 1) are then registered in a memory (flow table) and,
from that point on, can be subject to individual treatment. This
can involve routing through a flow-specific path for traffic
engineering or using specific queues for QoS provisioning.
Conversely, flows classified as mice (decision 0) are not
treated individually. Their packets can be routed through
default shortest paths or using default queues. Therefore,
there is no need to store individual per-flow states for
mice flows. This approach reduces the number of flows
requiring individual processing (reducing controller load and
the number of flow table operations) and also reduces the
number of entries in flow tables.

In an actual implementation, it would be necessary to
ensure that only the first packet of each flow is subjected to
inference. For Transmission Control Protoco (TCP), the first
packet of each flow can be easily identified using the SYN
flag. An alternative, protocol-agnostic solution would be to
use a Bloom filter to register hashes of flows classified as
mice, avoiding repeated classification of subsequent packets
in these flows. However, this is an implementation detail.
In this paper, we focus on the isolated problem of the
performance of machine learning classifiers, which can be
then used in various combinations as building blocks of more
advanced systems.

A. DATASET
The dataset plays a crucial role in influencing the perfor-
mance of any machine learning algorithm. To assess machine
learning models, we utilize length and size distributions of
flows from a dataset collected over 30 days in a big campus
network [6]. For data processing, the package [36] was used.

The aforementioned dataset encompasses over 4 billion
flows. The complete set of flow records occupies

approximately 278 GB in binary format. Therefore, to train
and evaluate our models we use an anonymized subset of that
data. The subset covers one hour of traffic, which amounts
to 6,517,484 flows and 547 GB of transmitted data. The
period was carefully selected to ensure both that it was
anomaly-free and that the theoretical reduction rate curve of
a perfect elephant classifier calculated for flows during that
hour closely resembles that of the mixture derived from the
entire 30-day dataset. IP addresses in the published dataset
were anonymized using the prefix-preserving Crypto-PAn
algorithm [37]. The anonymization does not influence the
performance of ML models, as shown in [38].

B. INPUT FEATURES
The input data from the 5-tuple includes the following
information: source IP address, destination IP address, source
transport port, destination transport port, transport layer
protocol number – in total 104 bits. We examine three
different representations of the input data:

• raw: Header fields are not modified. This results in
an input vector consisting of five features: source
IP, destination IP, source port, destination port, and
protocol, all represented as 32-bit integers.

• octets: Header fields longer than 8 bits (IP addresses
and ports) are divided into separate octets, resulting
in 13 features, each represented as an 8-bit integer.
This transformation better captures patterns arising
from the hierarchical structure of IP addresses, such as
similarities in traffic among hosts in the same subnet,
while keeping the number of features significantly lower
than the bits format.

• bits: Header fields are split into individual bits, resulting
in an input vector of 104 features, represented as binary
values (0/1).

C. TRAINING LABELS
In the case of binary classification, the model output is
a binary decision (0/1). In our scenario, this decision
determines whether a flow is a mouse or an elephant,
indicating whether to add the flow to the table. Therefore,
before starting the training phase, an elephant flow size
threshold needs to be established to appropriately label the
training dataset.

In our experiment, we assumed 25 different values for the
elephant size threshold. These thresholds were not defined
directly. Instead, we determined thresholds by selecting a
percentage of the largest flows from the training set to achieve
a specified coverage of the entire network traffic. For these
selected flows, the model is trained with a decision of 1,
while for the remaining flows, the decision is set to 0. The
coverage values used in the training phase were defined by
the following equation:

coverage=1−
1

1.37972966146121546i
for i ∈ {1, . . . , 25}
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The equation was chosen deliberately to yield exactly
80% training coverage as one of its values and to produce
evenly spaced resulting traffic coverages. This resulted in the
following training traffic coverage values:

0.275220, 0.474694, 0.619269, 0.724054, 0.800000,

0.855044, 0.894939, 0.923854, 0.944811, 0.960000,

0.971009, 0.978988, 0.984771, 0.988962, 0.992000,

0.994202, 0.995798, 0.996954, 0.997792, 0.998400,

0.998840, 0.999160, 0.999391, 0.999558, 0.999680

To obtain a curve representing flow table reduction as a
function of coverage, the entire training and fitting procedure
was repeated for all 25 values of training traffic coverage.

It should be noted that the resulting traffic coverage of a
classifier on a validation dataset will be lower than the traffic
coverage used for training. This is because traffic generated
by inaccurately classified elephant flows (false negatives)
will not be covered. Therefore, it is necessary to train models
using higher traffic coverage values than those desired during
their later operation.

D. TRAINING AND VALIDATION
We perform 5-folds cross-validation by partitioning the
dataset into 5 consecutive sets. Each set is then used once as
a validation set while the remaining 4 sets form the training
dataset. This means the training dataset consist of 5,213,988
flows, while the validation sets consist of 1,303,496 flows.
Consequently, each algorithm is trained 5 times for each
training traffic coverage. Then, its performance is evaluated
on the corresponding validation set. Finally, we calculate the
mean performance of all algorithms across all 5 folds, along
with the standard deviation.

As mentioned in the Section I, Internet flow size distribu-
tion is long-tailed, with only 0.2-0.4% of flows accounting
for 80% of the total traffic [6], [7]. Therefore, the training
data in our problem is significantly imbalanced. For example,
in fold 0 of our dataset with an 80% training traffic coverage,
the number of elephant flows is only 1,253, whereas the
number of mice flows is 1,302,244. In such cases, the
resulting model might be biased towards the more dominant
class – in our case, mice – thus reducing classification
accuracy for elephants. Moreover, many training algorithms
assume that the class distribution of the training dataset
is balanced, potentially yielding incorrect results for an
imbalanced dataset.

The recommended approach to tackle this issue is to
perform class balancing before training, either by sampling
an equal number of samples from each class or, preferably,
by normalizing the sum of the sample weights for each
class to the same value. In our initial attempt, we used the
sample_weight parameter to equalize the sum of sample
weights for mice and elephants during training. This indeed
improved the performance of all analyzed models. However,
we discovered that assigning sample weights equal to the
square root of the flow size (number of bytes transmitted)

yields significantly better results. The detailed investigation
of this phenomenon remains outside the scope of this paper
and will be the subject of further research. Consequently, the
training of all models presented in this paper is performed
with sample weights equal to:

sample_weight =
√
flow_size (1)

with the exception of the KNeighborsClassifier, which
does not support training using explicit sample weights.

E. EVALUATION
The existing literature does not examine metrics such as flow
table reduction and post-flow classification traffic volume,
which are significant for traffic engineering and QoS.
Existing studies predominantly concentrate on classification
accuracy, measured through parameters like true positive rate,
true negative rate, and the accuracy of mouse/elephant binary
classification. Unfortunately, these metrics offer limited
insights into the efficency of the analyzed algorithms within
our research. Notably, misclassifying the largest flow in
the network has a more substantial impact on traffic
coverage than misclassifying a smaller flow. Traditional
metrics do not consider this critical distinction. As shown
in Section VI with the example of KNeighborsClassifier,
conventional metrics can be misleading. A classifier with
a high TNR can achieve very high accuracy despite being
unable to detect elephant flows effectively.

In response to these limitations, we propose the adoption
of specific metrics to evaluate machine learning algorithms
within the context of elephant flow detection. Specifically,
we suggest assessing the reduction in flow operations,
average flow table occupancy reduction, and the fraction of
traffic covered. It is important to acknowledge the inherent
tradeoff between the first two metrics and traffic coverage:
increasing the elephant detection threshold improves flow
table reduction but simultaneously lowers the fraction of
covered traffic.

In our experiment, we use a dataset of 6,517,484 flows,
representing one hour of traffic. For evaluation purposes,
we assume a constant flow arrival rate, equal to the average
flow arrival rate during the one hour covered by the whole
dataset:

FPS =
6517484
3600

≈ 1810 [flows per second] (2)

Each validation fold, consisting of 1,303,496 flows,
is therefore attributed to 720 seconds (12 minutes). The
start times of all flows belonging to the validation set
are equally distributed between 0 and 720 seconds of the
experiment. We use real flow duration values, as collected
in the dataset. To calculate the average flow table occupancy
reduction and traffic coverage, we maintain two numeric
arrays: bytes_sent and flow_entries. The length of
both arrays is 720, with initial values set to 0. Upon the arrival
of a new flow, we perform an inference to determine whether
the flow will be an elephant or a mouse. When a flow is

VOLUME 12, 2024 105747



P. Jurkiewicz et al.: Machine Learning-Based Elephant Flow Classification on the First Packet

classified as an elephant, we add 1 to all flow_entries
fields between the second of flow start and the moment of
the flow end plus timeout. We assume the same flow inactive
timeout as used in the NetFlow collector when gathering the
dataset, that is 15 seconds:

flow_entriest += 1 ∀ start ≤ t ≤ end + timeout (3)

For flows classified as elephants, we also calculate their
average rate by dividing the flow size (number of bytes) by
the flow duration. We then add the average number of bytes
per second (avg_bps) transmitted by the flow to all seconds
in the bytes_sent array during its lifetime:

bytes_sentt += avg_flow_bps ∀ start ≤ t ≤ end (4)

We determined that, with the flow arrival rate used in
our experiments, approximately 5 minutes are required to
achieve stable values of average coverage and occupancy
reduction metrics. Therefore, we assume a warm-up time
of 300 seconds. This means that to calculate metric values,
we use values for seconds in the range between 300
and 720.

Below we provide the formal definition of these metrics:

1) RESULTING AVERAGE COVERAGE
This metric measures the coverage of traffic (number of bytes
sent) in the network by flows classified as elephants during
the analyzed period. It is calculated by dividing the amount of
bytes transmitted by predicted elephant flows in the network
in each second by the amount of bytes transmitted in those
seconds by all flows.

RAC =
1
T

720∑
t=300

bytes_sent_elephantst
bytes_sent_allt

(5)

T = 720 − 300 = 420

2) FLOW OPERATIONS REDUCTION
This metric measures the inverse of the ratio of flows
classified as elephants. We call it flow operations reduction
because, in the context of traffic engineering applications,
where individual entries are created only for flows classified
as elephants, this metric indicates by what factor the
number of flow entry operations (creation, deletion) will be
reduced.

Flow Operations Reduction =
all_flows

elephant_flows
(6)

3) AVERAGE OCCUPANCY REDUCTION
This metric measures the average reduction in the number
of entries in the flow table during the analyzed period. It is
calculated by dividing the number of flow entries in each
second in a situation when all flows have individual entries

by the number of elephant flow entries when first-packet
elephant flow classification is performed.

AOR =
1
T

720∑
t=300

flow_entries_allt
flow_entries_elephantst

(7)

T = 720 − 300 = 420

To determine whether traditional machine learning classi-
fication metrics correlate with the above metrics proposed by
us, we also calculate and present the following metrics:

Definitions:TP – number of true positives,TN – number of
true negatives, FP – number of false positives, FN – number
of false negatives

4) ACCURACY
Accuracy measures the proportion of correctly classified
instances among the total number of instances. It is a
commonly used metric to evaluate the overall performance
of a classifier. High accuracy indicates that the model is
performing well on both the positive and negative classes.
However, accuracy can be misleading in cases of imbalanced
class distributions, as it does not account for the disparity
between classes.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(8)

5) TRUE POSITIVE RATE (TPR) / RECALL
TPR, also known as Recall or Sensitivity, measures the
proportion of actual positive instances that are correctly
identified by the classifier. It is crucial for evaluating the
ability of the model to detect positive instances, especially in
contexts where missing positive cases is costly. A high recall
indicates that the classifier successfully captures the majority
of positive cases, but it does not account for false positives.

TPR =
TP

TP+ FN
(9)

6) TRUE NEGATIVE RATE (TNR) / SPECIFICITY
TNR, or Specificity, measures the proportion of actual neg-
ative instances that are correctly identified by the classifier.
It is useful for assessing the model’s ability to detect negative
instances, especially when the cost of false positives is high.
A high specificity indicates that the classifier is effective
at identifying true negatives, but it does not address false
negatives.

TNR =
TN

TN + FP
(10)

7) FALSE POSITIVE RATE (FPR)
FPR measures the proportion of actual negative instances
that are incorrectly classified as positive. It is important
for understanding the rate of false alarms produced by the
classifier, which can be critical in applications such as fraud
detection or medical diagnosis. A low FPR indicates that the
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model produces few false positives, but it does not provide
information on false negatives.

FPR =
FP

FP+ TN
(11)

8) FALSE NEGATIVE RATE (FNR)
FNRmeasures the proportion of actual positive instances that
are incorrectly classified as negative. This metric helps to
understand how often the model misses positive instances,
which can be particularly important in scenarios where
false negatives have severe consequences, such as in disease
screening. A low FNR indicates that the model successfully
captures most positive instances.

FNR =
FN

FN + TP
(12)

9) POSITIVE PREDICTIVE VALUE (PPV) / PRECISION
PPV, or Precision, measures the proportion of true positive
instances among all instances that are classified as positive.
It is essential for evaluating the accuracy of positive
predictions made by the model. High PPV indicates that
the model’s positive predictions are highly reliable, which
is especially important in contexts where false positives
are costly or problematic. PPV does not, however, provide
information about the model’s ability to detect all positive
instances.

PPV =
TP

TP+ FP
(13)

10) NEGATIVE PREDICTIVE VALUE (NPV)
NPV measures the proportion of true negative instances
among all instances that are classified as negative. It evaluates
the accuracy of negative predictions made by the model,
which is important in contexts where correctly identifying
negatives is crucial. High NPV indicates that the model’s
negative predictions are reliable, although it does not provide
information on themodel’s ability to detect positive instances.

NPV =
TN

TN + FN
(14)

11) FALSE DISCOVERY RATE (FDR)
FDR measures the proportion of positive predictions that
are actually false positives. It is useful for assessing the
rate at which the model makes incorrect positive predictions,
providing a counterbalance to Precision. A low FDR indicates
that the majority of positive predictions are accurate, which is
crucial in applications where false positives are problematic
or costly. FDR is particularly important in fields such as
medical diagnostics, where minimizing false positives is
critical to avoid unnecessary treatments or anxiety. It helps
researchers and practitioners understand the reliability of
positive results and can guide decision-making processes in
various domains.

FDR =
FP

FP+ TP
(15)

12) FALSE OMISSION RATE (FOR)
FOR measures the proportion of negative predictions that are
actually false negatives. It helps in understanding how often
the model incorrectly predicts negatives, which is critical
in contexts where false negatives have severe consequences.
A low FOR indicates that most negative predictions are
accurate, providing assurance that the model is not missing
many positive cases. FOR is especially relevant in scenarios
such as disease screening or security applications, where
failing to identify a positive case could have significant
repercussions. By monitoring FOR, analysts can assess the
completeness of their negative predictions and adjust model
thresholds or features accordingly.

FOR =
FN

FN + TN
(16)

13) FSCORE
FScore, or F1 Score, is the harmonic mean of Precision and
Recall. It provides a single metric that balances the trade-off
between those two, making it particularly useful when the
class distribution is imbalanced. A high F1 Score indicates
that the classifier has a good balance of Precision and Recall,
offering a more comprehensive measure of performance than
either metric alone. The F1 Score is widely used in machine
learning and information retrieval tasks, as it provides a
more nuanced evaluation of model performance compared
to accuracy alone. It is especially valuable when working
with imbalanced datasets, where simple accuracy might be
misleading.

F1 = 2 ·
Precision · Recall
Precision + Recall

(17)

14) INFORMEDNESS (BM)
Informedness, also known as Bookmaker Informedness
(BM), measures the probability that the classifier will
make an informed decision as opposed to random guessing.
It combines True Positive Rate (TPR) and True Negative
Rate (TNR) to provide a comprehensive metric of classifier
performance. A high BM value indicates that the model is
significantly better than random guessing in identifying both
positive and negative instances.

BM = TPR + TNR − 1 (18)

15) MARKEDNESS (MK)
Markedness measures the difference between the True
Positive Rate (TPR) and the False Discovery Rate (FDR),
reflecting the effectiveness of the classifier inmaking positive
predictions. It combines Positive Predictive Value (PPV) and
Negative Predictive Value (NPV) to provide a comprehensive
metric of the reliability of the classifier’s predictions. High
MK indicates that the classifier’s predictions are generally
accurate and reliable.

MK = PPV + NPV − 1 (19)
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16) MATTHEWS CORRELATION COEFFICIENT (MCC)
MCC is a correlation coefficient between the observed and
predicted classifications, taking into account true and false
positives and negatives. It provides a balanced measure even
with imbalanced class distributions, offering a single metric
that reflects the overall performance of the classifier. A high
MCC indicates that the model performs well across all
classes, making it a robust metric for evaluation.

MCC =
TP · TN−FP · FN

√
(TP+ FP)(TP+ FN )(TN + FP)(TN + FN )

(20)

17) THREAT SCORE (TS)
TS, also known as Critical Success Index (CSI), measures the
proportion of correct positive predictions relative to the total
number of instances that should have been predicted positive.
It is useful for evaluating the performance of classifiers in
scenarios where predicting rare events is important. A high
TS indicates that the model is effective at identifying positive
instances without producing too many false positives.

TS =
TP

TP+ FN + FP
(21)

IV. MODELS
In this research, we analyze four classifier models provided
by the scikit-learn library [11]. The first model is a
k-Nearest Neighbors classifier, whereas the remaining three
models are boosting-based classifiers. Tree-based classifiers
also provided good results. However, to keep the paper
concise and the graphs readable and uncluttered, we decided
to split their analysis into a separate paper. Nevertheless,
in Figure 13 in the Section VI, we provide a comparison
between all classifier types, including tree-based ones. Other
classifier models available in scikit-learn did not reach
convergence or provided poor performance, so we did not
include them in the comparison.

All the models were trained using their default hyperpa-
rameters as defined in scikit-learn version 1.4.2.
We conducted a limited number of experiments with
hyperparameter optimization; however, the improvements in
model performance were insignificant. A detailed analysis
of all hyperparameters for all examined models would go
far beyond the scope and size constraints of this paper.
Therefore, we decided to present only the results for the
default hyperparameters for all models, as they provide
a good balance between training time, model size, and
performance.

Below we provide short descriptions of all classifier
models analyzed in this paper:

A. KNeighborsClassifier
k-Nearest Neighbors is an instance-based learning algorithm
used for classification and regression. For a given input
sample, the algorithm searches for the k nearest samples
in the training dataset and assigns the majority class of

these neighbors as the prediction. The distance metric
used to find the nearest neighbors is typically Euclidean
distance, but other metrics can also be used. The algorithm
is non-parametric and lazy, meaning it does not require
any training phase and directly uses the training data for
making predictions. This makes it computationally expensive
for large datasets, as it requires calculating distances to all
training samples for each prediction.

B. AdaBoostClassifier
Adaptive Boosting [39] is an ensemble technique that
combines the outputs of several weak learners to create a
strong classifier. It works by fitting a sequence of weak
learners, usually decision stumps (trees with one split),
to the training data. Each subsequent learner is trained on
the weighted version of the dataset, where the weights are
adjusted to focus more on the samples that were misclassified
by the previous learners. The final prediction is a weighted
sum of the predictions of all weak learners, where the weights
reflect the performance of each learner.

C. GradientBoostingClassifier
Gradient Boosting [28] is an ensemble method that builds
models sequentially, where each new model corrects the
errors made by the previous ones. It combines the predictions
of multiple weak learners, typically shallow decision trees,
in a stage-wise fashion. Each tree is trained to fit the
residual errors of the ensemble of previously trained trees.
The optimization is performed using gradient descent to
minimize a specified loss function. Gradient Boosting can
handle various loss functions, making it versatile for different
types of tasks.

D. HistGradientBoostingClassifier
It is an efficient implementation [40] of Gradient Boosting
that uses histogram-based binning to speed up the training
process. It discretizes the continuous features into bins
and builds histograms for each feature, which reduces the
computational complexity of finding the optimal splits. This
method is particularly advantageous for large datasets as it
reduces memory usage and improves training speed while
maintaining competitive performance. It supports various
loss functions and can handle missing values natively.

V. RESULTS
In Figure 1, 2, and 3, we present the complete results
of all analyzed metrics across the five validation dataset
folds. We selected three training traffic coverages (elephant
thresholds) from the 25 values examined: 80%, 96%, and
99.2%. The color intensity of the table fields indicates their
value relative to other fields in a particular column.

As shown in these figures, the same training traffic
coverage can result in vastly different resulting traffic cov-
erages, depending on the classifier type and its performance.
To compare classifier performance accurately, it is necessary
to do so for the same resulting traffic coverage. Therefore,
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we must normalize the performance metrics against the
resulting traffic coverage. To facilitate this comparison,
in Figure 4 we present interpolated metric values for three
resulting average traffic coverage values: 70%, 80%, and
90%. After interpolation for each fold, the mean and standard
deviation across all folds were calculated.

While Figure 4 shows metrics for three selected values
of resulting traffic coverage, subsequent graphs illustrate the
reduction in flow table operations and average occupancy
over a continuous range of resulting traffic coverage between
50% and 100%. It should be noted that the y-axis is on a
logarithmic scale. The goal is to achieve maximum reduction
while maintaining the highest traffic coverage. This means
that the closer the curve is to the top-right corner of the graph,
the better the performance of the particular classifier.

The values presented in the graphs were first interpolated
for the continuous spectrum of resulting traffic coverage,
and then the mean and standard deviation across all folds
were calculated. The black Data line represents the ideal
performance of an ideal classifier, which is able to perfectly
distinguish classify flows on the first packet. To obtain it,
we first sorted all flows in each validation fold in descending
order of size, and then selected the smallest possible number
of flows that collectively cover a specified percentage of
network traffic. This approach was described as the ‘‘first’’
method in [41].
Graphs are grouped in pairs on each page. The first graph

shows the reduction in flow entry operations, while the
second graph presents the average reduction in the number of
flow table entries during the analyzed period. It is important
to note that the y-axis scales differ between the two graphs.

In Figure 5 and 6, the mean values of flow performance
metrics for all analyzed classifiers and all three input data
representations are shown. Raw, octets, and bits input data
formats are shown as continuous, dashed, and dotted lines,
resepectively. Figure 7 and 8 present results narrowed down
to the raw input data representation. In addition to the
mean, they also include the standard deviation across all
five folds. It is represented as shaded areas around each
line. Similarly, Figure 9 and 10 show results for the octets
input. Finally, Figure 11 and 12 display results for the
case when input features were separate bits values. Line
for KNeighborsClassifier is missing on this graph, because
we were unable to complete the simulation within the 5-
day limit for the bits input data format in case of that
classifier.

VI. DISCUSSION
Figure 1, 2, and 3 show results for 80%, 96%, and 99.2%
training traffic coverage. It can be seen that resulting
average traffic coverage on the validation set is always
lower than the traffic coverage defined during training.
The difference varies across different models. In the case
of the KNeighborsClassifier, the gap between training and
resulting traffic coverage is the highest. Despite achieving
good accuracy, this model also has a high FNR. This means

that traffic generated by inaccurately classified elephant
flows (false negatives) is not covered. Misclassifying an
elephant flow has a more substantial impact on traffic
coverage than misclassifying a smaller flow. However, this
difference is not captured by the accuracymetric, which treats
false classifications in both classes equally. Examining the
remaining models, a general pattern emerges: higher FNR
results in lower resulting traffic coverage.

The results normalized against the resulting traffic cov-
erage presented in Figure 4 confirm this observation.
When compared for the same resulting traffic coverage, the
KNeighborsClassifier is the worst-performingmodel in terms
of flow operations and table occupancy reductions. It also
requires the highest training traffic coverage. Generally,
better-performing models can be trained on a lower traffic
coverage to achieve the same resulting coverage. Normal-
ization for the same resulting traffic coverage allows for
actual comparison of metrics across different models. Only
after such normalization does accuracy become ameaningful
metric. This is because normalization to the same resulting
traffic coverage eliminates the previously described inability
to account for the much higher influence of false negatives
(elephants misclassified as mice) than false positives (mice
classified as elephants) in the calculation of the metric.
After normalization, accuracy becomes correlated with flow
operations reduction and average occupancy reduction.
However, this correlation is not linear – incremental improve-
ments in accuracy result in significantly larger improvements
in flow table metrics.

Other metrics that, after normalization, are correlated with
flow table performance metrics include TNR and NPV. This
seems to contradict the previous emphasis on minimizing
FNR. If minimizing the FNR were crucial, it would
mean maximizing TPR. However, in coverage-normalized
comparisons, it is the TNR, not TPR, that is more correlated
with performance. This is because the disproportionate
influence of false negatives (elephants misclassified as mice)
is already filtered out during normalization by resulting traffic
coverage. In other words, we have already ensured the desired
amount of traffic coverage. What we want now is to reduce
the number of entries in flow tables, i.e., reduce the number
of mice flows classified as elephants. This means minimizing
false positives. And minimizing false positives is equivalent
to maximizing TNR and NPV.

Summarizing, we confirmed that traditional classification
metrics are not adequate for assessing the performance
of elephant flow classification. Their values only become
meaningful when compared for the same resulting traffic
coverage. This means that results need to be normalized
before comparing their accuracy metrics.

An alternative approach to normalization against the
resulting traffic coverage would be usage using class
weights in the calculation of traditional metrics. However,
as mentioned in Section III, determining appropriate weights
is not straightforward. Figuring out how to calculate flow
weights to make the weighted accuracy metric reflect the
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FIGURE 1. Classification performance metrics for the 80% training traffic coverage – full results for all 5 folds.

FIGURE 2. Classification performance metrics for the 96% training traffic coverage – full results for all 5 folds.
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FIGURE 3. Classification performance metrics for the 99.2% training traffic coverage – full results for all 5 folds.

FIGURE 4. Classification performance metrics normalized (interpolated) for 70%, 80%, and 90% resulting traffic coverage values – mean and
standard deviation across all 5 folds.

flow operation reduction metric accurately would be an
interesting problem for future research.

When comparing classifier performance, it can be seen
in Figure 5 and 6 that the HistGradientBoostingClassifier
provides the best reduction in flow operations and flow table
occupancy across the entire range of resulting traffic coverage

between 50% and 100%. As can be seen in Figure 13, with the
80% resulting traffic coverage target, it allows to reduce the
number of flow operations by a factor of 36.49 ± 7.73 (mean
and standard deviation). It also reduces the average number
of individual flow entries by a factor of 16.35 ± 2.46. Both of
these results are achieved using the octets input data format.
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FIGURE 5. Flow operations number reduction factor for the resulting traffic coverage between 50% and 100%. Mean reduction across all five data
folds for all input data representations is shown.

FIGURE 6. Average flow table occupancy reduction factor for the resulting traffic coverage between 50% and 100%. Mean reduction across all five
data folds for all input data representations is shown.

The GradientBoostingClassifier and AdaBoostClassifier
models perform worse, achieving maximum flow operations
reductions by factors of 10.65 and 16.25, respectively. The
lowest performance is achieved by the KNeighborsClassifier,
which reduces the number of flow operations only by a factor
of 4.90 while maintaining 80% traffic coverage. This is likely

due to its inability to take sample weights into account during
training.

When compared in terms of the traditional accuracy
metric, the HistGradientBoostingClassifier achieves 99%,
97%, and 91.4% accuracy in mouse/elephant classification
for resulting traffic coverages of 70%, 80%, and 90%,
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FIGURE 7. Flow operations number reduction factor for the resulting traffic coverage between 50% and 100%. Mean reduction across all five data
folds for the raw input data is shown. The shaded area around each line represents standard deviation.

FIGURE 8. Average flow table occupancy reduction factor for the resulting traffic coverage between 50% and 100%. Mean reduction across all five
data folds for the raw input data is shown. The shaded area around each line represents standard deviation.

respectively. These results correlate with flow table reduction
metrics and are similarly achieved with the octets input data
format. The KNeighborsClassifier achieves an accuracy of
84.8% for the octets input format. At first glance, this seems
like a good result. However, it translates to significantly lower
flow table metrics, as the flow table operations reduction
factor is 7.45 times lower. This indicates that elephant flow

classifier models need to achieve accuracy higher than 90%
to be considered as useful in traffic engineering and QoS
applications.

The HistGradientBoostingClassifier not only provided
better classification performance than the GradientBoost-
ingClassifier, but also significantly lower training and
inference times due to a more efficient implementation of
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FIGURE 9. Flow operations number reduction factor for the resulting traffic coverage between 50% and 100%. Mean reduction across all five data
folds for the octets input data is shown. The shaded area around each line represents standard deviation.

FIGURE 10. Average flow table occupancy reduction factor for the resulting traffic coverage between 50% and 100%. Mean reduction across all five
data folds for the octets input data is shown. The shaded area around each line represents standard deviation.

the Gradient Boosting algorithm. On the other hand, the
KNeighborsClassifier had the slowest training and inference
speed. Specifically, for the bits input data representa-
tion, we were unable to complete the simulation within
the 5-day limit, so we do not provide results for that
combination.

Differences in model performance based on different input
data representations are also evident. Using raw header fields
resulted in significantly worse classification performance for
the HistGradientBoostingClassifier. The performance of the
model when using octets and bits input data formats was
similar, with octets being slightly better. It should be noted
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FIGURE 11. Flow operations number reduction factor for the resulting traffic coverage between 50% and 100%. Mean reduction across all five data
folds for the bits input data is shown. The shaded area around each line represents standard deviation.

FIGURE 12. Average flow table occupancy reduction factor for the resulting traffic coverage between 50% and 100%. Mean reduction across all five
data folds for the bits input data is shown. The shaded area around each line represents standard deviation.

that splitting header fields into octets, instead of separate
bits, also results in a significantly lower number of input
features (13 vs. 104), which considerably reduces memory
usage and improves training and inference speed. Therefore,
transforming input header fields into octets is the preferable
approach.

For other classifiers, the input data format has less
influence. Interestingly, in the case of the GradientBoost-
ingClassifier, the bits input format performs significantly
worse than the other two formats, despite requiring the most
memory and computing time. Conversely, ensemble forest-
based classifiers, as shown in Figure 13, provided the best
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FIGURE 13. Combined comparison of all classifiers for 70%, 80%, and 90% resulting traffic coverage values.

performance with the bits input data. However, a detailed
investigation of tree-based classifiers will be the subject of
a separate paper.

When compared with results presented in other papers,
the HistGradientBoostingClassifier outperforms both the
RandomForestClassifier and ExtraTreesClassifier, as shown
in Figure 13. It also achieves a significantly higher reduction
in the number of flow table operations than the simple
neural network classifier model presented in [42], which only
reduced flow table operations by a factor of 14.7 under the
most optimal hyperparameter configuration.

In summary, the HistGradientBoostingClassifier with
octets input data representation consistently emerges as
the top performer across all traffic coverage levels when
considering flow operations reduction and average flow table
occupancy reduction. When aiming to cover 80% of network
traffic with individual entries, it can reduce the average
number of entries in flow tables by a factor of 16.35. This
significant reduction enables flow-based traffic engineering
in networks with speeds an order of magnitude higher than

previously possible with current switches and their flow
table capacities. Achieving 80% traffic coverage will still
allow for adaptive network load balancing, ensuring high
throughput and low packet loss for users. Additionally, the
HistGradientBoostingClassifier features reduced memory
usage and improved training speed compared to other models
analyzed. Therefore, it can serve as a strong starting point for
future research.

VII. CONCLUSION
In conclusion, traditional metrics such as accuracy do not
fully capture the application-specific performance metrics
represented by flow operations reduction and average table
occupancy reduction. To use traditional metrics as proxies
for these application-specific metrics, it is necessary to
compare them at the same resulting traffic coverage. Even
with such normalization, the relationship between accuracy
and flow-specific metrics is not linear. An accuracy higher
than 90% (after normalization) needs to be achieved by a
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model to consider it useful in traffic engineering and QoS
applications.

The choice of data representation (raw, octets, bits)
significantly influences classifier performance. For most
classifiers, representations using octets and bits lead to
higher performance. Particularly, the octets representation is
noteworthy because it significantly enhances performance
while maintaining a low total number of features, thereby
reducing memory usage and computation time.

Among the classifiers analyzed, the Histogram-based
Gradient Boosting with octets input data format provides the
best reduction in flow operations and flow table occupancy
across the entire range of resulting traffic coverage between
50% and 100%. For 80% resulting traffic coverage, it reduces
the number of flow operations by a factor of 36.49 and
the average number of individual flow entries by a factor
of 16.35.

While this study offers comprehensive insights, future
work should explore the scalability of these findings to
another network environments. Additionally, investigating
the temporal stability of classifier performance and the
impact of evolving network characteristics on flow operations
reduction could provide valuable insights for long-term
deployments. As demonstrated in this paper, focusing on
boosting-based classifiers with octets data representation
appears to be the most promising path to maximizing
operational efficiency in network traffic classification tasks
and would serve as a solid starting point for more detailed
research.

Future research should also include exploring the capa-
bilities of performing real-time inference in networking
hardware at the flow arrival rate. It has been shown that it
is possible to perform inference using (size-limited) Random
Forest models at line rate on P4 switches, without any
additional machine learning coprocessors [43]. The question
remains whether the same is possible for Histogram-based
Gradient Boosting models. We also suspect that such
resource-limited models would be more affected by changes
in hyperparameters.

Moreover, we found that training classifiers with sam-
ple weights proportional to the square root of flow size
significantly improves performance compared to using
non-weighted training data or class-based sample weight
balancing. However, further research is needed in this area,
including investigating a range of other possible approaches
for calculating sample weights. Additionally, developing a
weighted accuracy calculation method to reflect flow-based
metrics without the need for normalization against the
resulting traffic coverage would be a valuable future research
topic.

DATA AVAILABILITY
The anonymized input data and code is available in
the GitHub repository: https://github.com/piotrjurkiewicz/
flow-models.
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