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ABSTRACT The prioritized experience replay mechanisms have achieved remarkable success in
accelerating the convergence of reinforcement learning algorithms. However, applying traditional prioritized
experience replay mechanisms directly to asynchronous reinforcement learning leads to slow convergence,
due to the difficulty for an agent to utilize excellent experiences obtained by other agents interacting with
the environment. To address the above issue, we propose a Multi-pool Prioritized experience replay-based
asynchronous Twin Delayed Deep Deterministic policy gradient algorithm (MP-TD3). Specifically, a multi-
pool prioritized experience replay mechanism is proposed to strengthen the experience interactions among
different agents to accelerate the network convergence. Then, a global-pool self-cleaning mechanism based
on sample diversity and a global-pool self-cleaningmechanism based on TD-errors are designed to overcome
the deficiency that the samples suffer from high redundancy and low information content in the global-pool,
respectively. Finally, a multi-batch sampling mechanism is investigated to further reduce the training time.
Extensive experiments validate that the proposed MP-TD3 significantly improve the convergence speed and
performance compared with state-of-the-art methods.

INDEX TERMS Asynchronous reinforcement learning, twin delayed deep deterministic algorithm,
prioritized experience replay, TD-error.

I. INTRODUCTION
Reinforcement Learning (RL) [1], [2] is one of the promising
machine learning methods for obtaining optimal decisions
through iterative trial and error, where an agent constantly
interacts with environment to improve its strategy for
maximum cumulative rewards. It has been widely used
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in various fields such as robot [3], [4], [5], autonomous
vehicles [6], [7], supply chain optimization [8], [9] and game
design [10], [11], and so on. In recent years, numerous
variants of RL techniques have been developed. For example,
Watkins [12] proposed a Q-learning algorithm that allows
agents to learn optimal policy in a controlled Markov
Decision Process (MDP) [13]. William [14] proposed a
connectionist RL algorithm, which only requires learning of
the policy function and not the value function. Konda and
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Tsitsiklis [15] proposed an Actor-Critic (AC) framework,
which estimates not only the policy function but also the value
function.

In previous RL algorithms, an agent uses the experience
derived from a single interaction with the environment
to update the model, which means that the interaction
experience is discarded after a single update. This results in
two following problems: 1) the interaction experience has
highly temporal correlation, which is detrimental to themodel
training; 2) the interaction experience that is rapidly discarded
may be a rare experience that is useful for subsequent
training. To solves both problems, the experience replay
mechanism [16] stores the experiences obtained from the
interaction of agent with environment in an experience replay
pool, and then the agent is able to update the model according
to the previous and recent experiences. In other words,
the experience replay mechanism addresses the problem of
temporal correlation between training data. On the other
hand, a number of significant experiences have been used
repeatedly to update the model, which effectively improves
the learning efficiency of the agent.

Recently, numerous studies have revealed the advantages
of introducing experience replay in RL algorithms. Deep
Q-Network (DQN) algorithm [17] stabilizes the training of
the value function represented by a deep neural network
with an experience replay mechanism. Deep Deterministic
policy gradient (DDPG) algorithm [18] also introduces an
experience replay mechanism, which selects state transfer
samples from the environment by an exploration strategy and
delivers the samples into an experience replay pool, so as to
reduce the number of interactions between the agent and the
environment. Although the above RL algorithms are effective
in exploring the optimal policy for the environment, they all
employ uniform sampling, i.e., they do not take into account
the significance of the samples, resulting in all samples
being selected with the same probability. A recent work
by DeepMind [19] pointed out that the experience replay
mechanism neglects the temporal property of the samples and
the efficiency of sampling the agents [20], [21], [22], [23],
[24], which is prone to result in unstable training and slow
convergence [25].

To address the above problems, the prioritized experience
replay mechanism [19] has received increasing attention.
This mechanism prioritizes the samples in an appropriate
order, which enables the agents to select more valuable
samples in the experience replay pool. According to the
different prioritizing methods, it can be divided into value
change-based [26], [27] and TD error-based [28] prioritizing.
Recently, numerous works have demonstrated that the
prioritized experience replay accelerates training for RL [29],
[30], [31]. Brittain et al. [32] proposed a Prioritized Sequence
Experience Replay (PSER) algorithm, which exploits the
relationship between successive experiences by assigning
a higher sampling priority to an important experience,
as well as increasing the priority of the antecedent sequence
experiences that lead to the creation of important experience.

FIGURE 1. Comparison of training methods for update mechanism.

Cao et al. [33] proposed a High-Value Prioritized Experience
Replay (HVPER), which incorporates the value function with
TD-error as a measure of its prioritization. Wang et al. [34]
incorporated the prioritized experience replay in a dueling
network.

However, application of prioritized experience replay
mechanisms to asynchronous RL algorithms has yet to be
further studied. Intuitively, there are two approaches to
apply traditional prioritized experience replay mechanisms to
asynchronous RL algorithms: 1) each agent uses its respective
experience replay pool and adopts the prioritized experience
replay mechanism within the experience replay pool; 2) each
agent uses the same global-pool and employs the prioritized
experience replay mechanism in the global-pool. The former
prevents each agent from sharing its respective excellence
experiences with each other, resulting in slow training
speed. On the contrary, the latter makes each agent require
frequent experience interactions, inevitably increasing the
time overhead. As a result, it is imprudent to directly apply
traditional prioritized experience replay to asynchronous
RL.

To solve the above issues, a multi-pool prioritized experi-
ence replay mechanism is designed and further incorporated
into the TD3 algorithm, thus forming a Multi-pool Pri-
ority experience replay-based asynchronous Twin Delayed
Deep Deterministic policy gradient algorithm (MP-TD3).
Experimental results that the proposed multi-pool prioritized
experience replay mechanism significantly accelerates the
convergence while boosting the performance of the TD3
algorithm. Specifically, the proposed MP-TD3 employs
a multi-pool structure, in which various agents share
the learned outstanding experiences. Then, different from
existing asynchronous RL [35], our MP-TD3 adopts the
proposed global-pool self-cleaning mechanisms based on
sample diversity and TD-errors, which not only reduces the
similarity of the samples, but also improves the information
content of the samples. Next, our MP-TD3 uses the proposed
self-updating mechanism based on TD-errors to alleviate
the TD-error hysteresis of samples. Subsequently, a multi-
batch sampling mechanism and a multi-cache structure are
implemented to decrease the training time. In summary, the
primary contributions of our work are as follows:
• To address the problem that prioritized experience
replay mechanism suffers from the experience inter-
actions among agents in asynchronous RL, a Multi-
pool Prioritized experience replay-based asynchronous
Twin Delayed Deep Deterministic policy gradient
algorithm (MP-TD3) is proposed. Experimental results
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FIGURE 2. The network structure of A3C, contains an Actor-network and
a Critic-network, which operate independently and in parallel.

demonstrate that the proposed MP-TD3 improves the
convergence speed and performance effectively.

• A multi-pool prioritized experience replay mechanism
is proposed to strengthen the experience interactions
among different agents, so as to accelerate the conver-
gence.

• Two global-pool self-cleaning mechanisms based
on sample diversity and TD-errors are respectively
designed to remove redundant samples and maintain the
diversity of samples.

• A self-updating mechanism based on TD-errors is
proposed to alleviate the TD-error hysteresis.

This paper consists of five sections. Section II discusses
the basic concepts of TD3 algorithm, asynchronous RL, and
prioritized experience replay mechanism based on random
sampling. The detail of the proposed MP-TD3 is discussed
in Section III. Section IV presents experimental results
and analysis. Finally, Section V summarizes the paper and
discusses future research directions.

II. PRELIMINARIES
A. TD3 ALGORITHM
Traditional RL algorithms generally employ a single-agent
training approach that updates serially during training,
as shown in Fig. 1(a). At each time-step t , the agent acquires
the state st of the environment and selects an action at by a
policy π . Upon executing the action at , the agent obtains a
reward rt and transitions to the next state st+1. This iterative
process is repeated until the agent reaches the terminal state
within the state space S.
During the interaction between the agent and environment,

the discounted cumulative rewards at time-step t is defined as
follows:

Rt =
T∑
i=t

γ i−tr (st , at) , (1)

where T indicates the maximum time-step, γ is a discount
factor with a range of (0,1].

To realize the ultimate goal of RL algorithm, which
explores the optimal policy for maximizing the cumulative
rewards. Define the action-value function Qπ (s, a) =

Eπ [Rt |st = s, at = a] to represent the expectation of the
discounted cumulative rewards for an agent executing action
at under policy π and state s. The action-value function is
known as the Q-function, adheres to the Bellman equation,
which is expressed as follows:

Qπ (s, a) = Eat+1∽π,st+1∽ρπ [r (s, a)

+ γQπ (st+1, at+1)], (2)

where ρπ is the distribution of state transfer probability with
policy π .
Fujimoto et al. [36] proposed a Twin Delayed Deep

Deterministic policy gradient (TD3) algorithm, which miti-
gates network overestimation by adopting a minimum value
between two Critic-networks. In addition, the algorithm
delays the policy update while incorporating noise into the
actions to minimize the error and improve the performance.

At each time-step, the agent selects an action at =
πφ (st)+ Nt augmented with noise in state s, where Nt is the
added noise. Then, the agent performs the action and stores
the experience (st , at , st+1, rt) obtained from interaction with
environment in the experience replay pool. Subsequently,
a mini-batch of transitions is selected randomly from the
experience replay pool, and the two Critic-networks are
updated by optimizing the loss function:

Li (θi) = E(s,a,r,s′)

[(
Qθi (s, a)− y

)2]
, (3)

y = r(s, a)+ γ min
i=1,2

Qθ ′i
(s′, πφ′ (s

′)). (4)

In Eq. (4), TD3 calculates the values of the two Critic-
networks Qθ ′i

(s′, πφ′ (s′)) separately, and selects the smaller
as the Q-value y for the Target-network. Here, θ denotes a
parameter of the Q-network, s′ and a′ are obtained from the
experience replay pool.

Based on the obtained Critic-networks, the Actor-network
πφ is updated with a delay every few time-steps through
maximizing the learned Q-function, where φ denotes the
parameters of the Actor-network. Finally, TD3 delay updates
the parameters of the three Target-networks:

θ ′i = τθi + (1− τ )θ ′i ,

φ′ = τφ + (1− τ )φ′, (5)

where τ indicates soft update factor with a range of (0,1],
θ ′i (i = 1, 2) denote the parameters of the two target Critic-
networks, φ′ is the parameter of the target Actor-network.

B. ASYNCHRONOUS RL
RL algorithms excel in exploring optimal policy. However,
they employ a single-agent to update the parameters, which
causes the agent to suffer from an overload of redundant
information. This results in slow convergence of the model
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FIGURE 3. Experience Replay Mechanism. Train the network by randomly
selecting a mini-batch of transitions from the experience replay pool.

and tends to fall into local optimums. To address these issues,
scholars have incorporated the parallel update approach to
the RL algorithms, which can be divided into two methods
by using multiple agents that interact with the environment
independently. The first method is synchronous parallelism,
decomposing the state space into several subspaces and
allowing each agent to explore among these subspaces.
Another method is asynchronous parallelism, enabling each
agent to explore the entire state space independently thus
improving the convergence speed and performance through
interaction information.

Fig. 1(b) and (c) illustrate the schematic of the two parallel
models. Asynchronous parallelism has a time advantage over
synchronous parallelism. While synchronous parallelism
must wait for all agents complete the current iteration
before proceeding to the next one, unlike asynchronous
parallelism.

Asynchronous RL algorithms are derived from parallel RL,
utilizing asynchronous parallelism to explore complex state
spaces. Multiple agents learn independently and interaction
information, thereby enhancing the exploration process [35].
When the state space is discrete, existing asynchronous RL
algorithms suffer from limited convergence, as they fail to
integrated properly with model-based approaches. In addi-
tion, when the state space is continuous, the asynchronous
methods are integrated with Deep RL (DRL) algorithms,
each agent transmits its gradient information to the global-
network, which subsequently updates itself using the gradient
information received from each agent.

Fig. 2 presents a classical asynchronous RL framework,
known as Asynchronous Advantage Actor-Critic (A3C).
The A3C algorithm consists of an Actor-network and a
Critic-network. The Actor-network determines the action
performed by the agent in next state, while the Critic-network
evaluates the value of the action. Both networks operate
independently and in parallel with each other. Specifically,
the A3C algorithm trains multiple agents in parallel on single
machine, thus significantly conserving hardware resources.
During each iteration, individual agent interacts with its
environment and transfers information to the global-network,
which greatly accelerates the training process. However,
the A3C algorithm is encumbered by several limitations.
Firstly, it is susceptible to the complexity of the environment
and the number of threads, which increases implementation
and debugging challenges. Secondly, the algorithm demands

substantial data and computational resources, potentially
constraining its adaptability and generalization in certain
environments.

C. PRIORITIZED EXPERIENCE REPLAY MECHANISM
BASED ON RANDOM SAMPLING
To address the temporal correlation of the experiences
acquired by agents and the inability of agents to utilize
historical experience, Lin [37] proposed the experience
replay mechanism, as illustrated in Fig. 3.
Traditional RL algorithms based on experience replay [17],

[18], [38] use uniform sampling. The probability of a sample
being selected is described as follows:

p(i) =
1
n
, (6)

where n denotes the number of samples in the experience
replay pool.

However, uniform sampling prevents the agent from lever-
aging favorable samples for learning. To enhance learning
efficiency, Van Seijen and Sutton [28] prioritized samples
based on TD-errors, which enables samples with higher
TD-error to have higher sampling probability, as follows:

δt = Rt + γQ (St+1,At+1)− Q (St ,At) , (7)

where t indicates the time-step, γ denotes a discount factor
with a range of (0,1], Q denotes the state action-value
function, St is the state at moment t , and At is the action
executed at moment t .

Nevertheless, such TD error-based ranking methods suffer
from the following problems:
• To avoid repeated scanning of the samples in the
experience replay pool, traditional algorithms update the
TD-error exclusively for the samples currently captured,
which results in samples with initially low TD-errors
being challenging to be sampled in subsequent training.

• The TD-error exhibits hysteresis, meaning that it is only
associated with the current model. When the model
parameters change, the TD-error adjusts accordingly.

Consequently, using Eq. (7) potentially overlooks samples
that are informative for the current model.

To solve the above problem, [19] proposed a random
sampling method that integrates pure greedy prioritization
with uniform random sampling. This method ensures that
the probability of a sample being selected is monotonic
and non-zero in the prioritization process. Specifically, the
probability of a sample i being selected as follows:

p(i) =
pα
i∑
kp

α
k
, (8)

where pi = |δt + ε| indicates the priority obtained by
prioritizing sample i according to the TD-error, ε is a small
value to ensure samples with a TD-error of zero are still
selected with a non-zero probability, and α determines the
weight of the experience replay, with α = 0 indicating
uniform sampling.
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FIGURE 4. The network architecture of MP-TD3. The primary components comprise a global-agent, a global-pool, a self-cleaning
mechanism and multiple agents.

III. MP-TD3 ALGORITHM
This section discusses the proposed MP-TD3 in detail. Ini-
tially, we analyze the challenges associated with prioritizing
experience replay mechanism. Then, a multi-pool priori-
tized experience replay mechanism is proposed and further
introduced into the TD3 algorithm. Subsequently, two global-
pool self-cleaning mechanisms based on sample diversity
and TD-errors, along with a self-updating mechanism and a
multi-batch sampling mechanism are proposed.

A. PROBLEM FORMULATION
In an asynchronous RL framework, different agents interact
independently with their respective environments. During
each iteration, an agent initially observes the certain state
st and selects an action at according to its policy. After
executing the action, the environment delivers an immediate
reward rt to the agent and proceeds to the next state st+1.
Meanwhile, the acquired samples (st , at , st+1, rt , done)
are delivered into the respective experience replay pool,
where done indicates the sign that the environment has
reached the terminal state. During training, each agent selects
a mini-batch of transitions from its respective experience
replay pool and guides the model learning by calculating the
TD-error, which updates the parameters of the global-agent
until converges.

Traditional asynchronous RL algorithms employ uniform
sampling, i.e., the probability of selecting samples from
each experience replay pool with p = 1/n. In this way,
the importance of the information transmitted by various
agents is neglected, leading agents to inadvertently prioritize
communicating erroneous information to the global-network,

and influencing it to update parameters. A prioritized
sampling structure intends to enable valuable samples to be
sampled frequently by adjusting the sampling probability p,
which improves the convergence speed and performance.

However, applying an experience replay mechanism
directly to asynchronous RL raises the following issues:

1) During training, each agent selects samples only from
its respective experience replay pool, which implies that an
agent fails to utilize excellent experiences obtained by other
agents interacting with the environment.

2) The asynchronous update mechanism leads to a
significant similarity of the samples in the experience replay
pool for each agent, which makes the samples suffer from an
intense degree of redundancy.

3) The TD-error of the samples in the global-pool
decreases with model updating, which results in a decrease
in the information content of the samples.

4) Similar to experience replay in a single-agent, the
problem of TD-error hysteresis exists in an asynchronous RL
framework.

5) Integrating all the samples in experience replay pool
corresponding to each agent generates a substantial volume
of inter-process interactions.

To solve the above issues, we propose a Multi-pool Prior-
itized experience replay-based asynchronous Twin Delayed
Deep Deterministic policy gradient algorithm (MP-TD3).
Fig. 4 illustrates the network architecture of our MP-TD3,
which consists of a global-agent that guides the update
of each agent, a global-pool that aggregates samples from
each experience replay pool and provides samples for each
agent to train its network, a self-cleaning mechanism (SCM)
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Algorithm 1Multi-Pool Structure
Input: Initialize local-pools pli(i = 1,. . . ,m), global-pool pg;

Initialize local-iteration nl , global-iteration ng;
Initialize max iteration T , update frequency f ;
Initialize local-networksMli(i = 1,. . . ,m) with random weight w′, global-networkMg with random weight w

Output: Global-networkMg
1: while ng ≤ T do
2: Initialize state s0
3: cache← φ, t = 0
4: while done is False do
5: Select action with exploration noise at ∽ πφ′ (st )+ϵ, ϵ ∽ N (0, σ )
6: Obtain reward rt and next state st+1
7: Store transition tuple (st , at , st+1, rt , done, TD-error) in pli and according to Eq. (8) in cache
8: j← nl%f
9: if ng ≤ l then

10: bj← Sample mini-batch of transitions from pli
11: end if
12: Compute the gradient ∇w′ of Mli based on bj
13: Asynchronous update the weights w of Mg based on the gradient ∇w′

14: ng← ng + 1
15: if nl%f = 0 then
16: Store samples in pg, cache← φ

17: end if
18: if ng ≥ l then
19: Sample f mini-batch

{
b0, b1, . . . , bf

}
from pg

20: end if
21: t+ = 1, ng+ = 1, nl+ = 1
22: end while
23: end while
24: return Global-networkMg

that eliminates redundant samples from the global-pool, and
multiple agents that offer gradient information to the global-
agent.

B. MULTI-POOL PRIORITIZED EXPERIENCE REPLAY
MECHANISM
To address the difficulty of each agent to utilize excellent
experiences from other agents interacting with the environ-
ment, we propose a multi-pool structure, which is primarily
comprised of multiple experience replay pools and a global-
pool.

In RL algorithms, the samples with large TD-error tend
to be more significant for model training. To leverage these
samples, the proposed framework redefines the samples in
the experience replay pool, i.e., (st , at , st+1, rt , done, TD-
error). At every time-step, each agent interacts independently
with its respective environment and delivers excellent
samples into its experience replay pool (i.e., local-pool),
which facilitates the agent to select such samples in the
subsequent training, thus accelerating the convergence speed.
Subsequently, the samples in the local pool are selected based
on the probability of Eq. (8) and then transferred into the
global-pool.

Furthermore, each agent requires numerous inter-process
interactions, which increases the time overhead. To reduce
the overhead of interactions, each agent samples directly
from its local-pool in the early training stage. While in
the later training stage, each agent samples from the
global-pool rather than the respective experience replay
pool. Compared with original TD3 algorithm, our MP-TD3
introduces a multi-pool structure. This design enables agents
to select beneficial samples from other agents’ experience
replay pools, which improves the convergence speed and
performance. Algorithm 1 summarizes the procedure of the
proposed multi-pool structure.

C. SELF-CLEANING MECHANISM
To solve the intense degree of redundancy and low infor-
mation content of samples, we propose two global-pool
self-cleaning mechanism based on sample diversity and TD-
errors, respectively.

1) SELF-CLEANING MECHANISM BASED ON SAMPLE
DIVERSITY
Since each agent interacts with the environment indepen-
dently and updates parameters through an asynchronous
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Algorithm 2 Self-Cleaning Mechanism Based on Sample Diversity
Input: global-pool pg, delete number n, cluster number k
Output: cleaned global-pool pg
1: T ← all samples in pg
2: Concatenate state and action of each iteration form a point set P
3: Perform K-means algorithm to clustering P into k clusters: {ci}ki=1
4: Record the size of each cluster

{
nic

}k
i=1

5: Compute the average size of each cluster n̄ic
6: Record the index of cluster in

{
c∗i

}k
i=1 that are larger than the average size n̄ic

7: D← φ

8: for i← 1 to α do
9: d ← Compute the difference between c∗i and n̄

i
c

10: D← D ∪ {d}
11: end for
12: Allocate the delete number {ni}αi=1 of each cluster proportionally based on the difference d in D
13: for i← 1 to α do
14: Select ni randomly from c∗i and delete these samples from pg
15: end for
16: return pg

Algorithm 3 Self-Cleaning Mechanism Based on TD-Errors
Input: global-pool pg, delete number n
Output: cleaned global-pool pg
1: T ← all samples in pg
2: Order T in ascendant based on TD-errors and retain the

index T ∗ =
{
T ∗i

}n
i=1 of the top n samples

3: for i← 1 to n do
4: Remove T ∗i from pg
5: end for
6: return pg

updating mechanism, it may result in a high degree of sample
similarity among the samples in the global-pool. It tends
to select numerous similar samples when an agent selects
samples from the global-pool, leading to a lack of diversity.
To address this problem, we eliminate the samples with
highly similar to reduce sample redundancywith theK-means
algorithm. Specifically, we first concatenate the states st and
actions at of the samples in the global-pool to form a new
point set, then cluster point sets with the K-means algorithm
to derive k categories, and finally, clean point sets in each
cluster by a certain proportion. Algorithm 2 presents the
procedure of the proposed self-cleaning mechanism based on
sample diversity.

2) SELF-CLEANING MECHANISM BASED ON TD-ERRORS
During updating, the TD-error of samples tends to decrease
progressively, resulting in a decrease in the low information
content of samples and affecting the model performance. As a
result, to ensure the high TD-error of the samples in the
global-pool, we perform self-cleaning for the samples with
minor TD-error. Algorithm 3 outlines the procedure for the
self-cleaning mechanism based on TD-errors.

D. SELF-UPDATING MECHANISM BASED ON TD-ERRORS
The TD-error hysteresis of samples exists in asynchronous
RL, in other words, the error information of the selected sam-
ples is significantly deviates from the actual situation, which
influences the learning efficiency and performance. To tackle
this issue, we propose two self-updating mechanisms for the
global-pool and the experience replay pool (i.e., local-pool)
of each agent, respectively.

1) EXPERIENCE REPLAY POOL FOR EACH AGENT
During training, each agent selects a mini-batch of transitions
from its respective experience replay pool for learning.
Instead of iteratively scanning the experience replay pool,
we update the TD-error only for the selected samples, which
effectively reduces the time overhead and alleviates the
TD-error hysteresis.

2) FOR GLOBAL-POOLS
To guarantee that each agent is able to select samples
with high information content in the later training, the
proposed method updates the TD-errors of the samples in
the global-pool. Consequently, samples that initially exhibit
high TD-errors but diminish after network updates can be
eliminated by the self-cleaning mechanism. Ultimately, our
method ensures that the samples beneficial for the current
training are delivered in the global-pool with constrained
capacity.

E. MULTI-BATCH SAMPLING MECHANISM
Since each agent selects samples from the global-pool,
it increases the time overhead. To address this issue,
we introduce a multi-batch sampling mechanism and a multi-
cache structure.
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FIGURE 5. Multi-cache structure. It consists of a global-cache and two
caches. The global-cache preserves samples transmitted from each
experience replay pool, and each agent is sampled in respective cache.

1) MULTI-BATCH SAMPLING MECHANISM
The conventional sampling approach retrieves a mini-batch
of transitions in a single operation. However, in the
asynchronous approach, each agent needs to select samples
from the global-pool, which consumes substantial process
interaction time. Thus, we introduce a multi-batch sampling
mechanism, that is, m1 mini-batch of transitions are sampled
from the global-pool at a time for agents to trainm1 iterations.
In this way, the number of interactions between the agent and
the global-pool can be reduced.

2) MULTI-CACHE STRUCTURE
Since Python is unable to be multi-processing and multi-
threading such as C++, we design a multi-cache structure
to reduce interaction time. As shown in Fig. 5, the designed
multi-cache structure comprises a global-cache and two
caches assigned to each agent. During the later stages of
training, each agent needs to select samples from the global-
pool. However, when multiple agents sample simultaneously,
resource conflict arise.

Consequently, we allocate m2 caches to each agent so
that each agent only needs to sample from its individual
cache. To enable the agent to adopt as many new samples as
possible as well as to avoid resource conflict, m2 is assumed
to 2. Similarly, the global-pool requires to sample from the
experience replay pool of each agent, which leads to the
identical issue. As a result, a global-cache is designed to store
the samples transmitted from each experience replay pool.
Once there are available samples in the global-cache, they are
delivered into the global-pool.

IV. EXPERIMENT AND ANALYSIS
We compared the performance of the proposedMP-TD3 with
TD3 [36], DDPG [18], Proximal Policy Optimization (PPO)
[39], Vanilla Policy Gradient (VPG) [40], A3C [15] and Soft

TABLE 1. Settings and hyperparameters.

Actor-Critic (SAC) [41]. The details of TD3 and A3C are
discussed in Sub-section II-A and II-B respectively. DDPG
employs value functions approximators and introduces a
model-free actor-critic algorithm that utilizes deep function
approximation to learn policies in high-dimensional and con-
tinuous action spaces. PPO samples data through interactions
with the environment and adopts stochastic gradient ascent to
optimize the objective function. VPG approximates a value
function to determine a policy, which is represented by its
own function approximator with independent of the value
function, and is updated according to the gradient of expected
reward with respect to the policy parameters. SAC employs
an actor-critic maximum entropy RL framework, the actor
intends to maximize the expected reward while maximizing
entropy.

A. EXPERIMENTAL ENVIRONMENT
To evaluate the proposed MP-TD3, we measured its perfor-
mance through a set ofMuJoCo continuous control tasks [42],
which are interfaced via OpenAI Gym [43]. In addition, the
original task set designed by Brockman et al. [43], without
modifications, is used to facilitate comparison with other
algorithms.

B. EXPERIMENTAL SETTING
In the proposed MP-TD3, both actor and critic networks
are designed with two hidden-layers comprising exponential
linear units (ELUs), each containing 256 neurons. Note
that the actor-network employs a tanh activation unit before
outputting the result. Furthermore, the Adam [44] optimizer
is used to update the parameters of both networks.

At each time-step, the network is trained by uniformly
sampling the mini-batch of transitions from the experience
replay pool. For a fair comparison, the proposed MP-TD3
utilizes the identical hyperparameters as the original TD3.
Table 1 presents the hyperparameter settings used throughout
our experiments. A series of experiments are performed to
validate the effectiveness of the proposed MP-TD3.

The experiments are conducted on a computer equipped
with Intel(R) Xeon(R) gold 6152 CPU@2.10GHz, Tesla
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FIGURE 6. The results of different algorithms in each environment for 1 million time-steps.

V100 32GB and a maximum of 256GB of RAM. The algo-
rithms are implemented by Python, compiled by PyCharm
under a Linux operating system.

C. COMPARISON EXPERIMENT
Each algorithm is executed for 1 million time-steps with
evaluations every 5000 time-steps. In addition, exploration
noise is removed during testing, and each algorithm is
evaluated in at least 10 trials to ensure accurate results.

Fig. 6 illustrates learning curves of MP-TD3 and other
state-of-the-art algorithms over 1 million time-steps. The off-
policy algorithms, i.e., MP-TD3, TD3, SAC, and DDPG, are
ranked as the top three 20 times out of 21. In contrast, the on-
policy algorithms, i.e., PPO, VPG, and A3C, are ranked as the
top three only 1 time out of 21. Moreover, in the first 500,000
time-steps, the off-policy algorithms are ranked as the top
three 19 times out of 21, while the on-policy algorithms are
ranked as the top three only 2 times out of 21. This indicates
that off-policy algorithms are superior in convergence speed
and performance. Such algorithms leverage the experience
replay pool to store the experiences accumulated by agents
interacting with the environment, so that the agents are
able to update the model based on a blend of previous
and recent experiences. On the one hand, this mechanism
mitigates the correlation between training data. On the
other hand, it facilitates the repeated sampling of high-value
experiences, which improves the learning efficiency and
stability.

In addition, we compare the performance of seven
algorithms, including three on-policy and four off-policy
algorithms. The results reveal a marked superiority of the
off-policy algorithms. Specifically, the off-policy algorithms
ranked top 5|0|2|0 times across all the environments, while

the on-policy algorithms ranked top 0|0|0 times. During the
initial 500,000 time-steps, the off-policy algorithms ranked
top 5|0|2|0 times, while the on-policy algorithms remained
at 0|0|0. Consequently, the off-policy algorithms demonstrate
significant advantages in RL.

Among the four off-policy algorithms, our MP-TD3
achieves the top ranking on five occasions. In comparison,
SAC, TD3 and DDPG ranked top 2|0|0 respectively. Overall,
the final results of MP-TD3 and TD3 are significantly
better than those of SAC and DDPG. This superiority
can be attributed to the dual-q clip mechanism and the
delayed update mechanism, which effectively mitigates over-
estimation and policy degradation. However, our MP-TD3
performs better than the original TD3. This is attributed
to introducing asynchronous updating and the proposed
multi-pool prioritized experience replay mechanism, which
stimulates the experience interactions among different agents,
thus improving the convergence speed and performance.

It is noteworthy that in the Reacher environment (see
Fig. 6(f)), the final cumulative rewards obtained by other
algorithms exhibit negligible differences, with the except for
the VPG and A3C algorithms. This likely stems from the
relative simplicity of the Reacher environment, where most
algorithms are able to explore the optimal policy rapidly.

To further evaluate the performance of the proposed
MP-TD3, Table 2 depicts the cumulative rewards obtained
by each algorithm across seven environments from 10e5 to
10e6 time-steps, where red, blue and green indicate the first,
second and third ranked algorithms respectively. As can be
seen from Table 2, our MP-TD3 exhibits the suboptimal
performance compared with other algorithms in the early
stages. This can be attributed to the implementation of
an asynchronous updating mechanism, each agent updates
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TABLE 2. Cumulative rewards obtained after 1e5-1e6 time-steps from learning different methods.

parameters at varying rates, thus leading to instability during
the initial stage. However, upon reaching a certain time-
steps, our MP-TD3 attains greater stability. In addition, the
performance metrics across the seven environments over
ten iterations are documented, encompassing a total of
70 comparisons. Our MP-TD3 is ranked among the top three
algorithms for 69 times and ranked as the first algorithm
for 37 times out of 70 regarding time-step, respectively.
This indicates that our MP-TD3 exhibits great performance

and competitiveness compared with other state-of-the-art
methods in different environments.

To evaluate the computational complexity of our MP-TD3,
we compare Floating Point Operations (FLOPs) required
to train a time-step for the proposed MP-TD3 and the
original TD3 in seven environments. As shown in Table 3,
the proposed MP-TD3 suffers from higher FLOPs than the
original TD3. This is due to the introduction of the multi-pool
structure in ourMP-TD3, in which each agent selects samples
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FIGURE 7. The effectiveness of self-cleaning mechanisms compared.

FIGURE 8. The effectiveness of self-updating mechanisms compared.

not only from its respective experience replay pool, but also
directly from the global-pool. Moreover, to prioritize the
samples in each time-step, it is necessary to compute their
TD-errors. However, our MP-TD3 is superior to the original
TD3 in convergence speed and performance. Consequently,
the proposed method is still considerably competitive.

In summary, the above experimental results indicate that:
• The proposed our MP-TD3 possesses fast conver-
gence speed. It is due to the incorporation of a
multi-pool prioritized experience replay mechanism,

which enables each agent to utilize excellent experiences
acquired by other agents interacting with the environ-
ment, thus facilitating the acquisition of high-value
samples.

• The proposed our MP-TD3 achieves superior cumula-
tive rewards in several benchmark environments. It is
attributed to the implementation of two self-cleaning and
self-updating mechanisms, which maintain the diversity
and high information content of the samples delivered in
the experience replay pool.
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TABLE 3. The FLOPs for the original TD3 and the proposed MP-TD3.

D. ABLATION EXPERIMENT
We further conducted ablation experiments to explore the
effectiveness of the proposed MP-TD3.

1) THE EFFECTIVENESS OF SELF-CLEANING MECHANISM
• MP-TD3 without clean: MP-TD3 without self-cleaning
mechanism;

• MP-TD3: the final MP-TD3.

To evaluate the effectiveness of the proposed self-cleaning
mechanism, we compare the performance of MP-TD3 and
MP-TD3 without self-cleaning mechanism. From Fig. 7, it is
evident that MP-TD3 is significantly more effective than
MP-TD3 without clean in most environments, with MP-TD3
featuring higher cumulative rewards. This is attributed to the
use of the proposed self-cleaning mechanism, which reduces
the similarity among the samples. Consequently, agents are
able to acquire more diverse samples, contributing to the
ability of the model to learn better in complex environment
and improving performance. Furthermore, the self-cleaning
mechanism enhances the information content of the samples
through removing redundant samples from the global-pool,
which means that agents acquire more beneficial samples
and accelerates the convergence speed. In general, compared
with the traditional TD3 algorithm, the proposed MP-TD3 is
able to leverage excellent experience, which accelerates the
convergence speed.

2) THE EFFECTIVENESS OF SELF-UPDATE MECHANISM
• MP-TD3 without update: MP-TD3 without the self-
update mechanism;

• MP-TD3: the final MP-TD3.

To evaluate the effectiveness of the proposed self-updating
mechanism, we compare the performance of the proposed
MP-TD3 and theMP-TD3 without self-updating mechanism.
As illustrated in Fig. 8, the performance of MP-TD3 is
significantly improved compared to MP-TD3 without update
in most environments, with MP-TD3 featuring higher cumu-
lative rewards. This is due to the utilization of self-updating
mechanism, which enables the samples in the global-pool
to maintain the most recent TD-error constantly. Therefore,
the agents are able to select samples with the maximum

global TD-error for training, effectively accelerating the
convergence speed. Moreover, the self-updating mechanism
enables the agents to prioritize samples with high information
content. As the samples frequently update TD-error in the
global-pool, it is ensured the samples that are more beneficial
for the current training are stored as much as possible in the
limited capacity of global-pool, thus improving the efficiency
of the model. In a word, compared with the traditional TD3,
MP-TD3 utilizes a self-updating mechanism that assures the
real-time and usefulness of the samples, which significantly
improves the convergence speed and performance.

V. CONCLUSION
To tackle the problem of slow model convergence caused
by applying the prioritized experience replay mechanism
to asynchronous RL, we propose a Multi-pool Prioritized
experience replay-based asynchronous Twin Delayed Deep
Deterministic policy gradient algorithm (MP-TD3). To stim-
ulate the experience interactions among different agents,
a multi-pool prioritized experience replay mechanism is
designed. Subsequently, a self-cleaning mechanism based
on sample diversity and a self-cleaning mechanism based
on TD-errors are separately designed to remove redundant
samples and preserve the diversity of samples. Furthermore,
a self-updating mechanism based on TD-errors is proposed
to alleviate the TD-error hysteresis. Experimental results
demonstrate that the proposed MP-TD3 significantly accel-
erates the convergence of asynchronous RL with competitive
performance compared to state-of-the-art methods. However,
our MP-TD3 suffers from high computational complexity.
Consequently, in our future work we will focus on the
following directions: a) develop a more efficient asyn-
chronous method to further improve convergence efficiency;
b) simplify the MP-TD3 framework to reduce computational
costs.
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