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ABSTRACT Miner face images, as important carriers of information transmission, are an important means
of digital transformation and intelligent management of mining enterprises. In order to address the issue
of complex degradation factors such as noise, blurring, and low resolution, a blind restoration model for
miners’ face images was proposed based on improved GFP-GAN, and could make it difficult for blind
image restoration to balance fidelity and authenticity. Firstly, the model introduced a UNet++ network to
remove complex degradation from miners’ face images using the pre-trained StyleGAN2 network as a priori
knowledge. Secondly, in the channel-split spatial feature transform layer, a channel attention mechanism was
introduced to better use the prior features in the pre-training network, which could make the final output of
the miners’ face images consider both authenticity and fidelity. Compared with other model algorithms, the
experimental outcomes clearly indicate that our proposed method surpasses the current leading techniques
in LPIPS (0.3827), FID (46.51), NIQE (5.206), and other indicators.

INDEX TERMS Miner face image, blind image restoration, super-resolution, attention mechanism.

I. INTRODUCTION

Miner face images, as important carriers of information
transmission, have an important application value in min-
ing enterprises. They can improve the safety, production,
attendance efficiency and personnel management level of
enterprises and are one of the important means of digi-
tal transformation and intelligent management of mining
enterprises.

Due to the unique working environment of miners, their
faces are often covered with a large amount of dust particles
after long hours of work, which has a certain impact on the
contour and facial features of the target. In addition, some
collection devices, such as daily monitoring and transmission
equipment, are susceptible to diverse degradative influences,
including noise, compression, blur, Limited resolution and
the presence of artifacts in miners’ images. These are all
degradation behaviors of miners’ facial image information,
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which may result in the superposition of multiple degradation
effects on miners’ facial images, causing the main feature
information of the face to be easily lost. In practical use, this
has a dominant impact on the precision of the miners’ face
recognition, causing an increase in costs in mining enterprises
moving towards intelligence. A variety of degraded image
examples are presently exhibited in Figure 1.

Therefore, the purpose of restoring degraded images is to
minimize or eliminate the degradation of image quality and
to restore the original appearance of the degraded images as
much as possible [1]. The effective utilization of computer
and digital processing technology for facial image restoration
is a focus of attention for scholars both domestically and
internationally [2]. High-quality facial images of miners can
also more accurately determine their identities, assisting in
the intelligent management of mines.

In the early days, blind face restoration models have
primarily centered their attention on statistical priors and
degraded models, which are roughly compartmentalized into
methods based on Bayesian inference, subspace learning,
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FIGURE 1. Low-quality miner face images with different degradation
types.
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FIGURE 2. Development of blind image restoration methods.

sparse representation, etc. Bayesian inference-based methods
struggle to repair complex degraded facial images, resulting
in noisy and blurry restored images. The methods based on
subspace learning and sparse representation also struggle to
acquire more detailed information, which brings great diffi-
culties to the blind restoration of facial images.

Recently, facial image blind restoration techniques have
predominantly gravitated towards the realm of deep learning,
as evident in Figure 2. They can be roughly compartmental-
ized into two categories: prior and non-prior.

A. A PRIOR-BASED DEEP RESTORATION MODEL

Among restoration methods, prior-based deep restoration
models can be roughly compartmentalized into three groups:
geometric prior, reference prior, and generative prior.

The deep restoration model based on geometric prior
utilizes,the distinctive geometric configurations and spatial
arrangement characteristics inherent to facial features, which
assists the model to gradually restore high-quality facial
images. In 2018, Yu et al. [3] proposed an MTUN model that
utilizes the features of facial components in facial images as
prior information, using four thermal maps to represent the
five sense organs. In 2021, Hu first attempted to fuse 3D
priors into general facial restoration networks [4]. Compared
to 2D priors, feature descriptions of facial attributes can be
better integrated by 3D priors, which can provide 3D morpho-
logical knowledge. In the same year, a progressive semantic
perception style transformation framework, PSFR-GAN, was
proposed by Chen et al., and multi-scale progressive restora-
tion was used for blind face restoration [5]. To assess the
authenticity of the generated faces, this study employed the
commonly utilized metrics of Peak Signal-to-Noise Ratio
(PSNR), Structure Similarity Index Measure (SSIM), and
Mean Structural Similarity Index Measure (MSSIM), along
with the learned perceptual image patch similarity (LPIPS)
score. Furthermore, the Frechet perception distance (FID)
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was utilized to quantify the statistical disparity between the
restored outcomes and the reference high-quality (HQ) face
dataset. In 2022, Yu et al. attempted for the first time to fully
utilize multiple geometric priors in the proposed MFSPSNet
network, which utilizes semantic parsing maps, facial heat
maps, and reference-level facial dictionaries to guide facial
restoration [6].

A deep restoration method based on reference prior uses
facial structures or facial component dictionaries. In 2018,
a guided face recovery network (GFRNet) model was pro-
posed by Li et al. [7] and can provide additional identity
perception information to assist in the face restoration pro-
cess by using fixed positive high-quality references for each
identity. In 2020, utilizing multi-sample images, adaptive
fusion of guidance images, and degraded image features,
an improved blind face restoration technique was introduced
by Zuo et al. in [8] pioneered a novel approach. Shortly after,
Li et al. [9]. presented a deep face dictionary network model
(DFDNet) for facial restoration; this model used the deep
component dictionary generated by K-means as a reference
before the restoration process.

The deep restoration method based on generative prior
uses pre-trained facial GAN as the generative prior, such
as StyleGAN [10] and StyleGAN2 [11], which can provide
rich and diverse facial information. PULSE [12] is a repre-
sentative method that optimizes the potential of pre-trained
StyleGAN for self-supervised facial restoration. Inspired by
PULSE, multiple potential codes were considered in the pre-
trained GAN, and the program was optimized to improve
image reconstruction capabilities for multi-code GAN prior
(mGANprior) [13]. However, these models cannot maintain
fidelity in restored facial images. In 2021, fidelity informa-
tion was first extracted from low-quality facial image input
bygenerative facial prior GAN (GFP-GAN) [14] and GAN
prior embedded network (GPEN) [15], subsequently, a pre-
trained GAN served as the decoder, effectively capturing
facial priors. Specifically, the distribution of facial features
was employed as a prior, enabling joint recovery and color
enhancement through the utilization of the pre-trained GAN.
Furthermore, GFP-GAN extensively leveraged metrics such
as PSNR, SSIM, and MSSIM. It evaluated the perceptual
authenticity of the generated faces using the learned percep-
tual image patch similarity (LPIPS) score. Additionally, the
statistical distance between the restored outcomes and the
reference high-quality (HQ) face dataset was quantified using
the Frechet perception distance (FID). Both the advantages of
GAN and DNN were effectively integrated for facial repair
by GPEN. In 2022, Zhu et al. [16] proposed a SGPN network
that combined shape and generation prior, established a shape
recovery module, and restored facial geometry through 3D
reconstruction technology.

B. NON-PRIOR-BASED DEEP RESTORATION MODEL
Compared to prior models, non-prior-based deep restoration
models save computational costs and reduce computational
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time. Compared to CNN, GAN networks can generate
more realistic images. Therefore, in 2019, Shao et al. [17]
proposed a focus on designing more complex GAN mod-
els, namely tfth-WGAN, which includes GAN, WGAN,
and multi-level GAN networks. An identity preservation
algorithm was used to assist the GAN model effectively
generates high-quality facial images, preserving accurate
identity information, as demonstrated by Identity-preserving
face recovery portraits (IFRP) [18]. In 2020, Yang et al.
[19] constructed a HiFaceGAN model that does not include
facial prior knowledge or facial degradation. The model has
good robustness in blind facial restoration, and its structure
includes suppression blocks and supplementary blocks. The
suppression blocks are used to collect effective information,
while the supplementary blocks maximize the information
collected.

In the blind restoration task of miners’ facial images,
when faced with images affected by one or more degra-
dation factors, non prior based restoration methods cannot
utilize prior information, such as IFRP [18], which is difficult
to extract identity information affected by multiple factors,
resulting in poor restoration performance in blind restoration
tasks. By comparison, prior based restoration methods uti-
lize high-quality faces or facial components, including facial
heatmaps and facial anatomical maps [6]. Geometric priors
are constrained by geometric constraints that make it difficult
to maintain the details of image information. Reference priors
tend to favor reference images with the same identity and are
also constrained by image integrity. Although the DFDNet [8]
network constructs a face dictionary, the design of the dictio-
nary is limited by diversity and richness. In complex scenes,
whether it is geometric priors or reference priors, they cannot
effectively maintain the diversity and richness of information
details. Therefore, using generative priors can break through
geometric constraints, not limited by dictionary size, and
provide rich and diverse prior information such as texture and
color to the maximum extent, so that the final recovered miner
face image can balance fidelity and authenticity.

A novel blind restoration model for miners’ face images
based on improved GFP-GAN is proposed to tackle the intri-
cate degradation factors encompassing noise, blurring, and
low resolution, which can make it difficult for blind image
restoration to balance fidelity and authenticity. There are two
main innovative points in this article:

(a) By replacing the U-Net structure of the degradation
removal module in the GFP-GAN model with the UNet++
structure, the model captures deeper feature information of
the image, pays more attention to facial details, and obtains
rich facial information from miners.

(b) To enhance the model’s capability in capturing
multi-scale features and delivering finer facial images, the
proposed model integrated the channel-split spatial feature
transform (CS-SFT) within the GFP-GAN framework, incor-
porating the squeeze and excitation (SE) mechanism. This
approach aims to further refine the miner face images and
improve their quality.
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FIGURE 3. The comprehensive framework of the model proposed in this
study.

Il. MATERIALS AND METHODS

As seen in Figure 3, the whole framework of this article
mainly includes the following two stages. Firstly, the model
introduces a UNet++ network to remove complex image
degradation and uses a pre-trained StyleGAN2 network as
prior knowledge. Secondly, the model introduces a channel
attention mechanism on the original channel-split spatial fea-
ture transform (SFT) layer to effectively leverage the prior
features embedded within the pre-trained network., which
can balance the authenticity and fidelity for the final miner
face output image. In comparison with other algorithms, the
proposed model achieved much better experimental results
for LPIPS, FID, and NIQE indicators.

A. GFP-GAN NETWORK

The network structure of the GFP-GAN is presented in
Figure 4. The core architecture consists of a degradation
removal module and a GAN, pre-trained as a prior, which
bridge from coarse to fine through potential code mapping
and multiple CS-SFT, achieving an equilibrium between
fidelity and authenticity through a single forward transfer.
During the training process, the intermediate restoration loss
was used to eliminate complex degradation, the facial com-
ponent loss of the discriminator was used to improve facial
details, and the identity preservation loss was utilized to
preserve facial features.

Specifically, as a prior module, pre-trained GAN is also
known as facial prior. It obtains the distribution of facial
details through pre-trained facial GAN in the weight of
convolution and uses a StyleGAN2 network with strong
generation ability for pre-training, which can provide the
diversified and enriched facial details for blind facial restora-
tion work. The typical method of generating prior knowledge
in the past was to map the facial image of the network to the
nearest potential code and then generate the corresponding
output image through pre-trained GAN [20]. The principle
of this method is to map random latent codes into facial
images and then implicitly encapsulate prior information in
the GAN network. In specific operational implementation,
in order to achieve high fidelity facial images, it often requires
a long iterative optimization process to achieve the desired
effect, which to some extent limits the representativeness of
semantic attributes. Therefore, GFP-GAN does not directly
generate the final facial image but rather obtains interme-
diate convolution features generated by pre-trained GAN
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FIGURE 4. The architectural design of the GFP-GAN network.

(StyleGAN?2). The convolution features contain a variety of
semantic information, and most importantly, the input fea-
tures can be further adjusted to maintain the fidelity of the
output image.

Specifically, the degradation removal module aims to pro-
mote the model’s expressive power, preserve the semantic
attributes for image, extract feature information, and map the
information, as shown in Formulas (1) and (2).

W = MLP(Flatent) (1)
Foan = StyleGAN2(W) 2)

In the formula, given the potential coding vector Fjye,s of
the face image generated by the degradation removal module,
initially, the model maps the input to an intermediate potential
code W via a series of multi-layer perceptron (MLP) layers,
and then generates convolution features for each resolution
dimension by passing the potential code W through each
convolution layer in StyleGAN2

B. IMPROVED GFP-GAN NETWORK MODEL

Figure 5 illustrates the enhanced network structure of the
GFP-GAN model. An unknown degraded miner face image x
is input, and through blind facial image restoration, a high-
quality image J is output to be as approximate to the real
image y’ s fidelity as possible.

Specifically, a backbone network using UNet++ as the
degradation removal module was introduced first, with the
main purpose of removing complex degradation from images
and extracting two types of features: Firstly, the input images
undergo a transformation, mapping them onto the nearest
latent code within the pre-trained GAN (StyleGAN2) through
latent feature. The second is the multi-resolution spatial
feature Fypqriq €xtraction in the degradation removal mod-
ule, which can be applied to modulate the pre-trained GAN
(StyleGAN2) features. By multiple linear layer mapping,
Faens 1s transformed to the intermediate latent code W,
and Fgan represents the intermediate convolutional features
generated by the pre-trained GAN (StyleGAN?2) for the latent
code that is similar to the input facial image. These inter-
mediate convolution features can provide the weight of the
StyleGAN2 network to capture more varied and rich priors
and to restore rich details and real textures. Real miners’
facial images are mostly taken in dimly lit environments,
and the images contain a lot of dust. The vivid color priors
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FIGURE 5. Improved GFP-GAN network architecture.

generated in the facial priors enable the model to perform
color enhancement, including coloring.

Secondly, through introducing the channel attention mech-
anism, the squeeze-and-extraction channel-split spatial fea-
ture transform (SE-CSSFT) layer gradually refines the
spatial modulation of the intermediate convolution fea-
ture Fgan. The specific operation was achieved using the
multi-resolution spatial feature Fpuriq, Which can balance
fidelity and authenticity.

1) DEGRADATION REMOVAL MODULE BASED ON
IMPROVED U-NET

The images of miners’ face in the real-world exhibit com-
plex low resolution, artifacts, severe blurring, and noise
degradation. The degradation removal module specifically
removes these degradation types, reduces the burden on sub-
sequent modules, and allows clearer facial features, Figrens
and Fiparial, to be extracted.

The GFP-GAN network initially adopted U-Net as the
backbone of the degradation removal module. U-Net was pro-
posed in 2015 [20] and achieved some effects in the domain
of medical image segmentation. U-Net adopts a left and right
symmetric U-shaped structure, and the left and right parts can
also be further divided into encoding and decoding parts.

On this basis, this article improves the U-Net skip connec-
tion structure by adopting the UNet++ framework, which
was improved by Zhou et al. [21]. Inspired by the skip con-
nection, Li et al. formed a UNet++ structure based on nested
and dense skip connections, which can effectively improve
the problem of semantic differences caused by improper fea-
ture information fusion, this is depicted in Figure 6.

Upon examination of Figure 6a, it becomes evident that
UNet++ connects all four layers of U-Net together, rep-
resented by green lines in the figure, bridging a semantic
gap between the encoding and decoding subnetworks. The
high-resolution feature maps are gradually fused from the left
encoding subnetwork to the corresponding semantic feature
maps in the right decoding subnetwork and integrated through
superposition to obtain features at different levels. And gra-
dient flow can be also improved by the series of dense and
nested jump paths, represented in blue in the figure.

In Figure 6b, 6¢, the skip connection’s structure is shown,
moreover, the detailed calculation procedure is outlined in
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Formula (3).

Lk | HEH, ‘ =0
H(IXT, U, k=1

In the equation, xU-%) is the output feature graph, where j
denotes the total number of network layers, while k signifies
the count of dense convolution layers featuring skip connec-
tions; H(-) is the convolution operation, [ ] is the cascading
layer; U(-) is the up sampling layer. When k = 0, the input
feature refers to the output feature from the previous layer
in the encoding subnetwork. When k = 1, there are two
different layers of encoding sub network inputs.

The improved UNet++ jump connection has a deeper
range in feature capture, pays more attention to details, and
further expands the range of the receptive field, which greatly
improves the ability to extract features. Consequently, within
the degradation removal module, both features Fju,; and
Fypatia are utilized to transform the input image x into the
nearest latent code, while simultaneously modulating the
StyleGAN?2 features respectively, as shown in Formula (4).

Fiatent s Fspatiat = UNet + +(x) “4)

2) CS-SFT LAYER BASED ON SQUEEZE AND EXCITATION
The latent feature Fjuen; can better preserve semantic
attributes for the input miner face image. The Fpasiq gen-
erated by the degradation removal module network is used,
and the input spatial feature Fpuiq is used to modulate
the StyleGAN2 feature Fgay. The model must efficiently
combine the input spatial feature Fypqsiq; With the prior feature
Fgan of pre-trained miners’ facial images as a key step in
achieving experimental results, as this study wants to balance
fidelity and authenticity at the same time. Given that pre-
serving the fidelity of miners’ facial images depends on local
features and requires adaptive restoration at different spatial
positions on miners’ faces, it is crucial to preserve spatial
information from input for the facial restoration of miners’
facial images. Therefore, the network adopts SFT [22], which
can generate affine transform parameters and can help spatial
feature modulation. In addition, SFT can also combine other
conditions to make it effective in image restoration.

Specifically, across each level of resolution, through sev-
eral convolutional layers («, §), a pair of affine transform
parameters is generated based on the input feature Fgpuiar.
Afterwards, subsequently, modulation is achieved by scaling
and shifting the GAN feature Fgan , as shown in Formulas (5)
and (6).

a, = ConV(Fspatiul) 5
Foutput =SFT(Fganla, B) = 0 © Feun + B (6)

Although SFT can effectively fuse the input miners’ facial
features in order to obtain images without losing their authen-
ticity, the CS-SFT layer was used. The CS-SFT layer divides
the prior features generated by StyleGAN2 into two branches
according to the channel, and one branch directly transmits
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the features to save information. Direct transmission can save
more prior information, which helps to improve authenticity.
Another branch uses multi-resolution features to adjust the
spatial features of one set of features and finally continues
to concatenate the features of the two channels, as shown in
Formula (7).

Foutput = CS — SFT (Fganla, B)
= Concat[IdentityFin)), & © FOR + 81 (7)

In the formula, F, gXX,O is the segmentation feature of Fgan

in the channel dimension;F ép/&l is the segmentation feature
of Fgan in the channel dimension; and Concat|[-, -] represents
splicing operation.

On the basis of CS-SFT, this article further integrated
Squeeze and Excitation (SE) to form SE-CSSFT. The spa-
tial feature transformation in SE-CSSFT is divided into two
branches, and the final concatenated results are input into
the SE block. This module focuses on the importance of the
two branch channels and can provide the learned coefficients
for the two branches according to the actual situation. These
values can adjust and control the proportion of facial prior
information in the results, ensuring the overall balance of the
final effect. The structural adjustment of this part is shown in
Figure 7.

The structural change shown in Figure 7 is represented by
a formula, as shown in Formula (8).

Foupur = SE — CSSFT (Fganl, B)

= SE{Concat[ldentity(ngxo), a® ngzl + 81
(8)

Consequently, SE-CSSFT has the superiorities of incor-
porating prior features and modulating the input miner face
image, thus achieving much better equilibrium between facial
texture realism and fidelity. In addition, SE-CSSFT adopts
a dual-channel approach, which can improve the expressive
power of the channel-splitting spatial feature transformation
layer. As it does not require too many modulation channels,
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each channel can also reduce complexity. The SFT layer for
channel splitting at each resolution scale and the SE mod-
ule can assist in more precise fusion, ultimately generating
restored faces and achieving much better balance between
overall authenticity and fidelity.

C. MODEL OBJECTIVES

During the training phase, the loss function of the GFP-GAN
was used. The architecture of the loss function added adver-
sarial loss for the GFP-GAN model; it also included loss
of reconstruction loss, identity-preserving loss, and facial
component loss. The specific losses are as follows:

1) RECONSTRUCTION LOSS
L1 loss and intuition loss were used as reconstruction losses,
as shown in Equation (9).

Lrec = Annllz =zl + Aperllo(2) — (@)1 ®

In the formula, ¢(-) is the pre-trained VGG-19 net-
work [23]; Ajp signifies the L1 weight loss, whereas Ap.,
denotes the perceptual loss.

2) ADVERSARIAL LOSS
It is hoped that the network model can generate real-texture
structures by adversarial loss L, as shown in Equation (10).

Lagy = _)\adij;SOftpl”S(D@)) (10)

In the formula, D(-) represents the StyleGAN2 discrimina-
tor; Aqqy denotes the weight of the adversarial loss.

3) FACIAL COMPONENT LOSS

In the GFP-GAN network, the facial component loss was
introduced into local discriminators for the mouth and two
eyes in order to further improve the perceived components of
the miner’s face.
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Algorithm 1 A Novel Algorithm for Miner Face Restoration

1. Input of collected miners’ facial images

2. Augmenting the facial image dataset of miners

3. Input of the expanded dataset of miners’ facial images into
the degradation mode

4. Input of paired dataset images into the algorithm

5. U — Net + +(x) — Figtent» U — Net + +(x) = Fypatial, X
iis unknown degraded facial image

6. MLP(Fiatens) — W

7. StyGAN2(W) — Fgan

8. Conv(Fspariar) generats a pair of affine transform parame-
ters o and B ‘ _

9. SE{Conmat[Identity(F""%), o« @ FIP! 4 g1)

10. Output of restored miners’ facial images

Since the Gram matrix can represent the correlation of
multi-variable characteristics and effectively obtain texture
information, it can extract features from multiple local dis-
criminator layers and match the gram statistics represented in
the middle from the real and restored parts. This can generate
realistic facial details and reduce unnecessary artifacts. See
Formula (11).

Leomp = Z Mocal Esror[10g(1 — Dror (ron)]
RoOI

+ Ags||Gram(®(Zror)) — Gram(®(zrop|l1 - (11)

where ROI refers to the region of interest encompass-
ing both eyes and mouth components. Dgrp; represents
the local discriminator of each region. ®(-) represents the
multi-resolution features for the learned discriminators. Both
Alocal and Ag rtepresent the weights assigned to the local
discriminative loss and feature style loss, respectively.

4) IDENTITY-PRESERVING LOSS

For identity-preserving loss [24] in the model, the most
prominent features are captured by using the pre-trained Arc-
Face model [25], which can be used for identity recognition.
In the application of this model, the identity-preserving loss
was defined by the feature embedding of the miner face,
to ensure a minimal distance between the restored result
and the ground truth in the compact deep feature space, see
Formula (12), this study introduced an identity-preserving
loss.

Lig = riallo @) — o @) 12)

where o denotes the feature extractor of the miner face, that
is, pre-trained face recognition ArcFace. A;; signifies the
importance assigned to the identity-preserving loss. Then, see
Formula (13) for the overall loss of this model.

Liotal = Lyec + Laav + »Ccomp + Lia (13)
The proposed algorithm is outlined in Algorithm 1.
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TABLE 1. Experimental environment configuration.

Details
Intel Core i7-9750H CPU @

Equipment and Environment

Processor
2.60GHz 2.59 GHz
Graphics Card Information NVIDIA Tesla P40 GPUs
Operating System Linux
Programming Language Python
Deep Learning Framework PyTorchl.7.1
CUDA Version 11.0
Optimizer Adam

Ill. EXPERIMENTAL RESULTS

A. DATASET AND IMPLEMENTATION

The dataset comprises the captured face images of the miners;
there are 270 images. Further, after dataset augmentation
and 6-fold augmentation, the dataset had 1620 images, and
the experiments needed to be paired into training pairs,
so the degradation model was used to fit the real, low-quality
images. See Formula (14).

x=[(y®ko) Ir +nslirec, (14)

Firstly, the Gaussian blur kernel k, convolution was per-
formed on the collected image y, and then the image was
down-sampled by the scale factor r, and Gaussian white noise
ns was further added. Finally, the JPEG was compressed by
the quality factor g. o was randomly selected from {0.2 : 10},
y was randomly selected from {1 : 8}, § was randomly
selected from {0 : 15}, and ¢ was randomly selected from
{60 : 100}.Finally, there were 1620 pairs of images, eighty
percent of the data were designated as training sets, while the
remaining twenty percent served as test sets, and the image
size was adjusted to 512 x 512.

The augmentation of the dataset is shown in Figure 8
below.

(1) Flip the original image left and right

(2) Rotate the original image by 10°

(3) For the original image, translate the length of 20-pixel
units along the x and y axes respectively

(4) Enhance or weaken the contrast of the original image
by 0.2

(5) Increase or decrease the brightness of the original
image by 0.2

Table 1 presents the configuration details of the experi-
mental environment for the proposed model. The pre-trained
StyleGAN2 was used to generate miner face prior. In order to
make the model more compact, In StyleGAN2, the channel
multiplier was fixed at 1. Each SE-CSSFT layer employed
two convolutional layers for training the affine parameters.
During training, the minimum batch size was established as
12, the learning rate was set to 2 x 103, and a total of 400 k
iterations were performed.
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FIGURE 8. Mining face image dataset augmentation.

TABLE 2. Experimental hyperparameters.

Hyperparameters Value
L1 weight 4, 0.1
Perceptual loss weight 2, 1

Adpversarial loss weight 4, 0.1
Loss weight for the local discriminator 4,,,,, 1

Loss weight for feature style loss 1, 200
Identity-preserving loss 4, 10

Table 2 details the hyperparameter configurations utilized
in the training of the model for the specific experimental
setup.

B. EVALUATION INDEX

1) PEAK SIGNAL-TO-NOISE RATIO (PSNR)

PSNR is a widely utilized metric for evaluating image quality.
The calculation of PSNR first calculates the mean square
error (MSE), and then calculates on this basis. Given a
noise-free image and a noise-like image, the MSE is shown
in Formula (15).

1 M= S s
MSE = - ;O Z MG, j) = TG (15)

J=0
Then the PSNR is defined in Formula (16).

MAX?
MSE

In the formula, MAX represents the highest pixel
value of 255.PSNR is an important image evaluation
index, and the higher its value, the better the image
effect.

P =10log;o( ) (16)
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2) STRUCTURE SIMILARITY INDEX MEASURE (SSIM)

SSIM has become an important metric for measuring the
similarity of image structural information, and its value range
is described by [0, 1]. A higher value of PSNR indicates less
distortion and greater similarity among images. Given the
pixel values x and y of two images, SSIM is calculated by
the brightness, contrast, and structure, as shown in Formu-
las (17)-(19).

2mymy + 01

B (x,y) = 45— (17)
g m2 + m§ + 6

28,8y + 62

Cx,y) = 5—5—— (18)
82+ 83 + 6,
Sxy +62/2

Si(x,y) = —= (19)

8x+8y+92/2

In the formula, m, and m, denote the mean value of the
. . 2 2 .
pixel grayscale of images x and y, 8; and & represent the pixel
variance of the images x and y, d,, represents the covariance
of images x and y, and 81 = (1B)?, 07 = (02B,)?, ) =
0.01, ap = 0.03.
See Formula (20) for SSIM calculation.

S(x,y) = Br(x,y) * Ci(x, ) % Si(x, y) (20)

Compared with PSNR, SSIM is closer to the actual percep-
tion of human beings, but SSIM takes the local characteristics
of the window, so the uneven distribution of the image also
reflects the one-sidedness of the index to a certain extent.

3) FRECHET INCEPTION DISTANCE (FID)

FID is a description of path space similarity proposed by
Maurice René Fréchet [26]. It not only considers the path
space similarity but also considers the path space distance.
A lower FID value corresponds to a superior image effect.
and the specific calculation is shown in Formula (21).

F=lme—ml?+TrQ x+ > y=20"x> '

2D

In the formula, x and y denote the extracted feature infor-
mation, obtained through the utilization of the pre-trained
initial V3. m, and m, denote the mean value of the matrix
x and y, respectively, and Tr represents the trace of a matrix.

4) LEARNED PERCEPTUAL IMAGE PATCH SIMILARITY (LPIPS)
In the field of CV, because the underlying principle is very
complex, the LPIPS is typically employed to assess the
similarity between various textures. The specific LPIPS is
calculated by Formula (22).

1 A N
L=dxx)=. AT D 1w © Gl = Sllz (22)
l h,w

The calculation process can be understood first by comput-
ing the depth embedding, normalizing the activations in the
channel dimension, scaling each channel width, measuring
the distance, and then averaging over the spatial dimension
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TABLE 3. Comparison of experimental outcomes.

Algorithm eipsY rFDY NIQev pT T

HiFaceGAN(2020) 04970 6427  6.448 257414 0.6176
DFDNet(2020) 04658  57.08 5756 24.4203 0.6824
PSFR-GAN(2021) 04540 5159  6.622 25.4336 0.6538
PULSE(2020) 05162 6536 6904 23.5285 0.6207

GFP-GAN(2021)
The proposed
method

0.4046  48.59 5.517 25.9436 0.7142

0.3827 46.51 5.206 26.1061 0.7236

and all layers. In general, a decrease in the LPIPS value
corresponds to a greater similarity among images.

5) NATURAL IMAGE QUALITY EVALUATOR (NIQE)

The NIQE index quantifies the distance between the MVG
(multivariate Gaussian) model of NSS (natural scene statistic)
features. A lower NIQE value indicates a closer resemblance
in quality perception features among images. It can be seen
Formula (23).

covy + covp

_] _
2 )7 (1 — 12))

(23)

D(p1, n2) = \/((Ml — u2)T(

In the formula, 1 and w, denote the mean vectors of the
MVG models for the natural and distorted images, respec-
tively, while cov; and cov; represent the covariance matrices
corresponding to the natural and distorted image MVG mod-
els, respectively.

C. COMPARATIVE EXPERIMENT

The proposed method was compared with HiFaceGAN [19],
DFDNet [9], PSFR-GAN [5], and GFP-GAN [14], which
are currently popular face restoration methods, and compared
them with PULSE [12], an inversion method for face blind
restoration. The specific experimental results are illustrated
in Table 3.

As evident from Table 3, the model introduced in this paper
surpasses five other methods across various metrics. Specifi-
cally, when compared to the GFP-GAN model, the proposed
model exhibits a notable improvement in PSNR value, with
an increase of 0.1625dB, the SSIM has increased by 0.0094,
and the LPIPS, FID, and NIQE have decreased by 0.0219,
2.08, and 0.311, respectively. Compared with the PULSE
algorithm, the PSNR and SSIM values were increased by
2.5776 and 0.1029, and the LPIPS, FID, and NIQE values
were reduced by 0.1335, 18.85, and 1.698, respectively. Com-
pared with the HiFaceGAN algorithm, there was a notable
increase in PSNR by 0.3647 and SSIM by 0.106, and the
LPIPS, FID, and NIQE values were reduced by 0.1143,
17.76, and 1.242, respectively. Compared with the PSFR-
GAN algorithm, the PSNR value rose by 0.6725, while the
SSIM value increased by 0.0698, and the LPIPS, FID, and
NIQE decreased by 0.0713, 5.08, and 1.416, respectively.
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Compared with the DFDNet algorithm, the PSNR value wit-
nessed a significant enhancement of 1.6858, whereas the
SSIM value exhibited a moderate increase of 0.0412. and
the LPIPS, FID, and NIQE decreased by 0.0831, 10.57, 0.55,
respectively.

The PSFR-GAN, DFDNet, and GFP-GAN models that
apply the face analysis graph outperformed the PULSE and
HiFaceGAN models in terms of indicators, especially in the
LPIPS, FID, and NIQE indicators. This also shows that in the
image restoration task, the integration of prior knowledge can
better improve the image quality level.

The experimental results are divided into normal light and
low light, respectively, as shown in Figures 9 and 10.

As shown in Figure 9, compared with other models, the
proposed model demonstrates superior sensory quality in
generating output images. Notably, in the case of miners’
facial images, due to the pollution of the face, there are more
aspects that could be paid attention to in blind restoration
compared to images in other fields. The methods of PULSE,
HiFaceGAN, and PSFR-GAN have improved the blurred
sense of the image, especially PSFR-GAN, but the above
methods are not good in the whole effect of the miner face
image. PSFR-GAN uses the method of prior knowledge to
generate the miner’s face image, which is relatively blunt
and distorted, and there are artifacts. DFDNet adopts the
restoration method of the component dictionary, which has
certain advantages in the restoration of facial components,
but it does not perform well in terms of facial wrinkles and
authenticity of miners’ facial features.

Looking at Figure 10, under low-light conditions, the
images restored by the proposed model are better in terms
of overall color, image fidelity, and authenticity. Although
DFDNet adopts the method of using a component dictionary,
the facial organs of the miners’ face images under low light
are seriously degraded, and the overall fidelity of the final
output images is poor. The miners’ face images restored by
PSFR-GAN are too smooth and have a certain sense of blur.
The image output by GFP-GAN is not ideal in terms of color
and detail texture. In Figure 10a, the restoration of the beard
is not realistic enough and appears blurred. The restoration of
the beard by the proposed model is more realistic and better.
In Figure 10b, the advantages of the proposed model are that
the images are more realistic, there is no blurring, and more
fold information is preserved in the eyes.

D. ABLATION EXPERIMENT
The ablation experiment included two parts, and the first part
was mainly conducted as illustrated in Table 4.

Scheme A adopted the U-Net structure of the degrada-
tion removal module in GFP-GAN using CS-SFT; Scheme
B integrated the channel attention mechanism into the
channel-splitting spatial feature transformation layer based
on Scheme A using SE-CSSFT; Scheme C used the UNet+-+
structure as the degradation removal module and used the
CS-SFT layer; and Scheme D was based on Scheme C using
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DFDNet GFP-GAN Ours

(a) Normal light miner image 1

DFDNet GFP-GAN Ours

(b) Nomer light miner image 2

FIGURE 9. Comparison diagram of different experiments under normal
illumination.

TABLE 4. Experimental schemes of four network structures.

Program U-Net UNet++ SE
A (CS-SFT + U-Net) v

B (SE-CSSFT + U-Net) v 4
C (CS-SFT + UNet++) 4

D (SE-CSSFT + UNet++) v v

TABLE 5. Experimental results of four network structure schemes.

Program LPIPS J’ FID J’ NIQE J’

A (CS-SFT + U-Net) 0.4046 48.69 5517

B (SE-CSSFT + U-Net) 0.3961 47.90 5.414
C (CS-SFT + UNet++) 0.3906 47.49 5.348
D (SE-CSSFT + UNet++) 0.3827 46.51 5.206

the SE-CSSFT layer. Table 5 illustrates in the experimental
results.

From Table 5, upon examination of Scheme B, it becomes
evident that within the original GFP-GAN network, the
use of SE-integrated SE-CSSFT resulted in a decrease of
0.0085, 0.79, and 0.103 in LPIPS, FID, and NIQE com-
pared to Scheme A. When replacing U-Net with UNet++,
LPIPS, FID, and NIQE for Scheme C were reduced by
0.014, 1.2, and 0.169, respectively, compared to Scheme A.
Using SE-CSSFT with UNet++-, LPIPS, FID, and NIQE for
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DFDNet GFP-GAN Ours

(b) Low-light miner image 2

FIGURE 10. Comparison diagram of different experiments under low light.

Scheme D were reduced by 0.0134, 1.39, and 0.208, respec-
tively, compared to Scheme B. The degradation removal
modules are all UNet++ structures, and Scheme D adopted
SE-CSSFT, which reduced LPIPS, FID, and NIQE by 0.0079,
0.98, and 0.142, respectively, compared to Scheme C.

Two images were selected, including miners’ face images
under normal and low-light conditions, and the output images
were visualized under different network structures, as shown
in Figure 11.

Observing Figure 11, based on Scheme A, by incorporating
SE into CS-SFT, Scheme B reduces artifacts visually and
focuses on the details of facial features. In Figure 11a, B has a
clearer contour on the teeth than A. Option C replaces U-Net
with UNet++, increasing the extraction of deep features.
In Figure 11b, the overall effect of the face is significantly
improved. On the basis of Scheme C, SE is further integrated
to improve the fidelity and authenticity of the miners’ facial
images generated by Scheme D.

In summary, compared to the U-Net structure, the nested
dense skip connections of UNet++ can extract deep and
shallow features to a greater extent, and the integration of a
channel attention mechanism effectively enhances the perfor-
mance of prior features within the network model, which can
help better restore miners’ facial images.

The second ablation experiment was based on the proposed
model in this paper, using a layer-by-layer removal method
to further study the influence of prior features and the chan-
nel attention mechanism on the restoration of miners’ facial
images. Table 6 illustrates in the experimental results.
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(b) Low-light miner image

FIGURE 11. Visualization of different experimental schemes.

TABLE 6. Experimental schemes of different network structures.

Program UNet++ Channel-Split  SE
E (SE-CSSFT + UNet++) 4 v v
F (SE-SFT + UNet++) 4 4
G (CS-SFT + UNet++) v v

TABLE 7. Experimental results of different network structure schemes.

Program teies ¥ FpV NIQE 1
E (SE-CSSFT + U-Net++) 0.3827 46.51 5.206
F (SE-SFT + UNet++) 0.4029 47.49 5348
G (CS-SFT + UNet++) 0.3906 47.08 5319

The second ablation experiment was conducted on the
basis of the degradation removal module; it was a UNet++
network. Scheme E uses SE-CSSFT, where one branch is
directly transmitted to save more prior information and the
other branch uses multi-resolution feature Fspiq to modulate
prior feature Fgay. Finally, the features of the two channels
are further concatenated and integrated into the channel atten-
tion mechanism. Scheme E is the proposed scheme in this
paper.

Scheme F adopts a single-channel feature transformation
layer, removing the channel split of Scheme E, and uses all the
feature information from the multi-resolution spatial feature
FS to modulate the features of StyleGAN2, changing the
design of half modulation. Scheme G removes SE from E and
adopts the channel-split spatial feature transformation layer
in the original network. Table 7 illustrates in the experimental
results.

Observing Table 7, when only channel split is removed, the
LPIPS, FID, and NIQE of Scheme F increase by 0.0202, 0.98,
and 0.142 compared to Scheme E. When removing SE again,
the LPIPS, FID, and NIQE of Scheme G are improved by
0.0079, 0.57, and 0.113 compared to Scheme E, respectively,
resulting in a decrease in image perception quality.

Two miners’ facial images were selected, including one
under normal lighting and one under low lighting, and the
experimental results of E, F, and G schemes were visualized,
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(b) Normal light miner image

FIGURE 12. Visualization of different experimental schemes.

FIGURE 13. This proposed method restores grayscale images.

as shown in Figure 12. Scheme E showed reduced artifacts
and blurring and achieved a much better balance between
authenticity and fidelity in the final output image, resulting
in higher image quality.

In summary, the attention channel mechanism adds coef-
ficients to the two channels in the CS-SFT layer, enabling
multi-resolution special FS to better modulate the spatial
features of the prior feature FGAN. SE-CSSFT effectively
elevates the perceptual quality of miners’ facial images. Sim-
ilarly, the use of two branches in the SE-CSSFT layer also
makes prior features play a more prominent role in miner face
restoration tasks.

IV. DISCUSSION

The algorithm developed in this study is based on miner face
images, and has shown good adaptability and effectiveness in
dealing with dark and dusty skin on human faces, ensuring
high visual consistency between the output image and the
original input. However, it is worth noting that the color of
the dataset in this study is monotonous. For grayscale input
miner images, due to the lack of color information and the
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fact that the miner’s face often obscures dust, the algorithm
may produce certain deviations when restoring facial colors,
as shown in Figure 13. Secondly, it is also limited by the
insufficient number of datasets, and in the future, we shall
consider using plug and play sampling methods to expand the
dataset [27]. Therefore, this study needs to further construct
a more diverse, balanced, and data intensive training dataset.

The image examined in this paper is a miner’s face image
that exhibits multiple degradation factors. The pre-trained
GAN and input image features are employed to modulate
the image, and the output is constrained using reconstruction
loss and identity preservation loss to ensure fidelity to the
input. When the degradation of actual images is severe, the
method may also produce minor artifacts when restoring
facial details, a challenge that future research will need to
address.

V. CONCLUSION

Real-world Super-Resolution (Real-SR) methods focus on
dealing with diverse real-world images and have attracted
increasing attention in recent years [28], [29]. In this paper
introduces a novel and enhanced GFP-GAN approach specif-
ically tailored for blind restoration of miners’ facial images.
Firstly, the dataset was expanded, and a degradation model
was established to fit low-quality miner facial images. Sec-
ondly, to enhance the model’s capacity for feature extraction,
a UNet++ network with nested and dense skip connec-
tions was used as the degradation removal module in the
model, helping to better capture deep and shallow features
of different resolutions. The proposed model utilized latent
code mapping alongside a multi-channel-split spatial seg-
mentation feature conversion layer to seamlessly integrate the
degradation removal module with the retrained facial GAN,
an attention mechanism was introduced into the spatial fea-
ture conversion layer, and SE-CSSFT was used to make prior
features play a greater role, ultimately achieving much better
balance between fidelity and authenticity in the output image.
In addition, the loss function added reconstruction loss, facial
component loss, and identity-preserving loss, which guided
the model to complete the blind image restoration task and
achieved a better blind restoration effect.

In subsequent research, due to the need to design additional
modules to utilize GAN prior information in order to gener-
ate prior information, the model may also waste computing
resources to some extent. Therefore, this study shall consider
using generative diffusion prior methods to reduce the com-
plexity of the network [30].
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