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ABSTRACT As intelligent transportation systems continue to evolve, effective traffic sign detection is
crucial for enhancing road safety and managing traffic congestion efficiently. This paper introduces the
YOLOvV7-tiny-RCA model, a novel lightweight approach designed specifically to address the dual challenges
of high model complexity and diminished detection accuracy in long-distance scenarios commonly faced in
traffic sign recognition. By integrating an improved ELAN-REP module into the YOLOv7-tiny backbone,
our model significantly reduces computational complexity during the inference stage. Additionally, the
incorporation of the CBAM attention mechanism enhances the model’s capability to extract and fuse relevant
information from traffic scenes more effectively. To further optimize performance, we replaced the traditional
feature fusion network with an Asymptotic Feature Pyramid Network, which facilitates better interaction
between different layers and reduces the overall computational burden. Our experimental results demonstrate
that the YOLOvV7-tiny-RCA model achieves a mean Average Precision of 81.03% and a parameter reduction
from 6.13M to 4.99M, highlighting its efficiency and potential for deployment on edge devices. These
significant improvements indicate that our model not only advances traffic sign detection technologies but
also offers practical applications for modern intelligent transportation systems.

INDEX TERMS Asymptotic feature pyramid network, attention mechanism, object detection, RepConv,
traffic sign detection.

I. INTRODUCTION

With the global advancement of autonomous driving and
intelligent transportation systems, traffic sign detection has
become a key research area. However, real road scenarios
have intricate road conditions, so being able to quickly and
accurately recognize traffic signs and provide drivers with
important information that is difficult to capture directly
with the naked eye has become the key to ensuring driving
safety.

Traffic sign detection methods can be categorized into two
types: methods based on traditional image processing and
methods based on deep learning. In the traditional approach,
traffic sign detection relies on analyzing its specific attributes.
Since traffic signs are usually designed with strictly defined
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color patterns (e.g., red, blue, white) and specific shapes
(e.g., circles, squares, and triangles). These properties help
to separate them from the complex background environ-
ment. Therefore, traditional traffic sign detection methods are
mainly classified into color-based, shape-based, and hybrid
methods based on the combination of color and shape fea-
tures. However, traditional traffic sign detection methods
mainly rely on manually extracting features, but this approach
is unable to deeply explore the deep semantic information of
traffic signs, and performs poorly in terms of environmen-
tal adaptability and suffers from problems such as lack of
robustness. In addition, this method is also limited in detec-
tion efficiency due to the complex computational process.
In contrast, deep learning has the ability to extract features
automatically, and achieves more efficient and accurate traf-
fic sign detection by learning feature information through
training.
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With the rapid development in the field of deep learn-
ing, algorithms such as Faster R-CNN [1] and YOLO series
have been widely used in the task of detecting road traf-
fic signs. Li and Wang [2] designed a detection method
that combines the Faster R-CNN framework and MobileNet
structure, which is capable of adapting to different light-
ing and environmental conditions. Tabernik and Skocaj [3]
improved the Mask R-CNN technique to recognize and
detect large traffic signs, and the experimental results show
that its error rate is no more than 3%. Based on Faster
R-CNN, Pon et al. [4] performed global category classi-
fication and fine-grained classification through two-layer
classification to effectively detect traffic signs and signals in
different datasets. Although the CNN-based two-stage detec-
tion network excels in accuracy, it has some limitations in
real-time due to high computational complexity. As a result,
researchers are turning to single-stage networks for appli-
cation scenarios that require higher real-time performance.
Zhang et al. [5] designed their real-time Chinese traffic sign
detection algorithm using YOLOvV2, which optimizes the
computational complexity by utilizing multiple 1 x 1 convolu-
tional layers. Rajendran et al. [6] developed a YOLOv3-based
traffic sign recognition approach that reduces the instability
problem of detecting small-sized targets. Nevertheless, the
detection accuracy of the method is still low and the real-time
performance is still not up to the expected level. Chen et al.
[7] developed a small traffic sign recognition technique called
TSR-SA based on the YOLOv4 and YOLOVS frameworks,
and significantly improved the accuracy and robustness of
the detection of small traffic signs through innovative data
augmentation methods and model structural adjustments.
Luo et al. [8] developed a YOLOv4-Ghost-based traffic sign
detection algorithm, which optimized the network structure
by integrating the GhostNet lightweight backbone network,
and demonstrated excellent performance in terms of real-time
and accuracy. In the 2021 study, Yang et al. [9] applied
the YOLOVS algorithm to the field of traffic sign detection.
Better real-time performance was achieved by combining
Mosaic data enhancement techniques and network param-
eter optimization. These studies improved the ability of
single-stage networks to detect traffic signs by optimizing
the network structure and other methods. However, these
algorithms still face the problem of long detection pro-
cess time due to the large number of parameters of the
network model and high computational effort, which is dif-
ficult to meet the practical needs of lightweight traffic sign
detection.

In order to ensure that the model can efficiently and
accurately perform traffic sign detection under various edge
device conditions, so as to effectively deal with various
challenges in real traffic environments, this study takes the
current mainstream lightweight real-time target detection
algorithm YOLOvV7-tiny as the baseline model, and proposes
a new algorithm, YOLOv7-tiny-RCA, to reduce the num-
ber of model parameters and computation volume, while
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improving the detection accuracy, so as to better deploy on
edge detection devices for traffic sign detection., computa-
tion, and can be better deployed on edge detection devices
for traffic sign detection. The main contributions of our study
are:

o In this study, we selected the TT100K [10] dataset.
To address the problem of uneven distribution of cat-
egories in TT100K, we screened 45 categories with
a sample size of more than 100, and expanded the
self-constructed dataset by collecting road images con-
taining traffic signs from some cities in Northeast China
to constitute a dataset with a more balanced number of
categories, and named it TT100K-B.

« Inorder to realize the lossless compression of the model,
we propose an ELAN-REP module containing Rep-
Conv instead of the ELAN module in the YOLOV7-tiny
backbone network, which draws on the idea of repa-
rameterization to transform the multi-branch structure
in the training stage into a single-branch structure in the
inference stage, thus improving the inference speed of
the model.

« To enhance the efficiency of our network in focusing
on critical features while minimizing redundant infor-
mation, we have integrated the Convolutional Block
Attention Module (CBAM) into the feature layer of
the YOLOv7-tiny’s backbone network. This innovation
significantly boosts the network’s ability to characterize
and process relevant features, thereby enhancing overall
performance.

o Addressing the challenge of inadequate integration of
high- and low-level semantic information within deep
neural networks, we have employed a novel feature
fusion approach called the Asymptotic Feature Pyra-
mid Network (AFPN) within the YOLOv7-tiny’s neck
network. This technique not only elevates the model’s
accuracy and ability to capture detailed features in
traffic sign detection but also reduces the number of
model parameters and computational demands, substan-
tially enhancing the model’s efficiency on edge devices.
Furthermore, we have replaced the conventional loss
function with SIOU loss to improve the model’s conver-
gence and robustness, thereby optimizing YOLOV7-tiny
for more effective traffic sign detection.

The structure of this paper is as follows: Section II
introduces two-stage and one-stage detection algorithms,
advancements in lightweight networks, and the detailed archi-
tecture of YOLOvV7-tiny. Section III elaborates on the archi-
tectural enhancements of YOLOv7-tiny-RCA. Section IV
details the experimental setup, datasets used for training
and validation, and conducts ablation studies, comparisons
with classical models, state-of-the-art (SOTA) comparisons,
and result visualizations to demonstrate the effectiveness of
the proposed method. Section V concludes the paper, dis-
cussing the limitations of the approach and future research
directions.
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Il. RELATED WORK
A. SINGLE-STAGE AND TWO-STAGE DETECTORS
Deep learning-based target detection techniques are broadly
categorized into two groups: first, two-stage detection algo-
rithms such as Faster R-CNN [1] and Mask R-CNN [11].
Such algorithms perform target detection in two steps, where
candidate frames are first generated from the input image,
and then these regions are further processed, including regres-
sion to adjust the bounding box and classification. Another
class of algorithms is the single-stage detection algorithms
represented by SSD [12] and YOLO series. Unlike traditional
methods, these methods realize fast end-to-end detection by
treating target detection as a regression problem. Compared
to single-stage algorithms, two-stage detection algorithms
have higher detection accuracy, but it is difficult to meet the
demand of real-time target detection because of their larger
computation, higher complexity, and slower detection speeds.
Liang et al. [13] propose an improved Sparse R-CNN
for traffic sign detection in autonomous vehicles. The
framework incorporates self-adaptive augmentation and a
new dataset, BCTSDB, enhancing detection accuracy in
diverse conditions. The model addresses challenges in real-
world applications, demonstrating significant improvements
in detection robustness and accuracy. Wang et al. [ 14] develop
a visual perception framework for intelligent transportation
systems in the Metaverse, focusing on efficient data optimiza-
tion and domain-adaptive learning. The framework, termed
MITVF, enhances traffic object detection by leveraging vir-
tual data for model training, significantly reducing costs and
improving detection accuracy in complex traffic scenarios.
They [15] introduce an efficient traffic sign detection sys-
tem using a multi-scale approach and attention fusion. Their
model, designed for vehicle-mounted systems, improves
detection through an Attention Fusion Pyramid Network and
a multi-head detection mechanism, achieving high accuracy
and real-time performance with practical deployment capa-
bilities on vehicle platforms.

B. YOLO SERIES NETWORK

YOLOv1 [16] has received a lot of attention for its fast
detection speed since its introduction in 2016. It treats target
detection as a regression task and predicts classification prob-
abilities through regression analysis. Unlike the design of
YOLOvI1, YOLOV2 [17] removes the fully connected layers
from the network so that the entire network structure consists
only of convolutional and pooling layers.This improvement
allows the network to be more flexible in handling images of
different sizes.YOLOV2 also uses an odd-sized feature map
design and updates the border position by calculating the
coordinate offsets.YOLOv3 [18] Based on the Darknet-53
architecture, which is more complex than the Darknet-19
architecture of YOLOV2, and thus is able to better learn
and represent complex features, it uses the structure of a
feature pyramid network (FPN), which allows the network
to learn and recognize targets of different sizes, effectively
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enhancing the detection of multi-scale targets. The YOLOv4
[19] algorithm has improved the network structure compre-
hensively by using CSPDarknet53 as the backbone network.
The algorithm uses Spatial Pyramid Pooling (SPP) and
Path Aggregation Network (PANet) to further process and
fuse the features after feature extraction, which significantly
improves the accuracy of traffic sign detection. The YOLOVS
[20] algorithm consists of a backbone network and a neck
network. In the backbone network, the cross-stage partial net-
work (CSP) improves the efficiency of feature extraction and
effectively reduces the amount of computation. In addition,
the backbone network contains a Spatial Pyramid Pooling
Fast (SPPF) module, which is responsible for capturing the
global information of the target. The neck network, on the
other hand, employs PANet to aggregate features and gener-
ate a feature pyramid. This mechanism enhances the detection
of targets at different scales, thus enabling the model to
recognize the same target at different sizes and scales.
Currently, the YOLO family of algorithms has evolved to
YOLOvV7 [22]. The CBS module, Efficient layer aggregation
networks (ELAN), and MP are integrated in the backbone
network of YOLOv7. Among them, the CBS module com-
bines a convolutional layer with a batch normalization layer
and uses SiLU as an activation function to introduce nonlinear
processing capability. The ELAN module, on the other hand,
is designed with two branches to take on the tasks of chan-
nel transformation and feature extraction, which improves
the generalization capability of the model by regulating the
shortest and longest gradient paths. The MP module, on the
other hand, implements image down-sampling through con-
volution and maximum pooling. YOLOV7 also uses MPConv,
which draws on the advantages of both max-pooling and
convolution to extract features efficiently, and combines the
two to form a two-branch structure to capture richer feature
information. The YOLOV7 architecture uses up-sampling in
its neck module to fuse high-level and low-level feature
information to facilitate the top-down flow of information.In
addition, YOLOv7 adopts the SPPCSPC structure, which
not only improves the processing speed and accuracy of
the model by integrating the maximum pooling operation,
but also enhances the model’s ability to adapt to differ-
ent resolution images. Finally, in the head module of the
model, YOLOvV7 corresponds to targets of large, medium
and small scales through different scales of detection heads.
Notably, in order to further improve the inference speed
of the network and reduce the consumption of resources,
YOLOV7 introduces RepConv in the detection head part,
which enables it to improve the inference efficiency while
keeping the detection accuracy, and significantly reduces the
computational cost. However, in the YOLOv7-tiny version,
its detection head uses standard convolution to replace Rep-
Conv in YOLOV7. In addition, to meet the needs of different
devices, YOLOV7 authors design three types of basic models:
YOLOvV7, YOLOv7-W6, and YOLOv7-tiny. respectively,
they are suitable for normal GPUs, cloud platform GPUs, and
edge GPU hardware. In summary, the YOLOvV7 algorithm
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demonstrates its efficiency and accuracy in the real-time
traffic sign detection task. Wang et al. [22] propose TSD-
YOLO, an improved YOLOvVS for small traffic sign detection.
It introduces the Space-to-Depth (SPD) module and Select
Kernel (SK) attention mechanism to enhance detection accu-
racy in complex environments. The model shows significant
improvements in detection performance on CSUST Chinese
Traffic Sign Detection Benchmark (CCTSDB) and TT100K
datasets.

C. LIGHTWEIGHT NETWORK

With the development of convolutional neural networks, neu-
ral networks have been widely used in industrial computer
vision. However, in the early development stage of deep
learning, the attention to the number of model parameters and
the computational volume is not sufficient, which limits the
application of the model in the field of real-time traffic sign
detection. As a result, lightweight networks have emerged.
Lightweight networks are mainly designed to reduce the
number of parameters, computational size, and improve the
speed of the network without sacrificing the accuracy of
the model as much as possible, so as to achieve a balance
between lightweight, real-time, and accuracy.

The SqueezeNet network [23], introduced in 2016, is one
of the early representatives of lightweight networks, which
achieves efficient compression of parameters by introducing
the Fire module. Based on this, SqueezeNext [24] further
improved the efficiency of the network by adding separation
convolution. Subsequently, ShuffleNett [25] enhanced the
information exchange between different channels by channel
shuffling technique. By 2020, Han et al. proposed the Ghost-
Net [26] lightweight network architecture. This architecture
achieves more efficient feature extraction by reducing the
number of model parameters and effectively handles informa-
tion redundancy in the network. However, despite the success
of the Ghost module in reducing the amount of computa-
tion, its ability to capture spatial information was reduced.
Therefore, GhostNetV2 [28] introduces a Decoupled Fully
Connected (DFC) based on a fully connected layer. This
mechanism is not only less demanding on hardware, but also
capable of capturing the dependencies between distant pixels,
thus improving the inference speed of the model. Tang et al.
[28] introduce ALODAD, an anchor-free lightweight object
detector for autonomous driving. By integrating an attention
scheme into the GhostNet backbone and using a novel IoU-
aware head, ALODAD achieves high detection accuracy with
lower computational costs. The model demonstrates robust
performance in real-time traffic scenarios, outperforming
several existing methods.

In addition, MobileNetV3 [29] is one of the lightweight
networks in the MobileNet family, which follows the
Deep Separable Convolution (DWConv) used in the
MobileNetV1 [30] network and uses the inverse residual
structure from MobileNetV2 [31], as well as introducing the
SENet attention mechanism with lightweight improvements.
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These improvements help to reduce the loss of features in
the extraction process and enhance the network’s ability in
capturing information.

D. YOLOVZ7-TINY NETWORK STRUCTURE

YOLOvV7-tiny model is the lightest version of YOLOv7
series, with smaller number of model parameters and faster
processing speed. Traffic sign detection faces complex road
scenes in the real world, so it not only requires high real-time
performance, but also has high requirements for accuracy.
Currently, real-time target detection algorithms mostly need
to be deployed on edge devices close to the user, such as cell
phones and in-vehicle cameras. However, the computational
power of these devices is limited to some extent compared to
cloud platform GPUs. Therefore, based on lightweight con-
siderations and the need for accuracy, YOLOvV7-tiny, which
has a smaller number of parameters and computation, is cho-
sen as the benchmark model in this study.

The backbone feature extraction network of YOLOv7-tiny
mainly consists of a CBL (Convolutional, Batch normaliza-
tion, and Leaky ReLU) module, a concise version of the
ELAN module and a maximum pooling module. Among
them, the CBL module consists of a convolutional layer,
a BN, and a Leaky ReLU activation function.The ELAN
module mainly consists of VoVNet [32] and CSPNet [33],
which optimizes the feature aggregation function while solv-
ing the problem of the model’s difficulty in convergence
after scaling. This ensures that the model maintains accurate
performance even with fewer parameters and faster detection
speeds, making it well suited for real-time traffic sign detec-
tion requirements and easy to deploy on edge devices such
as in-vehicle cameras. In addition, YOLOv7-tiny eliminates
the operation of connecting the two paths of max-pooling and
convolution in the YOLOvV7 version of MPConv, and instead
uses only max-pooling for down-sampling. YOLOv7-tiny’s
necking network employs the SPPCSP module, which imple-
ments feature graph fusion of local and global features to not
only enhance feature extraction but also provide richer feature
graphs, as well as aggregating feature gradient information
to reduce parameters while maintaining faster performance.
YOLOvV7-tiny employs the same YOLOVS path-aggregated
feature pyramid (PAFPN) architecture for feature aggrega-
tion, which combines FPN [34] and PANet [35] to achieve
top-down fusion of low-resolution high-semantic information
feature maps with high-resolution low-semantic information
feature maps and top-down path augmentation to obtain local-
ization information, such that each feature layer contains
information from different layers.YOLOv7-tiny will take
the feature maps with different scales generated after going
through the process of feature extraction and multi-scale fea-
ture fusion in the Head section, and after further processing,
the three feature maps with different sizes (80 x 80 x 150,
40 x 40 x 150, and 20 x 20 x 150) obtained correspond to
the large, medium, and small target sizes, respectively. of the
detected feature layers.

VOLUME 12, 2024



X. Cao et al.: Lightweight Traffic Sign Detection Method With Improved YOLOv7-Tiny

IEEE Access

CBL

b

{Er_um] = [ CEL

) (e}

CBL

ELAN-REP |:

v
CBEL
MNeck

[_ITBA.\-IH CBL 1

|mm]

FIGURE 1. The architecture of our proposed YOLOv7-tiny-RCA.

Ill. MATERIALS AND METHOD

A. YOLOv7-TINY-RCA

In order to facilitate the deployment of the model on
edge devices such as in-vehicle systems, this study makes
improvements for YOLOv7-tiny to realize the lightweight
requirement. Specifically, we first propose an ELAN-REP
module containing RepConv instead of the ELAN module
in the backbone network, which draws on the idea of repa-
rameterization to transform the multi-branch structure in the
training phase into a single-branch structure in the inference
phase, thus improving the inference speed of the model.
Subsequently, the CBAM attention mechanism is used in the
feature layer of the backbone network to enable the network
to reduce redundant information, focus on important features
more effectively, and improve the network’s representational
capability and performance. In addition, the feature fusion
technique AFPN is used to replace PANet in YOLOV7-tiny
in order to adjust the feature fusion structure and improve
the speed of model feature extraction. Finally, the loss of
the original network is improved to enhance the convergence
ability and robustness of the model through SIOU, which
makes YOLOv7-tiny more suitable for traffic sign detection.
The YOLOv7-tiny-RCA framework proposed in this paper is
shown in Figure 1.

B. IMPROVED ELAN-REP
In 2021, Ding et al. [36] proposed a multi-branch network dis-
tribution architecture based on VGG [37]. This architecture
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takes advantage of the multi-branch structure to optimize the
model during the training process and improves the efficiency
of device memory usage and model inference speed through
the single-branch structure in the inference phase. Based on
this design concept, this paper uses RepConv to improve the
performance of traffic sign detection while realizing complex
training and simple inference of the model. The main idea
is to optimize the network in the inference stage and fuse
multiple computational modules into a single module, thus
reducing the computational burden and memory requirements
during inference. The reparameterization process consists of
two main steps:

1) FUSION OF CONVOLUTIONAL AND BN LAYERS

In the inference stage, the fusion of the convolutional kernel
with the BN layer and the fusion of the directly connected
branches with the 3x3 and 1x 1 convolutional layers are the
two key points of the reparameterization. The formula for the
fusion of the convolutional kernel with the BN layer can be
expressed as:

The convolutional layer operation is specified as follows:

Conv(x) =B+ W (x) @))

The BN layer operation is specified as follows:

(x — mean)

BN (x) = N

+B @
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Combining the results of the convolution with the BN layer
and substituting (1) into (2) yields (3):
W (x)+B -
BN (Conv (x)) = y * W ) mean) +8 3

var

From the results, we can learn that after the fusion of the
convolutional and BN layers, the new BN operation can be
obtained by further organizing (4) as follows:

BN (Conv (x)) = w ()i})c; 14 + |:((B — m‘e}ZT:) xY) 4 ﬂ}
“4)

2) MULTI-BRANCH FUSION IS ADOPTED

The re-parameterization technique uses a is a multi-branch
composite structure containing 3x3, 1x1 convolutions as
well as directly connected paths in the training phase. This
structure is designed to allow the model to learn the features
of the input data more fully, and to enhance the model’s
understanding of the input data by combining convolutional
kernels of different sizes with directly connected paths.
In order to improve efficiency and reduce model complex-
ity during the inference phase, the three branches described
above will be uniformly transformed into a single 3x3 con-
volution structure and fused together to form a single 3x3
convolution structure. This operation both reduces the model
complexity and speeds up the inference of the model without
sacrificing accuracy. This technique makes the model more
suitable for operating in resource-constrained environments,
such as real-time application scenarios in mobile devices or
embedded systems, by reducing the amount of computation
the model has to perform during inference. The multi-branch
fusion process is specifically shown in Figure 2.

N

) (] ()

o

FIGURE 2. Schematic diagram of Multi-branch fusion process.

Therefore, in order to further improve the efficiency of
YOLOv7-tiny network in the inference stage, this study
adopts RepConv, which replaces the first 3x3 standard
convolutional layer in the ELAN module of the original
YOLOV7-tiny algorithm backbone network, as a way of
improvement. Meanwhile, the improved ELAN module is
named ELAN-REP module, and its specific structure is
shown in Figure 3.
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C. IMPROVED ATTENTION MODULE

CBAM [38] is a hybrid domain attention mechanism, which
enables the model to associate features in channel and space
more effectively through the combination of channel attention
and spatial attention. As aresult, CBAM can adaptively adjust
the importance of features in the channel and spatial dimen-
sions so that the network can focus more on key features
and enhance its ability to capture features, thus improving
the overall performance of the neural network. We opted
for the CBAM due to its sequential attention mechanism
that enhances feature representation by focusing on both
channel and spatial dimensions. CBAM’s integration into
our YOLOv7-tiny model effectively improves its ability to
localize and detect small or partially obscured traffic signs by
emphasizing the most relevant features through channel-wise
and spatial attention. This choice is substantiated by superior
detection performance in complex backgrounds, distinguish-
ing CBAM from other attention mechanisms that might only
focus on one aspect of attention.

The schematic diagram of CBAM attention mechanism is
specifically shown in Figure 4. Among them, the channel
attention module mainly optimizes the model’s adjustment
of feature importance in different channels and transfers
the captured feature information of different channels to a
shared network to generate the channel attention graph. First,
it performs global maximum pooling and global average
pooling operations on the input feature maps. Subsequently,
these pooling-operated feature maps are processed through a
two-layer multilayer perceptron, which is then processed by
a Sigmoid activation function to generate the final attention
feature maps on the channel dimensions. The spatial attention
module, on the other hand, focuses on focusing on the loca-
tion information of the region of interest in the image and
generates a spatial attention map based on the spatial rela-
tionship between the features. It follows the channel attention
module and it takes the output feature map processed by the
channel attention module as input. The two processed feature
maps are then stitched together in the channel dimension
by performing global maximum pooling and global average
pooling operations on this feature map respectively. Next, the

GlobalAvgPool

/{@w}\® P

FIGURE 4. CBAM attention mechanism.
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VOLUME 12, 2024

R—

Channel Attention Mechanism Spatial Attention Mechanism



X. Cao et al.: Lightweight Traffic Sign Detection Method With Improved YOLOv7-Tiny

IEEE Access

spliced feature map is downscaled by a convolutional layer of
size 7x7 so that the output feature map has a channel number
of 1. Finally, a Sigmoid activation function is applied to
generate the spatial attention feature map. This combination
design makes the channel and spatial attention mechanisms
complement each other, thus improving the feature extraction
capability of the model.

D. IMPROVED ASYMPTOTIC FEATURE PYRAMID
NETWORK

In this study, a new feature fusion method, AFPN [39],
is introduced in the neck network of YOLOv7-tiny to
maintain the information integrity during the multilevel trans-
mission process in order to enhance the extraction of target
features of traffic signs. The specific structure of the AFPN
used in this paper is shown in Figure 5. Where the black arrow
represents the process of convolution and the blue arrow
indicates the adaptive spatial fusion technique. In the initial
stage of feature fusion, a feature set with multiple scales is
formed by extracting the last layer of features from different
levels of the backbone network at four scales, C2, C3, C4,
and C5, as a way to achieve feature diversification at different
scales. The AFPN firstly fuses the two neighboring low-level
features, C2 and C3, and then gradually fuses the higher-level
features upward, first C4 This hierarchical fusion effectively
narrows the semantic gap between features at different levels,
thus enhancing the effect of feature fusion.

* Predict

+ Predict

Backbone
o + Predict

» Predict

)

Input

FIGURE 5. Asymptotic feature pyramid network architecture.

Our model incorporates a novel adaptation of the ASPP
framework, specifically designed to improve the detection
of traffic signs from varying distances and under different
environmental conditions. By adjusting the atrous rates and
optimizing the convolutional layers within ASPP, we have
achieved finer granularity in feature extraction, particularly
useful for recognizing small or partially occluded signs. This
improved version of ASPP utilizes a combination of varying
dilation rates to capture a broader context without losing res-
olution, enhancing the model’s spatial resolution capabilities
across different scales. The integration of these enhancements
allows for a more detailed and accurate representation of
features, significantly boosting the model’s performance in
complex scenes. Additionally, the modified ASPP contributes
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to a more efficient computation, reducing the overall compu-
tational burden while maintaining high detection accuracy.

As a result, in this study, the Neck network part of
YOLOvV7-tiny is improved and enhanced by introducing
AFPN. Specifically, the YOLOv7-tiny-RCA algorithm first
extracts the last layer of features from each feature layer
of the improved backbone network to form a collection of
features at different scales, C3, C4, and CS5, respectively.
Second, to achieve feature fusion, the bottomier C3 and
C4 features are fed into the feature pyramid network first,
and then the more complex top-most layer of features, C5,
is added progressively. In summary, the process demonstrates
the gradual integration of bottom, top, and top-level features
in bottom-up feature extraction. This step-by-step feature
fusion strategy effectively coordinates the semantic content
between different layers of features in the AFPN, overcoming
the challenges encountered when directly fusing features with
significant semantic differences across layers.

In addition, in the process of multilevel feature fusion,
different traffic sign targets at a certain spatial location
may have potential conflicts due to the problem of infor-
mation inconsistency between different levels. Therefore,
the traditional element-level summation is not an effective
method. To address this problem, this paper uses the adaptive
spatial fusion operation ASFF [40] to mitigate this incon-
sistency. It consists of horizontal join, down-sampling, and
up-sampling operations, which reinforce the importance of
key levels by assigning different spatial weights to features at
different levels, preserving the information useful for feature
fusion. Figure 6 illustrates the specific operations of feature
fusion for fusion at three different levels. The specific oper-
ations for adaptive spatial fusion are shown in (5) and (6).
x;}”l denotes the feature vector at position (i, j) in the tran-
sition from layer n to layer /. By performing adaptive spatial
fusion on multiple layers of features, the resultant vector yfj

is obtained, which is composed of the linear combination of
1—>l 2—1 3—>l

x; a7 and x
! [ 1—1 l 2—>l 3—>l
Yij = i - X + ,3,'] Xij + Vl] Xij ©)
l l l
ai+ B +yi=1 (6)
ﬁ Horizontal conn’ectlon
ﬁ Up-sampling
ﬁ Down-sampling
FIGURE 6. Adaptive spatial fusion operation.
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where afj, ﬂl-lj and yil- denote the spatial weights of the
three hierarchical features, which obey the constraints of (6).
The adaptivity of the AFPN is achieved by assigning spa-

tial weights (afj, ,Bl:l,.,
ensures that features from shallow to deep layers are opti-
mized in the final fused feature vector yfj These weights
are learned during the training process and their sum is 1 at
any particular position (i, j) for the [ layer, which is (6). For
example, when shallow features need to be emphasized to
obtain fine-grained spatial information, the network may tend
to assign a larger weight to afj, while in contrast, ﬂilj and yl.]l.,
as the weights corresponding to deeper features, may be given
smaller weights. Conversely, if the contextual information
in the deep features is more important, the weights of ,Bilj

yl.Jl.) to the features at each level. This

and yij. will likely be boosted. These weighting parameters
are dynamically adjusted during the training process based
on the loss and backpropagated signals, accurately reflecting
the importance of each feature level for the current detection
task.

E. IMPROVED LOSS FUNCTION

In the baseline model YOLOv7-tiny, the CIOU loss was
selected for bounding box regression loss calculation.
Although CIOU considers the overlapping area of bound-
ing boxes, centroid distance, and aspect ratio, its definition
of aspect ratio is not explicit enough to accurately reflect
the real difference between image width and height and
their impact on model confidence. This leads to slower
convergence and poorer stability during model training.
Building on CIOU, SIOU [41] comprehensively evaluates
the effects of distance, angle, and shape differences on
bounding box regression. It incorporates the concept of
angular difference between detection and prediction boxes,
effectively promoting the prediction boxes to approach a
parallel state with the ground truth more rapidly, thereby
guiding the loss to optimize in the correct direction of
convergence.

The angular cost is defined as (7), where Z;, represents the
height difference between the centroids of the ground truth
and prediction boxes, and o represents the distance between
the centroids of these boxes.

7
A =1—2xsin? (arcsin (—h) — z) (7)
o 4

The distance cost is detailed from (8) to (11), where bgﬁ and
b%i are the centroid coordinates of the ground truth box, b,
and b, are the centroid coordinates of the prediction box, and
¢, and ¢y, are the width and height of the minimum bounding
rectangle, respectively.

A= Zt:x’y (1—e ™) (8)

2
bE —b
mz(iL—i) ©)
Cw
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2
b — b,
m=(1ﬁ;i) (10)

y=2—A (11)

The shape cost is defined in (12) to (14), where w and h
are the width and height of the prediction box, wé& and h#&' are
the width and height of the ground truth box, and 6 is a con-
stant used to control the emphasis on shape loss. To further
enhance the accuracy of bounding box shape matching and
to constrain their reasonable movement in space, this study
sets 6 to 1.

Q= thw’h (1=~ (12)

[w— w¥'|
"~ max (w, weh) (13)

|h— h¥]
"7 max (h, het)

In conclusion, the SIOU loss, which considers angular,
distance, and shape costs, is specifically defined as shown
in (15).

(14)

+Q
Lsijov = 1-10U + T (15)

This study employs SIOU as the loss function during
the model training process. It is particularly suitable for
multi-scale object detection tasks and assists in enhancing the
detection performance of small objects, thereby improving
the model’s convergence performance.

IV. RESULTS AND ANALYSIS
A. EXPERIMENT SETTINGS
This study ultimately selected the category-rich Chinese traf-
fic sign dataset TT100K to enhance the improved model’s
performance in multi-class scenarios. The TT100K dataset
comprises approximately 100,000 panoramic images col-
lected from multiple regions across five different cities in
China, with about 10,000 images containing traffic signs.
Each image is segmented into high-resolution sizes of
2048 x 2048, containing over 200 classes of traffic signs.
Nevertheless, the official TT100K dataset presents a sig-
nificantly skewed class distribution, with merely 45 classes
containing over 100 samples each. Hence, to align
with real-world requirements and boost model accuracy,
we excluded classes with fewer than 100 samples from
the initial dataset, maintaining only the 45 classes that
surpassed this threshold to guarantee the quality of the
data. Subsequently, for the 20 categories with fewer sam-
ples among the 45 classes, the dataset was supplemented
through a custom-built dataset to achieve data balance among
classes. The custom-expanded dataset contains 1,834 images.
Reflecting the structure of this dataset, we further refined
the original TT100K dataset through meticulous processes
such as filtering by category, cleansing data, and eliminating
corrupted images, resulting in a curated dataset of 11,004
images. These were then segmented into training, testing,
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and validation groups following an 8:1:1 distribution ratio.
Specifically, the training set contains 8,802 images, while the
testing and validation sets each contain 1,101 images. The
final dataset, named “TT100K-B,” includes 45 classes with
amore balanced distribution among the classes. Additionally,
to evaluate the model’s generalization ability, this paper also
introduces the CCTSDB in the comparative experiments.
After data cleaning, this dataset retains 19,356 images for
validation. Some of the dataset images are shown in Figure 7.

FIGURE 7. Partial images of the TT100K-B dataset.

The training process of this experiment was conducted
on Ubuntu 18.04 with CUDA 11.7, using an NVIDIA Tesla
V100S-PCIE GPU. The experimental code was primarily
written and tested using the Pytorch framework and Python
language. During model training, the input image size was set
to 640 x 640. The model’s batch size was set at 64, with data
iteration training epochs set to 300. An early stop mechanism
is used during the training process to set the training loss to
be regulated early if it does not continue to decrease within
30 epochs. To optimize the algorithm, the experiment utilized
the Adam optimizer, employing a cosine annealing strategy
for learning rate adjustments with an initial learning rate set to
0.01. Additionally, this experiment utilized COCO pretrained
weights from yolov7-tiny.pt for initialization.

We selected FPS, Params, GFLOPS, Precision, Recall, and
mean Average Precision (mAP) as performance metrics, with
some of the formulas presented as follows:

.. P
Precision = —— (16)
TP + FP
TP
Recall = —— (17)
TP 4+ FN
1
AP=/ P(r)dr (18)
0
1 N
mAP=—» = AP; 19)
N i=1

where TP refers to the number of target bounding boxes
correctly identified as positive, which are the traffic signs
that are correctly labeled. FP represents the number of detec-
tion boxes that erroneously identify negative class objects as
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targets, such as mistaking background or other non-traffic
sign objects as traffic signs. FN denotes the number of actual
targets not detected, representing the missed traffic signs.
TN refers to the correct detection of negative classes. Given
the complexity of the image background in traffic sign detec-
tion tasks and the presence of a large number of non-target
bounding boxes, TN is not considered.

B. ABLATION STUDY

To comprehensively verify the performance of each module
within the YOLOvV7-tiny-RCA algorithm, this paper con-
ducted ablation studies on the YOLOv7-tiny-RCA algorithm
and its four improved modules under the same experimental
conditions. The specific results are shown in Table 1. The
experimental outcomes demonstrate that, under the TT100K
dataset, compared to the baseline model YOLOvV7-tiny, each
module independently contributes to the enhancement of
various performance metrics of the model when tested in
isolation.

We first discuss the proposed improvement in the
algorithm YOLOV7-tiny-REP, where the ELAN-REP mod-
ule introduced in this paper replaces the original ELAN
module in the backbone network of YOLOv7-tiny. To visu-
ally compare the differences in effects before and after
the introduction of the ELAN-REP module, Figure 8 illus-
trates the changes in parameters and computational load
during the training and inference stages. Notably, the figure
also includes configurations of YOLOV7-tiny combined
with CBAM, AFPN, and SIOU for comparative analysis,
highlighting the role of the ELAN-REP module in the com-
prehensive improvement of the algorithm.

From Figure 8, it can be observed that during the training
phase, the Params and GFLOPS of the YOLOv7-tiny-RCA
model slightly increase. However, in the inference phase,
compared to YOLOV7-tiny combined with CBAM, AFPN,
and SIOU, the introduction of the ELAN-REP module in the
comprehensive improved module YOLOv7-tiny-RCA does
not actually increase the Params and GFLOPS. This indi-
cates that although there is a slight increase in parameters
and GFLOPS during the training phase, this increase can
be effectively mitigated and fused through reparameteriza-
tion techniques in the inference stage, without affecting the
final model performance. Additionally, YOLOV7-tiny-REP
shows a 1.14% improvement in mAP over YOLOvV7-tiny,
with FPS increasing from 110 to 115. These experimen-
tal results demonstrate that the introduction of RepConv
achieves improved accuracy and FPS in the inference stage,
without changing the parameter count or computational load,
thereby validating its practical application value in enhancing
model inference performance.

In this study, we utilized the data-class balanced TT100K-
B dataset to compare the performance differences between
the baseline model YOLOV7-tiny and the improved model
YOLOv7-tiny-REP. Through the visual comparison in
Figure 9, both models exhibited high accuracy in identify-
ing traffic signs at greater distances, such as w59 and p5.
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FIGURE 8. Diagram of Params and GFLOPS changes during training and inference stages across different models.

(a) YOLOV7-tiny Detection
Results

(b) YOLOv7-tiny-REP
Detection Results

FIGURE 9. YOLOv7-tiny-REP comparison of experimental results.

Particularly, YOLOV7-tiny-REP showed an increase in con-
fidence scores of 0.04 and 0.03, respectively, compared to
the baseline model YOLOV7-tiny. Furthermore, Figure 9 also
demonstrated the robustness of the improved model in com-
plex scenarios, where it was able to more accurately locate
and recognize distant traffic signs. These results validate the
effectiveness of the ELAN-REP feature extraction module

105140

in enhancing the performance of traffic sign detection and
classification, highlighting its potential value in practical
applications.

Secondly, we discuss the improved algorithm YOLOvV7-
tiny-CBAM, which incorporates the CBAM for mixed-domain
attention in YOLOv7-tiny. According to Table 1, compared
to the baseline model YOLOv7-tiny, the mAP of YOLOv7-
tiny-CBAM has increased from 77.12% to 77.87%, indicating
better performance in extracting semantic feature informa-
tion. The visual analysis in Figure 10 further demonstrates the
powerful recognition capabilities of YOLOv7-tiny-CBAM in
handling complex scenes with multiple small traffic signs.
Compared to the original model, YOLOv7-tiny-CBAM not
only accurately identified the previously undetected pne signs
but also detected w57 and i4 signs with higher confidence.
These results prove that the CBAM module enhances the
model’s detection accuracy for small and complex targets,
which is of significant value for improving the accuracy of
traffic sign detection.

Subsequently, we also discuss the improvements to the
YOLOv7-tiny model through the introduction of the AFPN.
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(b) YOLOv7-tiny-CBAM
Detection Results

(a) YOLOV7-tiny Detection
Results

FIGURE 10. YOLOv7-tiny-CBAM comparison of experimental results.

As indicated by Table 1, compared to YOLOv7-tiny, the
YOLOV7-tiny-AFPN model increased its mAP from 77.12%
to 78.75%, achieving an improvement of 1.63 percentage
points. At the same time, the model’s parameter count
and computational load were effectively reduced from
6.13M and 13.6G to 4.56M and 13.0G, respectively, sig-
nificantly compressing the model size for deployment on
resource-constrained edge devices. Although there was a
slight decrease in FPS, the overall enhancement in perfor-
mance metrics, as well as increases in precision and recall,
fully validate the advantages of using AFPN to replace the
original feature fusion network of YOLOvV7-tiny in terms of
feature extraction. Figure 11 demonstrates the practical appli-
cation effects of AFPN through comparative experimental
results. The comparison shows that the YOLOv7-tiny-AFPN
algorithm can accurately detect and locate the categories w13
and pl20, with confidence levels increasing by 0.04 and 0.05,
respectively, compared to the YOLOV7-tiny algorithm. These
experimental results confirm the benefits of incorporating
AFPN, enhancing the YOLOv7-tiny’s ability to extract fine
detail features. It also highlights the model’s improved recog-
nition performance for small targets in practical applications,
verifying the effective enhancement of the original network
by AFPN.

(b) YOLOV7-tiny-AFPN
Detection Results

(a) YOLOvV7-tiny Detection
Results

FIGURE 11. YOLOv7-tiny-AFPN comparison of experimental results.

Finally, the original CIOU loss in the YOLOV7-
tiny algorithm was replaced with the SIOU loss as an
improvement. According to the data in Table 1, compared
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(a) YOLOV7-tiny Detection
Results

(b) YOLOvV7-tiny-SIOU
Detection Results

FIGURE 12. YOLOv7-tiny-SIOU comparison of experimental results.

to the baseline model YOLOv7-tiny, YOLOv7-tiny-SIOU
increased its mAP to 78.05%, demonstrating the advantages
of SIOU in enhancing the accuracy of locating occluded
traffic signs. Moreover, the detection results comparison in
Figure 12 further illustrates the benefits of SIOU. It was
observed that both algorithms could accurately identify traffic
signs of categories pl60 and pll in complex scenes with
partial occlusions, multiple traffic signs, and targets at a
distance. However, compared to the YOLOv7-tiny algorithm,
YOLOV7-tiny-SIOU showed an increase in confidence scores
by 0.01 and 0.02, respectively. Additionally, YOLOv7-tiny
experienced missed detections of the pn category traffic signs
ahead, while YOLOV7-tiny-SIOU successfully avoided this
issue. These results indicate that in scenarios with partial
occlusions, smaller traffic signs, and greater distances, the
YOLOV7-tiny-SIOU algorithm demonstrates superior recog-
nition and localization capabilities.

SIOU is chosen over CIOU for its enhanced ability to
handle skewed and rotated bounding boxes by incorporating
scale variance and rotational adjustments directly into the loss
function. This adjustment enhances the detection precision
in complex scenarios, making SIOU particularly effective
for traffic sign detection where objects may not align per-
fectly horizontal or vertical. Empirical tests comparing SIOU
with CIOU have demonstrated a consistent improvement in
detection accuracy, particularly in challenging conditions,
validating the integration of SIOU into the YOLOv7-tiny-
RCA model alongside other architectural enhancements. This
synergy improves the overall model performance in real-
world applications.

As shown in Table 1, the proposed lightweight model
YOLOvV7-tiny-RCA improves upon the baseline model
YOLOvV7-tiny in Precision, Recall, and mAP by 4.12%,
3.37%, and 3.91% respectively, demonstrating its advantages
in capturing traffic sign image targets and effectively reduc-
ing the risks of overlooking critical information and missing
detections. Additionally, the model’s parameter count and
computational complexity have been effectively controlled,
reduced to 4.99M and 13.3 GFLOPS, respectively. Further,
according to the schematic changes in Figure 8, the parame-
ter count of the YOLOvV7-tiny-RCA model in the inference
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TABLE 1. Comparison of the ablation study results for the improved models on the TT100K-B dataset.

Model Precision% Recall% mAP@0.5% FPS Pramas(M) GFLOPS
YOLOvV7-tiny ( Baseline) 78.64 76.76 77.12 110 6.13 13.6
YOLOV7-tiny-REP 79.23 77.30 78.26 115 6.22 13.8
YOLOV7-tiny-CBAM 80.45 76.47 77.87 107 6.48 13.6
YOLOV7-tiny-AFPN 80.60 78.61 78.75 103 4.56 13.0
YOLOV7-tiny-SIOU 79.05 77.84 78.05 110 6.13 13.6
YOLOV7-tiny-REP+CBAM 80.85 76.98 78.43 112 6.57 13.8
YOLOV7-tiny-REP+CBAM+AFPN 82.50 79.07 80.31 104 4.99 13.3
YOLOv7-tiny-RCA ( Ours) 82.76 80.13 81.03 104 4.99 13.3

(a) YOLOV7-tiny Detection
Results

(b) YOLOv7-tiny-RCA
Detection Results

FIGURE 13. YOLOv7-tiny-RCA comparison of experimental results.

phase is further reduced to 4.89M, and the computational
complexity is decreased to 12.9 GFLOPS. The model also
maintains a high running speed, with an FPS of 104. More-
over, the visual analysis in Figure 13 further demonstrates the
performance and generalization ability of the YOLOv7-tiny
and YOLOv7-tiny-RCA algorithms in real-world applica-
tion scenarios.Comparison of detection results reveals that
in scenarios containing multiple traffic signs, YOLOv7-tiny
mistakenly identified the pI30 traffic sign as pl50, while
YOLOv7-tiny-RCA not only accurately recognized pl30 and
pn categories but also increased the confidence score for
pl30 to 0.83. This experimental outcome confirms that in
complex road environments, YOLOvV7-tiny-RCA possesses
higher stability and detection capabilities.

In summary, the improvements proposed in this study for
the YOLOV7-tiny algorithm are effective. The experimen-
tal results validate the proposed enhancement strategies in
improving detection accuracy while maintaining computa-
tional efficiency and real-time performance, fully demon-
strating that YOLOv7-tiny-RCA offers greater potential for
deployment on computationally constrained edge devices.

C. COMPARISON OF LIGHTWEIGHT CONVOLUTION AND
NETWORK

This section compares the YOLOv7-tiny-AFPN with classic
lightweight networks such as MobileNetv3 and GhostNetv2.
Considering that replacing the neck or head parts with
lightweight models could disrupt the original network’s fea-
ture fusion structure and degrade detection performance,
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this paper employs lightweight models like MobileNetv3
and GhostNetv2 to replace the backbone of YOLOv7-tiny.
Additionally, to assess the effectiveness of the YOLOvV7-tiny-
REP module, this experiment also compares it against an
improvement strategy that involves replacing all the standard
convolutions in the four ELAN modules of the backbone net-
work with lightweight convolutions, specifically DWConv.
The experimental results are shown in Table 2.

Table 2 shows the performance of various models in terms
of mAP@0.5%, FPS, Params, and GFLOPS. The experi-
mental results indicate that compared to the baseline model
YOLOV7-tiny, lightweight networks such as MobileNetv3
and GhostNetv2 effectively reduce the model’s parameters
and computational load, but their mAP values decreased by
4.65% and 1.81% respectively. This decline may be attributed
to the simplified network architectures, which compromise
the ability to capture subtle features, resulting in a loss of
detection accuracy. In contrast, YOLOv7-tiny-AFPN more
effectively facilitates feature extraction in both shallow and
deep layers of the network. The use of AFPN not only reduces
the model’s parameters and computational load but also
leads to an improvement in the mAP value of the YOLOV7-
tiny-AFPN model, reaching 78.75%. This structure provides
YOLOv7-tiny-AFPN with better adaptability and robustness
in complex environments, thereby achieving a significant
increase in mAP. Therefore, compared to other lightweight
networks, the introduction of the new feature fusion network
AFPN shows better performance in terms of lightness, speed,
and accuracy.

Furthermore, experimental results indicate that in the
YOLOvV7-tiny-DwConv model, despite a significant reduc-
tion in the number of parameters and computational com-
plexity, and an improvement in FPS, making the model more
suitable for resource-constrained devices, there is a notable
decrease in detection performance. Compared to YOLOV7-
tiny, the mAP@0.5% has decreased by 2.31%. This may be
due to a lack of sufficient representational capacity to main-
tain the extraction of complex features. Therefore, this paper
selects YOLOv7-tiny-REP as an improvement strategy. Com-
pared to YOLOv7-tiny, the YOLOv7-tiny-REP algorithm
increases the model’s mAP from 77.12% to 78.26% in the
inference phase without adding any Params or GFLOPS.
By enhancing real-time performance, it effectively improves
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TABLE 2. Comparison of experimental results for different lightweight convolutions and networks on the TT100K-B dataset.

Model mAP@0.5% FPS Pramas(M) GFLOPS
YOLOv7-tiny (Baseline) 77.12 110 6.13 13.6
YOLOV7-tiny-MobileNetv3 72.47 103 7.02 8.4
YOLOV7-tiny-GhostNetv2 7531 91 6.28 6.0
YOLOV7-tiny-AFPN 78.75 103 4.56 13.0
YOLOvV7-tiny-DwConv 74.81 113 4.40 9.30
YOLOVv7-tiny-REP 78.26 115 6.22 13.8
TABLE 3. Comparison of experimental results with classic algorithms.
Model Precision% Recall% mAP@0.5% FPS Pramas(M) GFLOPS
YOLOvV4-tiny 71.17 61.95 66.42 89 6.16 14.1
YOLOVSs 78.21 73.28 75.73 83 7.14 16.5
YOLOV7 85.5 80.8 87.3 62 373 105.7
YOLOV7-tiny 78.64 75.76 77.12 110 6.13 13.6
YOLOV7-tiny-RCA ( Ours) 82.76 80.13 81.03 104 4.99 13.3
the model’s detection accuracy, achieving complex training 1.0
and straightforward inference.
0.8 1
D. COMPARISON OF BASELINE
To further validate the performance of YOLOv7-tiny-RCA in
the field of traffic sign detection, this study conducted a com- S 06+
prehensive comparison of the algorithm with several classic é)
object detection algorithms on the TT100K-B dataset. These -
include YOLOV4-tiny, YOLOv5s, YOLOV7, and the baseline 9
model used in this research, YOLOv7-tiny. All experiments — YOLOv7-finy-RCA
were conducted using the same configuration of equipment, o igigg;tmy
dataset, data preprocessing, and augmentation strategies, and ‘ —— YOLOv4-tiny
ensured a consistent training to test set ratio to guarantee —— YOLOV7
fairness. After 300 iterations, the best results were selected for 0.0 ; ; ; ; :
evaluation. Ultimately, Figure 14 presents the performance 0 50 100 150 200 250 300

comparison of different models on the mAP@0.5% metric.
Table 3 shows the specific comparative experimental results.

This experiment conducted a visual assessment of the
improvements made by the YOLOv7-tiny-RCA algorithm,
focusing on changes in the mAP@0.5% metric during the
training process. As shown in Figure 14, YOLOV7-tiny-
RCA exhibited a noticeable increase in mAP values during
the initial 150 epochs. After 300 epochs of training, the
mAP value of YOLOv7-tiny-RCA reached 0.8103, signifi-
cantly higher than those of YOLOV7-tiny, YOLOv4-tiny, and
YOLOVS5s. This indicates that compared to YOLOv4-tiny and
YOLOVS5s, YOLOv7-tiny-RCA incorporates more advanced
convolution and feature fusion technologies, making it more
adept at handling traffic signs in small sizes and complex
backgrounds. However, despite the higher mAP value of
the YOLOv7 model, as shown in Table 3, its Params and
GFLOPS are much higher than the lightweight algorithm
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Epoch

FIGURE 14. Comparison of mAP across different models.

YOLOV7-tiny-RCA proposed in this paper, making it less
suitable for computationally constrained edge devices.

The comparative experimental results presented in Table 3
indicate that under the same experimental conditions, the
YOLOV7-tiny-RCA proposed in this paper shows improve-
ment in all metrics. Specifically, the YOLOv7-tiny-RCA
algorithm has only 4.99M parameters, whereas the YOLOv7
model has a much higher parameter count of 37.3M.
Additionally, the GFLOPS of YOLOvV7-tiny-RCA is 13.3,
significantly lower than other algorithmic models, demon-
strating its ability to significantly reduce computational
resource demands while maintaining performance. These
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TABLE 4. Comparison of experimental results with advanced algorithms.

Model mAP@0.5% FPS Pramas(M) GFLOPS
Jia et al. 71.31 111 5.14 11.6
Qian el al. 76.48 79 5.73 46.5
Sharma el al. 64.90 129 9.51 36.2
Baseline model 77.12 110 6.13 13.6
YOLOV7-tiny-RCA ( Ours) 81.03 104 4.99 13.3

results highlight the efficiency of the YOLOv7-tiny-RCA
network structure, effectively minimizing unnecessary redun-
dancy in parameters, which is particularly important in
computationally constrained environments.

In terms of speed, YOLOV7-tiny-RCA achieves an FPS of
104, which is significantly higher than YOLOv7, YOLOv4-
tiny, and YOLOvVS5s. Although it is a decrease of 6 FPS
compared to the baseline model YOLOv7-tiny, this slight
reduction does not impact its ability to meet the require-
ments of real-time traffic sign detection tasks. This indicates
that YOLOv7-tiny-RCA, while achieving high accuracy, also
effectively balances processing speed, making it suitable for
applications that require real-time and rapid response.

On the mAP@0.5% metric, YOLOV7-tiny-RCA achieves
81.03%, significantly outperforming YOLOv4-tiny at
66.42%, YOLOvVS5s at 75.73%, and the baseline model
YOLOV7-tiny at 77.12%. This performance improvement
reflects the enhancements made by YOLOvV7-tiny-RCA in
feature extraction, background noise suppression, and tar-
get localization, particularly in complex or changing traffic
environments where it can more accurately identify and
categorize various traffic signs. Therefore, YOLOvV7-tiny-
RCA not only achieves increased accuracy and computational
efficiency while maintaining real-time capabilities but also its
lower resource consumption makes it especially suitable for
deployment on low-power edge devices.

E. COMPARISON OF SOTA

To validate the advancement of the YOLOv7-tiny-RCA
algorithm in the field of traffic sign detection, we extended
our comparison to include other traffic sign detection meth-
ods on the TT100K-B dataset. Table 4 presents the compar-
ative experimental results of the YOLOv7-tiny-RCA method
against other traffic sign detection methods on the TT100K-B
dataset. As demonstrated by the experimental data in Table 4,
the YOLOv7-tiny-RCA method proposed in this paper shows
a significant improvement in mAP compared to the traf-
fic sign detection method improved from YOLOvV7-tiny by
Jia et al. [42] Compared to the baseline model YOLOv7-tiny,
the mAP improved by 9.72%. Although the TSDet method,
proposed by Qian et al. [43], has a higher detection accuracy,
its network computational complexity is greater, resulting in
significantly slower detection speed. Our method increased
the mAP by 4.55% and improved the FPS by 25. Com-
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pared to the improved YOLOv4-tiny algorithm proposed by
Sharma et al. [44], while this method achieves an excellent
FPS of 129, its computational load is too high, and the mAP
is only 64.90, which is 16.13% lower than our YOLOV7-
tiny-RCA method. These results demonstrate that our method
reduces the number of model parameters and computational
load while achieving high-precision traffic sign detection.

The YOLOV7-tiny-RCA model achieves an mAP of
81.03%, significantly outperforming YOLOvV4-tiny and
YOLOVSs. This improvement is largely attributed to the inte-
gration of the ELAN-REP module and the CBAM attention
mechanism, which enhance the model’s ability to precisely
localize and detect traffic signs even from a distance. The
ELAN-REP module reduces redundancy in the model’s archi-
tecture, contributing to a more efficient computation as
evidenced by a reduction in GFLOPS and Params. Specifi-
cally, the model sees a reduction in parameters from 6.13M in
the base YOLOV7-tiny model to 4.99M in the RCA version,
highlighting a more streamlined and efficient network.

FPS improvements are particularly notable in scenarios
demanding real-time processing. Our model maintains high
FPS rates conducive to deployment in dynamic environments
such as moving vehicles. The AFPN feature fusion network
further aids this by optimizing the interaction between layers,
allowing for faster feature processing and improved real-time
performance metrics.

Tables and Figures illustrating where YOLOvV7-tiny-RCA
provides the best improvements in detection accuracy com-
pared to its predecessors. For example, in tests involving
occluded or distant signs, the AFPN’s ability to integrate
multi-scale features has shown to be especially beneficial,
resulting in higher precision and recall rates.

The implementation of the SIOU loss function enhances
the model’s convergence rate and robustness. Unlike tra-
ditional IoU-based loss functions, SIOU accounts for the
orientation and aspect ratio of the traffic signs, which is
critical for accurate detection in cluttered street scenes.

To validate the advancement of the YOLOv7-tiny-RCA
algorithm in the field of traffic sign detection, we extended
our comparison to include other traffic sign detection meth-
ods on the TT100K-B dataset. Table 4 presents the compar-
ative experimental results of the YOLOv7-tiny-RCA method
against other traffic sign detection methods on the TT100K-B
dataset. As demonstrated by the experimental data in Table 4,
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TABLE 5. Comparison of detection results on the TT100K-B and CCTSDB datasets.

Model Data mAP@0.5% FPS Pramas(M) GFLOPS
YOLOV7-tiny TT100K-B 77.12 110 6.13 13.6
YOLOV7-tiny-RCA ( Ours) TT100K-B 81.03 104 4.99 13.3
YOLOV7-tiny CCTSDB 84.68 107 6.13 14.0
YOLOV7-tiny-RCA ( Ours) CCTSDB 87.91 102 4.99 13.6

the YOLOv7-tiny-RCA method proposed in this paper shows
a significant improvement in mAP compared to the traf-
fic sign detection method improved from YOLOv7-tiny by
Jia et al. Compared to the baseline model YOLOv7-tiny,
the mAP improved by 9.72%. Although the TSDet method
has a higher detection accuracy, its network computational
complexity is greater, resulting in significantly slower detec-
tion speed. Our method increased the mAP by 4.55%
and improved the FPS by 25. Compared to the improved
YOLOV4-tiny algorithm proposed by Sharma et al., while
this method achieves an excellent FPS of 129, its computa-
tional load is too high, and the mAP is only 64.90, which is
16.13% lower than our YOLOvV7-tiny-RCA method. These
results demonstrate that our method reduces the number of
model parameters and computational load while achieving
high-precision traffic sign detection.

Additionally, we conducted further experiments using
the CCTSDB dataset to validate the generalization capa-
bility of YOLOV7-tiny-RCA. The experimental results
in Table 5 show that the improved YOLOvV7-tiny-RCA
model (Ours) significantly outperforms the baseline model
YOLOV7-tiny in detection performance on both the TT100K-
B and CCTSDB datasets. On the CCTSDB dataset, the
mAP@(.5% of YOLOv7-tiny-RCA increased from 84.68%
(baseline YOLOv7-tiny) to 87.91%. Although the FPS
decreased slightly from 107 to 102, the model’s parameter
count and computational load were reduced to 4.99M and
13.6 GFLOPS, respectively. Overall, these results indicate
that the optimized YOLOV7-tiny-RCA model demonstrates
excellent detection performance on both the TT100K-B
and CCTSDB datasets. It significantly improves detection
accuracy while maintaining high real-time performance and
low computational complexity, fully validating the effective-
ness, robustness, and generalization capability of our method
across different datasets.

F. VISUALIZATION
To more intuitively demonstrate the performance advantages
of the proposed improved algorithm YOLOvV7-tiny-RCA,
this study selected scenarios with distant traffic signs and
deformed shapes for testing YOLOv7-tiny-RCA against
YOLOV4-tiny, YOLOvSs, YOLOV7, and the baseline model
YOLOvV7-tiny. The visualized test results are shown in
Figure 15 and Figure 16, respectively.

Figure 15 shows the detection results of different mod-
els in distant scenarios. As illustrated, YOLOv7-tiny-RCA
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(a)Original

(d) YOLOVT (e) YOLOV7-tiny

(£) YOLOV7-tiny—RCA

FIGURE 15. Comparison of detection results for distant traffic signs
across different models.

demonstrates a significant performance advantage in detect-
ing distant i5 traffic signs. Compared to YOLOv7, which
has a larger parameter count and greater computational com-
plexity, the confidence score of YOLOv7-tiny-RCA is only
0.01 lower. Specifically, YOLOvV7 has a confidence score
of 0.84, while YOLOV7-tiny-RCA achieves 0.83, indicating a
substantial reduction in computational resource consumption
with minimal loss in accuracy. Additionally, the detec-
tion results of YOLOv7-tiny-RCA show improvements of
0.15 and 0.08 over the YOLOv4-tiny and YOLOv5s models,
respectively, demonstrating a clear advantage in the detection
accuracy of distant signs.

As observed in Figure 16, YOLOv4-tiny experiences
missed detections when dealing with traffic signs that have
undergone shape distortion. In contrast, the YOLOv7-tiny-
RCA algorithm not only accurately detects the pl40 category
of signs but also achieves a detection score of 0.79, signifi-
cantly higher than the 0.71 and 0.72 achieved by YOLOVSs
and YOLOV7-tiny, respectively. This demonstrates the adapt-
ability and robustness of YOLOv7-tiny-RCA in handling
deformed traffic signs.

The YOLOV7-tiny-RCA algorithm demonstrates excep-
tional performance in distant and complex scenarios. While
maintaining a lightweight design, the algorithm has improved
detection accuracy and reliability through optimization. It is
suitable for deployment in resource-constrained edge devices,
effectively enhancing the efficiency and accuracy of real-
time monitoring. In summary, YOLOvV7-tiny-RCA reduces
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FIGURE 16. Comparison of detection results for deformed traffic signs
across different models.

computational costs while successfully enhancing the capa-
bility to detect distant and deformed traffic signs through
meticulous adjustment and optimization of the algorithm.
Its outstanding performance indicates that the algorithm can
meet the demands for efficient and accurate traffic sign detec-
tion in today’s intelligent transportation systems.

V. CONCLUSION

This study proposes the YOLOv7-tiny-RCA, a traffic sign
recognition method that achieves a balanced approach
between lightweight design and real-time performance. Ini-
tially, an efficient layer aggregation network module, ELAN-
REP, was developed using RepConv to replace the original
ELAN module in the backbone network. Subsequently, the
CBAM was integrated during the backbone feature extraction
stage to enhance the capture of positional information. Addi-
tionally, a new feature fusion method, AFPN, was introduced
at the network neck to ensure the integrity of information
transfer across multiple levels while reducing the model’s
parameter count. Finally, the CIOU loss used by YOLOV7-
tiny was replaced with SIOU to further improve the model’s
convergence speed, accuracy, and regression rate. More-
over, a series of ablation studies, comparative experiments,
and visual analyses were conducted on the class-balanced,
data-augmented traffic sign dataset TT100K-B for YOLOv7-
tiny-RCA. Experimental results indicate that the proposed
YOLOV7-tiny-RCA achieved an mAP of 81.03%, optimized
the parameter count to 4.99M, and maintained GFLOPS at
13.3G during the training phase, accomplishing a reduction
in model computational load and parameter count alongside
an enhancement in accuracy. Additionally, to validate the
generalizability of the improved method, experiments were
also conducted on the CCTSDB dataset, achieving an mAP
of 87.91%.

While the proposed YOLOv7-tiny-RCA model enhanced
with CBAM and AFPN demonstrates improved traffic sign
detection, particularly on edge devices, it faces potential
limitations in generalization across varied environmental con-
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ditions and detecting occluded or partially visible signs.
To address these, enhancing dataset diversity through syn-
thetic data and employing domain adaptation could improve
model robustness across different scenarios. Additionally,
integrating sophisticated spatial attention mechanisms or gen-
erative models to handle occlusions could further refine the
detection accuracy. Balancing these enhancements with the
computational efficiency required for real-time processing on
edge devices remains a critical challenge, necessitating fur-
ther optimization strategies to maintain performance without
compromising speed.
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