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ABSTRACT Vision Transformers (ViTs) have proved to be a more powerful substitute for Convolutional
Neural Networks (CNNs) in various computer vision tasks, using the self-attention approach to gain
remarkable results and observations. However, the adversarial robustness of ViTs against adversarial attack
methods raises critical questions, and the issues of using these models in security-related applications
remain under discussion. This paper presents a novel and systematic approach to evaluate and compare
the adversarial robustness of ViTs with CNNss, explicitly concentrating on the image classification problem.
We have performed extensive experiments using state-of-the-art adversarial example attacks, such as the
Fast Gradient Sign Method (FGSM), Projected Gradient Descent (PGD), and DeepFool Attack (DFA). The
findings of this research study represent that CNNs are more robust against more straightforward attacks
such as FGSM. Still, ViTs show excellent resistance against more dangerous attacks like PGD and DFA
attack methods. This work provides useful outcomes revealing the advantages and limitations of CNN’s and
ViTs, which are helpful for further study and applications regarding safer and more effective use of deep
learning models of CNNs and ViTs.

INDEX TERMS Vision transformers, convolutional neural networks, clean accuracy, adversarially

robustness, adversarial attacks.

I. INTRODUCTION

Transformers are a kind of deep learning model based
on self-attention mechanisms which is mainly used for
various tasks in the branch of natural language processing
[1], and the reliance on many large language processing
models transformed by pre-training have obtained outstand-
ing performances on various tasks of NLP [2], [3], [4],
[5]. Transformers are now also employed for computer
vision undertakings that include image classification, object
recognition, and segmentation. Such models are known as
vision transformers (ViTs) and work in the same field as
convolutional neural networks (CNNSs) [6]. After that, ViTs
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have been applied to solve many tasks in CV and have
outperformed the models based on CNN and Recurrent
Neural Networks (RNN) [7], [8], [9]. Even though ViT and its
variants demonstrate high results in Computer Vision tasks,
it is important that they can do so while in the presence of
adversarial attacks.

Adversarial robustness is an essential issue in machine
learning especially in the case of deep learning models in
computer vision [9]. These are inputs to machine learning
models which are designed to be slightly manipulated to
make the model fail. Such perturbations are usually very
small and cannot be detected by a human but could still
lead to a bad prediction in the model [10], [11], [12].
In this respect, adversarial robustness is the capability of the
considered architectures, namely ViT and CNN, to provide
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accurate predictions and remain efficient within the presence
of adversarial perturbations. We can observe that ViTs and
CNNs are currently applied to different sorts of tasks,
ranging from image or speech recognition to self-driving cars;
therefore, it is crucial to improve the model robustness that
does not jeopardize the accuracy and is resistant to methods of
adversarial attacks. It has been found that even the latest ViT
and CNN models are easily susceptible to adversarial attacks,
which is an issue in security-sensitive contexts [13], [14].

There are two types of adversarial attacks such as White-
Box-Attacks, which occur when the attacker has complete
knowledge of the model, including its architecture and
parameters [15], and Black-Box-Attack: which are performed
without any information on the internal architecture of a
model and the malicious actors may only see a model’s
inputs and outputs [16]. The motivation behind this research
is (i) Security Implications: As shown by the last examples,
such vulnerability presents considerable security threats in
numerous fields, ranging from cybersecurity and finance
to autonomous systems, and (i) Understanding Model
Behavior: Identifying the reason for such weaknesses can
help elicit the models’ decision-making processes and the
features that make them susceptible to adversarial attacks.

Researchers have also proposed defence techniques to
increase the adversarial robustness against adversary method
attacks such as adversarial training [17] this involves training
a model on a mixture of normal and adversarial examples
to improve its resilience. Other defensive techniques such
as input preprocessing [18], model regularization [19], and
network architecture modifications [20], are explored to
defend against adversarial attacks. There are challenges
and open questions are still facing adversarial robustness
described as (i) Trade-off Between Accuracy and Robust-
ness: Increasing a model’s robustness often comes at the cost
of reduced accuracy on unperturbed data [21], (ii) Scalability
and Efficiency: Making models robust against adversarial
attacks can require additional computational resources and
more complex training processes [22], and (iii) Evolving
Nature of Attacks: As defensive techniques improve, new
and more sophisticated adversarial attack methods continue
to emerge [23]. There is an ongoing race among researchers
to develop more sophisticated adversarial attacks and create
robust defence mechanisms. The ultimate goal is to build deep
learning systems based on ViTs and CNNs that are not only
high-performing but also secure and reliable in real-world
scenarios.

In this research study, we analyze the adversarial robust-
ness of ViT and CNN models on the image classification
task against the adversarial perturbation methods We have
compared the adversarial robustness of ViTs with CNN
models. We have clearly described which model is more
robust against adversarial perturbation attacks in discussion
section VI. The key contribution of this work is as
under:

o The present work gives a comprehensive analysis and

comparison of the adversarial robustness of Vision
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Transformers and Convolutional Neural Networks.
To this end, the analysis is carried out considering
the image classification task, comparing both types of
models when subjected to different adversarial attacks.

o The experiments involve all the recommended tests uti-
lizing extreme adversarial attack techniques, including
FGSM, PGD, and DFA. These latter are carried out
to evaluate the robustness of such models against such
adversarial perturbations.

o Thus, it is discovered that CNNs show higher resistance
to simpler forms of adversarial attacks such as FGSM
while ViTs are more immune to complex attacks like
PGD and DFA. Such distinction is highly beneficial
in understanding the effectiveness of each model
architecture in adversarial conditions.

o As such, this work helps to make the further use of
ViTs and CNNs in highly sensitive security applications
safer and more effective by exposing these models’
adversarial robustness characteristics. It underlines
the potential vulnerabilities of such models and the
necessity to develop methods for protection against
adversarial attacks used in the real-life applications of
such models.

« The implementation details of this research are made
publicly available on GitHub, ensuring transparency
and facilitating further research. The repository can be
accessed at https://github.com/kazimravian/Adversarial-
Robustness-of-Vision-Transformers-vs-Convolutional-
Neural-Networks.

Il. RELATED WORKS
The transformer deep learning models have achieved state-
of-the-art results on natural language processing (NLP) tasks
and discussed their robustness [1]. The researchers have
conducted adversarial attack experiments on transformers
and pre-trained large language models based on transformers.
They have proved that transformer algorithms are more
adversarially robust than traditional long short-term memory
(LSTM) based on recurrent neural networks (RNN). How-
ever, they have only concentrated on the robustness against
the adversarial perturbation method in NLP tasks, not on
computer vision tasks [24], [25], [26], [27], [28], [29].
During the research, we have found that some work on
the adversarial robustness of ViTs and CNNs in computer
vision tasks, which we acknowledge their contribution as
follows; [30] This paper presents a method to produce
adversaries to check the adversarial robustness of the image
classification model, [31] has developed a defense strategy
which resists against adversarial perturbation methods, [32]
presents adversarial training for some text classification
problems, [33] Mixup technique train mdels on combined
data example to improve adversarial robustness of deep
learning models, [34] presents the concept of certified
robustness, where a model’s robustness is secured within
a some certain margin, [35] has give defense technique
based gradient masking strategy, [36] discuss the adversarial

VOLUME 12, 2024



K. Ali et al.: Adversarial Robustness of Vision Transformers Versus Convolutional Neural Networks

IEEE Access

training and its variants, [37] proposes the transferability of
adversaries among different deep learning based computer
vision models, [14] gives a comprehensive study of adversar-
ial examples methods and defences for 3D object detection
models, [10] provides a good survey of adversarial attacks
and defences in computer vision domain, [38] presents the
different adversarial robustness benchmarks and challenges,
[39] discusses adversarial attacks and the lack of robustness
in pretrained language models like BERT on social media
text, [40] has tested the adversarial accuracy against both the
white-box and black-box adversarial perturbation methods
and analyzed the security of ViTs and CNNs, [41], [42] have
presented adversarial robustness of the vision transformers
(ViT) against the patch-based adversarial perturbation, [43]
develops a pyramid adversarial training method by using
data augmentation techniques to improve the robustness
of ViTs in the presence of adversarial examples, [44]
has studied the transferability of adversarial perturbation
among different ViTs, [45], [46], [47], [48], [49] have
worked on the robustness of ViTs in different perspective
such as to develop defense methods against perturbed data
by smoothing techniques, [50] have also discussed the
adversarial robustness of other computer vision tasks such as
image segmentation and object recognition.

Ill. TARGET MODELS'S STRUCTURE

We first provide a summary of the structures of target ViTs
and CNNs models, which we have used for experiments
and results to evaluate the adversarial robustness against
adversarial attacks in Tables 1 and 2. These models are
trained on the dataset CIFAR10, which has 60,000 images
consisting of 10 categories, 50000 for training and 10000 for
testing purposes and imagenet/160px-v2 [51], a subset of
10 classified classes from the Imagenet dataset containing
9,469 images for training and 3,925 for testing. Jeremy
Howard of FastAl initially prepared it. The objective behind
putting together a tiny version of the Imagenet dataset was
that running new research ideas/algorithms/experiments on
the whole Imagenet takes a lot of time.

Tables 1 and 2 clearly describe the different properties of
the structure of models under attack, such as the number
of layers, memory size, dense or hidden size, number of
trainable parameters, model types (vision transformer or
CNN models), and datasets. The clean accuracy of target
models on imagenet/160px-v2 and CIFAR10 are shown in
Fig. 1 and 2. Clean accuracy means when there is no attack
threat.

Fig. 1 shows the accuracy of target models on
imagenet/160px-v2. The compared models are: ViT-bl6,
ViT-b32, ViT-L16, ViT-L32, ResNet50, VGG19, MobileNet,
DenseNet.

Fig. 3 shows that DenseNet also has a good accuracy of
0.90, seconded by VGG19 with 0.89. According to Table 7,
the least accuracy is recorded by ViT-L32, which is 0.75.
Thus, these graphs give a complete and understandable
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TABLE 1. Summarize the target ViTs and CNNs model, which are used in
experiments.

Model Layer Mode Dens Paramete  Type Dataset
s 1 Size e rs (M)
(MB)  Head
ViT-bl6 20 3297 1000  86.43 Attentio if/“age“ett
[
0 -based
frbase 160px-v2
ViT-b32 20 3364 1000  88.19 Attentio if/nagenett
(S
6 n-based 160px-v2
ViT- 32 1.13 1000 304.14 Attentio if/nagenett
(&
L16 nbased ook
ViT- 32 1.14 1000 306.49 Attentio if/nagenett
€
L32 §
3 nbased ook
ResNet5 180 1538 1024  40.39 CNN- lf/nagenett
(&
0 6 based
ase 160px-v2
VGG19 27 8443 1024 22.13 CNN- lr/nagenett
(&
based
ase 160px-v2
Mobile- 91 2828 1024 743 CNN- H/nagenett
(&
Net based
¢ ase 160px-v2
Dense- 712 99.06 1024 2620 CNN- H/nagenett
(&
Net based
¢ ase 160px-v2

TABLE 2. Describes the structural parameters of target models on the
CIFAR10 dataset.

Model Layers Model Dense Parameters Type Dataset
Size Head (M)
(MB)
ViT-bl6 20 32967 1000  86.42M Attention-  CIFARIO
based
ViT-b32 20 33641 1000  88.19M Attention-  CIFARIO
based
ViT-L16 20 329.67 1000  86.42M Attention-  CIFARI10
based
ViT-L32 20 33641 1000  88.19M Attention-  CIFARI0
based
ResNet50 180 9782 1024  25.07M CNN- CIFARIO
based
VGG19 27 7843 1024 2056 CNN- CIFAR1O
based
Mobile- 91 1628 1024  429M CNN- CIFAR10
Net based
Dense- 712 76.56 1024 20.30 CNN- CIFAR10
Net based

picture of the model performance on the CIFAR10 dataset,
revealing the main advantages and disadvantages of target
models in clean, accurate conditions.

A. VISION TRANSFORMERS (VITS

The transformer model [1] was first introduced in 2017 in
the paper “Attention Is All You Need” for sequence-to-
sequence problems. It was an alternative to using recurrent
or convolutional layers. Vision Transformer (ViT) [6] is a
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FIGURE 1. Shows the clean accuracy of target models on
imagenet/160px-v2 dataset.

BERT-style [2] take on transformers for vision, as shown
in Figure 2. First, the image is split into smaller patches,
and each patch is embedded with a linear projection. The
results strongly resemble the token embeddings in BERT,
and what follows is virtually identical. The patch embeddings
are combined with position embeddings and fed through an
ordinary transformer encoder. Some patches are masked or
distorted during pretraining, and the objective is to predict the
average colour of the mask patch. In the case of 2D images,
we can describe them as x; € REXWxCl(1 < < N)
with resolution H x W and C channels, it is divided into
sequence of N = I% flatted 2D patches of size P x

P,x; € RP 2.C (1 <i < N). The patches are encoded into
patch embeddings with a simple convolutional layer, where
the kernel size and stride of the convolution is exactly P x P.

B. CNNS MODELS

We have also studied and experimented with the different
versions of the CNN models to compare adversarial robust-
ness with vision transformers. These models are ResNet-50,
VGG19, Mobile-Net, and Dense-Net, and they are also
trained on the imagenet/160px-v2 and CIFAR10 dataset.

IV. ADVERSARIAL ATTACK METHODS

Let us suppose that an image classifier f based on
CNNs/ViTs. It takes an image representing the input data and
returns an output:

fd,0)=y

The above equation represents the f is an image classifier
based on the CNNs/ViTs algorithm to predict the correct
category of the original image I, 8 represents the trainable
parameters of the CNN/ViT model like weights and biases.
When the image classifier successfully trains, then the
trainable parameters do not change, and the above equation
is re-write as follows:

f)y=y
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FIGURE 2. Clean accuracy of target model on CIFAR10 dataset.

where [ is an image, and y is the prediction of f. The [ is
an image consisting of raw pixel values belonging to real
numbers such that:

I,‘JGRJ'_

For an image classifier, the y is the predicted class, such
as “horse” or “truck,” derived from a probabilities vector
that gets from the output layer of the classifier. Here y is
not a vector, but it belongs to a vector of probabilities 1...L
returned from the model, where L is the number of classes to
be predicted. We write as follows:

ye{l...L}eR"

The adversarial examples are developed by the following
relation as follows:

1V =1+r

where:

o I is the adversarial image example.

« [ is the original input data.

« r is the slight change in the original image, also called

adversarial perturbations.

For a successful 194, the result of the image classifier f on
19 is must different from the result on the original input
image /; thus, we can write as follows:

FAYy £ £(D)

whether the adversarial image examples are generated from
adversarial perturbation or patch does not matter. However,
the adversarial noise r must be as minimized as possible,
which is humanly imperceptible or less perceptible [52]. The
adversarial perturbation is calculated by using L, — norm
metric during an adversarial attack and the aim is to find the
nearest image of / but the perturbation should be remains as
small as possible, which we write as follows:

argmin,{||rll, : fUY) # f(D)}

The attacker tries to get a minimum quantity of r, which
satisfies the primary criteria. It can be achieved by using
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a constrained optimization algorithm [53], and the need to
choose an optimization algorithm is, therefore, to produce an
adversarial image example by solving the following relation:

1= + argmin, {||rl, FAY) £ F (D)

The Fast Gradient Sign Method (FGSM) is faster and
less computationally capable of creating adversarial image
examples [30]. The FGSM increases the loss of the target
model, decreases predicted class probabilities, and increases
confusion during the target models’ classification. The train-
ing loss function of the target model will increase, reducing
classification confidence and increasing the likelihood of
inter-class confusion. FGSM determines the gradient of the
loss function w.r.t the input image /, multiplying a constant &
with the sign of gradient to produce adversarial perturbation.
The adversarial example is created by solving the following
relation:

I' =1+ s.sign(ViL,y))

where [ and [I’, are original and adversarial images,
respectively. The V;L(I,y) is the slope of the cost func-
tion w.r.t original image example /. The backpropagation
algorithm [54] determines the gradient of the cost function.

The projected Gradient Descent Method (PGD) [31]
creates adversarial examples iteratively using FGSM [55]
on the clean input image Iy by adding a small amount of
random perturbation « in the original sample image /. The
projection first searches the closest image from hyperplane
or decision boundary plane. The PGD finds the adversarial
image example which is close to the original image example.
The following relation explains it:

I = Proj,  g(I' 4 a.sign (V]iL (9, I I)))

where I+ is the perturbed image after i 4 1 iterations, and §
is the negative space or region where the adversarial example
lies.

The Deep Fool Attack (DFA) was introduced by Moosavi-
Dezfooli et al. [56], an untargeted attack method for creating
an adversarial example and depends on the [l distance
measure. The DFA is tried to find the minimum distance
between the original input and the descion boundary of
the target classifier. Decision boundaries are the boundaries
that divide different classes in the hyper-plane created by
the classifier. Perturbations push the adversarial sample
outside its prediction space to misclassify the example by
the target models. The whole DFA process is represented in
Algorithm 1.

V. PROPOSED METHOD TO EVALUATE ADVERSARIAL
ROBUSTNESS

The different steps of the proposed method to evaluate and
analyze the adversarial robustness of Vision Transformers
(ViTs) and Convolutional Neural Networks (CNNs) in image
classification tasks are shown in Fig. 3. The step-by-step
discussion and explanation of each phase of the proposed
method are given as follows:
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Algorithm 1 The process of creating adversarial examples is
done using the DFA method.

Input: input image I, target model f

Output: Perturbation r”

Initialize: Iy < I,i < 0

whilesign (f (I;)) = sign (f (Ip)) do
) __Jd) .

i ~vraoi v )

Iiyi < Li+r;

i+1 <1

end while

return r = D .

—VIT-b16—>]

FGSM, PGD, DFA

%VITADBZAM

FGSM, PGD, DFA

—VIT-L16—> E?E’ '-

FGSM, PGD, DFA
a1

—Vll-LSZ—b@ . . - B

- 1 FGSM, PGD, DFA IS N e Bl I I
Inputimage Y B e It

Evaluate Performance
{—ResNet50—»|

Generate Adverserial Examples
FGSM, PGD, DFA

—vssm—»@ .

FGSM, PGD, DFA

7MomeNeX’M

FGSM, PGD, DFA

—OenseNe(-)@ -

FGSM, PGD, DFA

FIGURE 3. Shows the proposed method to validate the adversarial
robustness of VITs vs CNNs against adversarial attacks.

A. INPUT IMAGES

The proposed method starts with input images of the
data given to the models for evaluating the adversarial
robustness against adversarial attacks. These input image data
pass through different stages of transformation to test the
adversarial robustness of ViTs and CNNs models against
adversarial attacks.

B. TARGET VITS AND CNNS MODELS
The model section lists the target models used to validate
adversarial robustness. The models are given as follows:
o Vision Transformers (ViTs)
e Large VIiT models include ViT_L32 with
32 x 32 patch sizes and ViT_L16 with 16 x 16 patch
sizes.
e Base vision models include ViT_B32 and ViT_B16
with 32 x 32 and 16 x 16 patch sizes, respectively.
o Convolutional Neural Networks (CNNs):
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e The proposed method has used popular CNN
models, which are standard and state-of-the-art
for image classification tasks such as DenseNet,
MobileNet, ResNet, and VGG19.

C. ADVERSARIAL ATTACKS

This phase of the method consists of adversarial attacks on
the input image data. These attacks aim to produce slight
perturbations in the images that can fool the models into
giving false predictions. The attacks used in this work are as
follows:

e FGSM: An easy and straightforward attack that creates
perturbation by calculating the loss gradient to the input
image.

e PGD: A repetitive and powerful version of FGSM that
creates perturbation in many gradient steps.

e DFA: This attack searches for the less perturbation
required to alter the prediction of the input sample,
iteratively linearizing the model’s prediction area.

D. GENERATE ADVERSARIAL EXAMPLES

At this stage, adversarial images are produced to use the
attacks mentioned above. These images are perturbed and
specially created to fool the models for incorrect predictions.

E. EVALUATE TRAINED MODELS ON ADVERSARIAL
EXAMPLES

In this phase, the target model ViTs and CNNs are validated
on the adversarial examples created by FGSM, PGD, and
DFA attacks. The primary purpose is to observe and analyze
how trained models work when receiving the inputs generated
to make misclassifications.

F. REPORT ADVERSARIAL ROBUSTNESS

The last phase describes and reports the ups and downs
of the adversarial robustness of trained models. It includes
analyzing and comparing the performance and efficiency of
ViTs and CNNs in the presence of adversarial attacks and also
provides which model’s architecture is more robust against
attacks.

Summarizing the proposed method shows a detailed
approach to calculating the adversarial robustness of different
trained model architectures of ViT and CNNs. By inten-
tionally using adversarial example attacks and testing the
models’ efficiency, this research describes the strengths
and weaknesses of ViTs and CNNs models in maintaining
prediction accuracy under different adversarial situations.

VI. EXPERIMENTS AND RESULTS

This section provides a detailed comparison of the adversarial
robustness of target CNN and ViT models against adver-
sarial perturbation attacks such as FGSM, PGD, and DFA.
In the end, the empirical results of the final experiments
prove which target models are more or less robust against
adversarial attacks.
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TABLE 3. Shows the various parameters of FGSM, PGD, and DFA attacks
like step size, number of, and maximum strength.

Step-Size Iterations Max. Strength
Attacks [od i €
FGSM 0.003 not iterative 0.03
PGD 0.001 20 0.01
DFA 1 3 No-strength

Adversarial Accuracy vs. FGSM Strength
0.9 -

0.8 A

0.7 1

0.6

0.5 1

Adversarial Accuracy

0.4
0.3 1

0.2

0.000 0.005 0.010 0.015 0.020 0.025 0.030
Epsilon

FIGURE 4. Shows the degradation of model accuracy at different
perturbation levels during FGSM attack.

A. ADVERSARIAL ATTACKS SETTINGS

The adversarial attack FGSM, PGD, and DFA settings mean
setting different parameters such as step size, number of
iterations, and maximum attack strength. As mentioned
earlier, the values of these parameters are kept the same for all
target ViT and CNN models for a fair and clean comparison
of adversarial robustness against the attacks. Table 2 shows
the different parameters of attacks.

In Table 3, it is concluded that FGSM is a single-step
attack. The perturbation is added in the gradient direction
with step size = 0.003, not-iterative, and max strength =
0.3, PGD with step-size = 0.001, iterations = 20, and
strength = 0.01, DFA with iteration step-size = 3, maximum-
iterations = 3. There is no strength value in this type
of attack. Here, we also show a few results proving how
these adversarial attack parameters gradually degrade the
performance (clean accuracy) of the above-mentioned trained
models on the mentioned datasets in Fig. 2 and 3. These
results were obtained at different levels of perturbation or
attack strength and randomly selected during experiments to
inspect the effect of adversarial attacks.

Fig. 4 shows the adversarial accuracy at epsilon 0; it is
very high, equal to 0.9. However, with increasing epsilon, the
accuracy quickly decreases, roughly to 0.2 at epsilon 0.03.
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Adversarial Accuracy vs. PGD Strength
0.9

0.8

0.7

0.6

0.5 1

0.4

Adversarial Accuracy

0.3 1

0.2 1

0.1 A
0.000 0.002 0.004 0.006 0.008 0.010
Epsilon

FIGURE 5. Shows the degradation of model accuracy at different
perturbation levels during PGD attack.

This means that when the FGSM attacks are more potent
(higher epsilon values), there is a more significant decrease in
the model’s accuracy, thus portraying a higher susceptibility
to adversarial examples.

Fig. 5 demonstrates the epsilon values ranging from 0.0 to
0.01 with step size 0.001. In the highest epsilon value, 0.01,
the accuracy declines from 0.90 to 0.10. It means that as the
strength of the attack by PGD increases, the classification
capability of the model deteriorates dramatically.

Finally, Fig. 6 shows that at iteration 0, the accuracy is
the biggest, approximately equal to 0.80. If the number of
iterations increases to 1, the accuracy decreases to about 0.20.
As the iterations transit from 1 to 3, the accuracy worsens
while levelling off at 0.10. It shows that the accuracy of the
adversary considerably reduces once the DeepFool iterations
increase and remains low even as more iterations take place,
meaning that the DeepFool attack is dangerous in lowering
model accuracy even with a few iterations. Some visual
examples of adversarial image examples are shown below in
Fig. 7.

Fig. 8, Tables 4, 5, and 6, compares the adversarial
robustness of various target models—ViT-b16, ViT-b32,
ViT-L16, ViT-L32, ResNet50, VGG19, MobileNet, and
DenseNet—against three different types of attacks: FGSM,
PGD and DFA can be used for penetration testing and to
enhance the accuracy of the prediction during the brute force
attack. All the models show different degrees of resistance in
the various kinds of attack. FGSM Attack: The results of the
FGSM attack demonstrate that DenseNet and MobileNet are
the most adversarial robust, having scores of approximately
0.40. Again, the result is 0.14, showing good resistance
against this style of attack. Similar to VGG19, ResNet50
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Adversarial Accuracy vs. DeepFool Max Iterations
0.8 -

0.7

0.6

0.5 A

0.4

0.3 A

Adversarial Accuracy

0.2

0.1 A

T T T T

0.0 0.5 1.0 1.5 2.0 2.5 3.0
Max Iterations

FIGURE 6. Shows the degradation of model accuracy at various
perturbation levels during DFA attack.

TABLE 4. Shows clean accuracy, adversarial accuracy, and adversarial
robustness (%) of the target (ViTs and CNNs) models against the FGSM
perturbation method with maximum strength ¢ = 0.03 on imagenett
dataset.

Target Clean Adversarial Adversarial
Models Accuracy Accuracy Robustness(%)
ViT-b16 0.82 0.08 0.09

ViT-b32 0.80 0.11 0.14

ViT-L16 0.82 0.08 0.9

ViT-L32 0.75 0.17 0.22

ResNet50 0.80 0.28 0.35

VGG19 0.89 0.21 0.23
MobileNet 0.85 0.34 0.40

DenseNet 0.90 0.20 0.22

proved moderately strong with supremacy and deviation
values surpassing 0.10. Meanwhile, the measures of ViT
models, which are b and L series, are identified as lower
as compared to the first one = 0.05 to 0.08. PGD Attack:
After being targeted by PGD, all the ViT models, as well
as detectors, have improved robustness, especially ViT-L32,
ViT-b32, and ViT-b16 with score rates of up to 0.45. VGG19
also appear to be immune, with the proposed architecture
having a robustness score of roughly 0.30. At the bottom of
the scale, DenseNet and MobileNet demonstrate the weakest
results, which are below 0.15; it is shown that DenseNet
has the lowest robustness among all the architectures. DFA
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FIGURE 7. Shows original and adversarial images produced by
adversarial attacks which are imperceptible by humans.

Attack: In response to DFA attacks, MobileNet and ViT-
L.32 are the most resistant architectures, with MobileNet at
approximately 0.25. Generally, ViT models are pretty stable,
specifically ViT-b16 and VT-b32, with a score slightly above
0.20. Again, DenseNet performs the poorest with a score of
uttermost robustness, somewhat more than 0.11. It was only
0.5, which is less than the recommended level of 1, thus
showing the circuits have a poor resistance to DFA attacks.
To sum up, as can be observed from Table 6, the
ViT models are equally or even more robust than other
architectures against PGD and DFA attacks. Still, DenseNet
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TABLE 5. Shows clean accuracy, adversarial accuracy, and adversarial
robustness (%) of the target (ViTs and CNNs) models against the PGD
perturbation method with maximum strength ¢= 0.01 on the imagenett
dataset.

Target
Models Clean Adversarial Adversaria
Accuracy Accuracy Robustness(%)

ViT-b16 0.82 0.16 0.19
ViT-b32 0.80 0.28 0.35
ViT-L16 0.82 0.18 0.21
ViT-L32 0.75 0.29 0.38
ResNet50 0.80 0.17 0.21
VGGI19 0.89 0.31 0.34
MobileNet 0.85 0.13 0.15
DenseNet 0.90 0.12 0.13

TABLE 6. Shows clean accuracy, adversarial accuracy, and adversarial
robustness (%) of the target (ViTs and CNNs) models against the DFA
perturbation method with maximum iteration = 3 on the imagenett
dataset.

Target Clean Adversarial Adversarial
Models Accuracy  Accuracy Robustness(%)
ViT-b16 g g) 0.13 0.15

ViT-b32 0.80 0.10 0.12

VIT-LI6 (g 0.18 021

ViT-L32 0.75 0.14 0.18
ResNet50 0.80 0.16 0.20

VGG19 0.89 0.09 0.10
MobileNet 0.85 0.19 0.22
DenseNet 0.90 0.10 0.11

and MobileNet are more robust against FGSM attacks.
ResNet50 and VGG19 are of moderate robustness against
all three types of attacks, which means that the networks are
relatively balanced in their adversarial defence.

The comparison of adversarial robustness against FGSM,
PGD, and DFA across various models reveals distinct
performance patterns present in Fig. 9 and Tables 6, 7, and 8.
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FIGURE 8. (a) The top plot compares the adversarial accuracy of target
models against the FGSM perturbation method, (b) the middle plot
represents the adversarial accuracy of target models against the PGD, and
(c) the bottom plot shows the adversarial accuracy of target models
against the DFA perturbation method on imagenett dataset.

ViT-L16 stands out with the highest robustness against
FGSM, nearly reaching 0.8, while ViT-b32 excels against
PGD with a robustness of 0.35. ViT models, especially
the larger configurations like ViT-L16 and ViT-L32, consis-
tently demonstrate strong robustness across all attack types.
ResNet50 maintains moderate robustness across FGSM,
PGD, and DFA, showcasing its balanced resilience. VGG19
shows notable robustness against PGD but is weaker against
FGSM and DFA. MobileNet is highly robust against DFA,
scoring around 0.22, but exhibits moderate to low robustness
against FGSM and PGD. DenseNet, however, consistently
displays the lowest robustness among all models tested. This
analysis indicates that Vision Transformers, particularly more
significant configurations, tend to have higher adversarial
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TABLE 7. Shows clean accuracy, adversarial accuracy, and adversarial
robustness (%) of the target (ViTs and CNNs) models against the FGSM
perturbation method with maximum strength = 0.03 on CIFAR10

dataset.

Target Clean Adversarial Adversarial
Models Accuracy Accuracy Robustness(%)
ViT-bl6 0.77 0.06 0.07
ViT-b32 0.75 0.06 0.08
ViT-L16 0.82 0.03 0.03
ViT-L32 0.75 0.07 0.09
ResNet50 0.85 0.13 0.15
VGG19 0.89 0.08 0.09
MobileNet 0.77 0.10 0.12
DenseNet 0.94 0.11 0.11

TABLE 8. Shows clean accuracy, adversarial accuracy, and adversarial
robustness (%) of the target (ViTs and CNNs) models against the PGD
perturbation method with maximum strength = 0.01 on the CIFAR10

dataset.
Target
Models Clean Adversarial Adversaria
Accuracy Accuracy Robustness(%)

ViT-b16 0.77 0.19 0.24
ViT-b32 0.75 0.39 0.39
ViT-L16 0.82 0.25 0.30
ViT-L32 0.75 0.34 0.45
ResNet50 0.85 0.08 0.09
VGG19 0.89 0.28 0.31
MobileNet 0.77 0.05 0.06
DenseNet 0.94 0.09 0.09

robustness. In contrast, traditional CNN architectures like
ResNet50 and VGG19 are moderately robust, and lightweight
models like MobileNet and DenseNet are less robust overall.

VII. DISCUSSION
The experimental results will be described in detail in the
discussion section, focusing on the adversarial robustness of
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TABLE 9. Shows clean accuracy, adversarial accuracy, and adversarial
robustness (%) of the target (ViTs and CNNs) models against the DFA
perturbation method with maximum iteration = 3 on the CIFAR10 dataset.

Target Clean Adversarial ~ Adversarial
Models Accuracy  Accuracy Robustness(%)
ViT-bl6 0.77 0.15 0.19

ViT-b32 0.75 0.11 0.14

ViT-L16 0.82 0.10 0.12

ViT-L32 0.75 0.20 0.26

ResNet50 0.85 0.11 0.12

VGG19 0.89 0.08 0.08
MobileNet 0.77 0.20 0.25

DenseNet 0.94 0.07 0.07

Vision Transformers (ViTs) over CNNs. It will discuss the
implications of such findings, the study’s limitations, and
recommend some use of future research.

The analysis of the obtained experimental results shows
that ViTs and CNNs have a specific antagonistic relationship
in terms of adversarial robustness. Based on the results
obtained, the research presents evidence that CNNs, includ-
ing DenseNet and MobileNet, are more defensive against
FGSM attacks. On the other hand, ViTs, especially those
networks of higher capacity, such as ViT-L32 and ViT-b32,
exhibit higher resistance to PGD-DFA attacks.

Specifically, DenseNet and MobileNet obtained higher
adversarial robustness than ViTs while being attacked by
FGSM. This implies that CNN architectures with standard
layers, such as convolutional layers and feature hierarchy,
might be less sensitive to straightforward gradient-based
attacks such as FGSM. Out of all the investigated networks,
DenseNet had the highest adversarial robustness for FGSM
with a score of around 0.40, while in ViT models, the scores
were much lower, starting from 0. 05 to 0.14.

All ViT models performed well against PGD attacks, and
the climaxes of the robustness of ViT-L32 and ViT-b32 were
0.45. From this, we could deduce that ViTs may be more
robust to iterative, gradient-based attacks because of the self-
attention layer and the invariance to the global relationships
in the images the model is trained on. On the other hand,
CNNs such as MobileNet and DenseNet could not stave off
PGD, with their scores standing at less than 0.15. It means
that CNN architectures could be particularly susceptible to
more complex, iterative adversarial techniques.

DFA attack results were inconclusive, while ViT mod-
els, in general, demonstrated good resilience, as apparent
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FIGURE 9. (a) The top plot compares the adversarial accuracy of target
models against the FGSM perturbation method, (b) the middle plot
represents the adversarial accuracy of target models against the PGD, and
(c) the bottom plot shows the adversarial accuracy of target models
against the DFA perturbation method on CIFAR10 dataset.

from the depicted robustness scores near 0 for ViT-bl6
and ViT-L32 0.20. MobileNet also scored very well for
robustness DFA with a score of 0.25, which represents
its capability to accomplish the task even in cases when
the inputs are subjected to various types of adversarial
attacks.

These outcomes support the fact that adversarial robustness
is a challenging problem and, at the same time, indicate
that architectural choices of deep learning models have a
significant impact on the defences against various adver-
sarial perturbations. These self-attention mechanisms might
explain why ViTs are less sensitive to PGD and DFA attacks
than traditional models, mainly because the self-attention
mechanisms are immune to several perturbations. On the
same part, comparisons have shown that CNNs have high
resistance to FGSM, which is a symbol of its favourable
position of enduring a more straightforward attack with only
a single step.
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The findings from this study have several important
implications for the deployment of deep learning models in
security-sensitive applications:

e Model Selection: Depending on the adversarial threat
type that is expected to be encountered, different
models may be desirable. Hence, in environments that
are expected to feature FGSM-like attacks, CNNs such
as DenseNet might be beneficial. On the other hand,
it seems that ViTs could be helpful in the case of more
complex attacks like PGD or DFA.

e Hybrid Approaches: Because the benefits of ViTs
are pretty diverse, as well as the limitations of CNNs,
their combined model can increase general resilience.
Such models could combine the convolutional layers to
perform the extraction of features locally together with
the transformers’ global attention.

e Adversarial Training: Thus, the study confirms the
necessity of using adversarial training as a defence
strategy. The results also indicated that training models
with a mixture of adversarial examples can make the
trained models more robust regardless of the sort of
attack that is adopted.

VIII. LIMITATIONS

The experiments were performed on particular databases
(CIFAR10 and ImageNet to some extent). The above
conclusions might be different when tested on a different
dataset, especially when it is complex or possesses different
characteristics. Thus, besides FGSM, PGD, and DFA, there
are other types of attacks, such as C&W attacks or spatially
transformed adversarial attacks, which were not examined in
this work. As in most research, further research is always
necessary with an enormous array of attack possibilities. The
study was restricted by computational power; the experiments
were performed, especially when training large ViT models.
It is suggested that even more significant experiments using
larger models and data can be helpful in future investigations.

IX. FUTURE RESEARCH DIRECTIONS

Therefore, more creative defence strategies that include more
recent approaches of learning models or dynamic defences
that work depending on the type of attack could also be
invented and tested to increase model robustness further. Such
concepts would enable the practical application of adversarial
robustness in a driving-car context or medical imaging, for
example, by testing how adversarial robustness ‘translates’
to realistic problems and orientating the advancement of safe
Al computing. Studying new proposals that use the benefits
of ViTs and CNNs may potentially result in models that are
more immune to a wide range of adversarial attacks.

X. CONCLUSION

This study presents a comprehensive comparison of the
adversarial robustness of Vision Transformers (ViTs) and
Convolutional Neural Networks (CNNs) in the context
of image classification. Our experimental results indicate
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that while CNNs, particularly DenseNet and MobileNet,
show greater robustness against FGSM attacks, ViTs,
significantly larger configurations like ViT-L32 and ViT-
b32, demonstrate superior resilience against iterative and
sophisticated adversarial methods such as PGD and DFA.
These findings suggest that the choice of model architecture
significantly impacts adversarial robustness, with ViTs being
more suitable for scenarios where complex adversarial threats
are anticipated. The insights from this research highlight the
importance of model selection based on expected adversarial
conditions and pave the way for developing more robust deep
learning models through hybrid architectures and enhanced
adversarial training techniques. Future work should focus
on exploring a broader range of adversarial attacks, testing
on diverse datasets, and investigating hybrid models that
leverage the strengths of both ViTs and CNNs to achieve
enhanced robustness against a broad spectrum of adversarial
threat methods.
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