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ABSTRACT The concept of Mobile Edge Computing (MEC) has been recently highlighted as a key enabling
technology for the deployment of sixth-generation (6G) wireless network services. On the other hand, the
possibility of combining Unmanned Aerial Vehicles (UAV) with Reconfigurable Intelligent Surfaces (RIS)
has also been recognized as a powerful communication paradigm able to provide improved propagation
characteristics of wireless communication channels, as well as increased capacity and extended coverage.
Then, the possibility of merging the characteristics of such a communication paradigm with the one
provided through MEC represents a valid solution to fulfill the main requirements of 6G networks. In this
paper, we consider the combination of computation offloading and resource allocation in an MEC-based
system where the MEC server is hosted by a massive MIMO base station, which serves multiple macro-
cells assisted by a UAV-equipped RIS. In this context, we focus on minimising the latency for executing
tasks of all user equipment (UE) within the considered scenario. To tackle this problem, we formulate
an optimisation problem that jointly optimises computation offloading from user equipment (UE) towards
the MEC server, and communication resources in the underlying UAV-assisted and RIS-aided network.
The extensive simulation results demonstrate how the proposed method outperforms in terms of providing
reduced latency for the considered system when compared with other conventional schemes.

INDEX TERMS Computation offloading, mobile edge computing, reconfigurable intelligent surfaces,

resource allocation, unmanned aerial vehicle.

I. INTRODUCTION

Wthin the last two decades, wireless communication tech-
nologies have undergone a rapid advancement process,
leading to the development of smaller, more portable, and
intelligent mobile devices. This process has marked the dawn
of the Internet of Things (IoT) era. On the one hand, the
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widespread use of such devices has paved and still continues
to pave the way for the deployment of innovative services,
which constantly simplify and enhance our daily lives.
However, according to the International Telecommunication
Union (ITU), such exponential diffusion of portable devices
is expected to lead to a significant rise in global mobile
subscribers, projected to reach approximately 17 billion
by 2030, with a corresponding generation of data traffic
envisaged to soar to around 5 zettabytes per month [1].
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This represents clear evidence that shortly we may assist to
a collapse of the fifth-generation (5G) network technology
if adequate actions are not taken. Indeed, such collapse
will be mainly caused by the deployment of new capacity-
hungry communication use cases and services such as multi-
sensory extended reality, autonomous vehicles, industrial
automation, healthcare systems, and video streaming, which
are envisioned to be delivered within the upcoming years.
[2]. However, the evolution of wireless networks must
extend beyond the possibility to create more capacity to
accommodate this surge. Indeed, next-generation networks
must also deliver real-time communication with near-zero
latency (communication lags less than 1 ms) and ultra-
reliable transmission, i.e., less than 10™° of communication
error probability. These features are expected to become a
reality through the full roll-out of 6G mobile communication
systems [3], [4].

Furthermore, 6G technology is also expected to provide
improved communication efficiency and intelligent data
processing features for smart connected devices [5]. Within
this regard, one approach that has gained particular attention
within the last few years is the so-called MEC paradigm.
With such an approach, computationally intensive tasks can
be either partly or entirely offloaded and executed at the MEC
servers, which are usually put at the edge of networks [6],
[7], [8]. In this way, IoT devices with limited computational
capabilities can offload the execution of the task to the
edge server, reducing then the latency of the application,
as well as increasing their operational lifetime since they
are also energy-constrained. Then, one can easily notice why
MEC has been highlighted as a valid candidate to provide
improvements to next-generation wireless networks in terms
of reduced latency and improved energy efficiency [8].

Nevertheless, the full deployment of 6G networks is also
strongly dependent on providing innovative technologies
that can improve the propagation characteristics of the
wireless channel. Indeed, 6G communication scenarios will
be highly complex and subject to strong high penetration
losses of communication signals since THz communications
are expected to be supported. This problem has been partly
addressed with the introduction of massive multiple-input
multiple-output (mMIMO) and hybrid analog and digital
beamforming technologies [9], [10]. However, designing
highly efficient multi-antenna transceivers for beamforming
on THz bandwidth is challenging. To this end two main
solutions have been identified as valid candidates to provide
improvements at the physical layer: i) UAV-based commu-
nications, and ii) RIS-assited communication environments.
Indeed, the main distinctive feature of UAV-based commu-
nications, when compared to conventional static base station
(BS) communication, is the possibility of establishing line-
of-sight (LoS) communication between UAYV, acting as flying
BS, and ground users. In this way, it will be possible to
offer increased signal strength, which in turn enables the
possibility to increase network performances [11]. On the
other hand, RIS are entirely programmable metasurfaces,
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typically placed on a building facade, that through the usage
of appropriate external signals allow to reflect the wireless
signal in the desired direction. In this way, RIS can be
employed to provide additional sources of links with the
main aim of compensating for path loss and channel sparsity,
enhancing then the effective connections between the base
station and users [12]. Interestingly, the possibility of merging
the benefits of these two physical layer solutions by realizing
RIS-assisted UAV communications is also receiving a lot of
attention [13], [14], [15].

Then, from the above discussions, one can easily observe
how the possibility of implementing MEC-based solutions
over underlying RIS-assisted UAV communications holds
great potential for the deployment of the next generation of
wireless networks. Some of the most relevant work presented
in the literature on these novel research areas are discussed in
the next section.

A. RELATED WORKS

As previously mentioned, the idea of integrating the advan-
tages of LoS transmissions, through the adoption of UAVs,
with the potential of implementing RIS to create a smart
and controllable propagation environment is gaining attention
as a compelling future research direction contributing to the
deployment of next-generation wireless networks.

For example, authors in [13] considered a communication
scenario where multiple UAVs equipped with an onboard
RIS are used to support transmission subject to Ultra-reliable
and low-latency communication (URLLC) constraints. In this
case, each UAV acts as a repeater aimed at reflecting
the signal from a macro BS to all users in the networks
located in different areas far away from the BS. For such a
communication scenario, authors formulated an optimisation
problem for jointly optimising UAVs’ deployment, power
allocation at BS, phase-shift of RIS, and blocklength of
URLLC transmission blocks. Such complex and non-convex
optimisation problem, aimed at maximizing communication
reliability and fairness among users, has been solved by
adopting a deep neural network (DNN) based solution.
Through numerical it has been highlighted the great potential-
ities of aerial RIS in supporting stringent URLLC demands.

Another work focused on showing the potentialities of
aerial RIS in further extending the coverage range of massive
multiple-input multiple-output (mMIMO) networks has been
presented in [16]. In this case, the authors considered
an optimisation problem to maximize the total network
throughput by finding the optimal power control coefficients
at the BS and the phase shift coefficients of the multiple RISs
used in the system. By solving this optimisation problem
through an iterative algorithm, authors illustrated how aerial
RISs can achieve higher levels of network throughput as well
as improvement for the users with worst-case throughput and
less computational complexity when compared with other
benchmark schemes.
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On the other hand, the investigation on how UAV-enabled
communications can contribute to further improving the
performance of MEC systems represents another important
research direction. Under this perspective, the optimal
computation and communication resource allocation problem
for UAV-assisted MEC systems under a non-orthogonal
multiple access (NOMA) scheme has been considered
in [17]. More specifically, they considered a communication
scenario where a UAV serves as a MEC server-equipped
flying base station (UAV-MEC). Under these assumptions,
an iterative algorithm for jointly optimising user association,
transmit power, and computing capacity allocation in order
to minimise the total latency of UEs was proposed. Through
numerical simulations, it has been highlighted how the
proposed scheme outperforms other benchmark schemes in
terms of offering overall reduced communication latency
for the underlying UEs. Noteworthy, the usage of under-
lying NOMA communications resulted to provide better
performances when compared with conventional orthogonal
frequency-division multiple access (OFDMA) systems.

The possibility of reducing task offloading latency in
MEC-based systems through the adoption of RIS has been
studied in [18]. In this case, they considered a RIS-aided
wireless MEC system for heterogeneous networks (HetNet).
For such a setting, they formulated the optimisation problem
for minimizing the overall system delay by jointly optimising
caching, task offloading, and computing resources for the
MEC system, as well as resource allocation for the RIS
and BS sides. To deal with the resulting NP-hard mixed
integer nonlinear programming problem, they proposed a
two-stage optimisation algorithm. Through numerical results,
it has been shown how the adoption of RIS represents a very
effective solution to greatly reduce the task computing delay
in MEC HetNet systems.

Recently, possibilities of fully integrating RIS and UAV
technologies into MEC-based systems have been also
investigated. A novel RIS-enhanced and UAV-assisted MEC
framework with underlying NOMA communication has been
investigated in [19]. More specifically, in this case, authors
supposed that a single-antenna UAV is employed to offload
the computation tasks to single antenna ground access points
(APs) with the assistance of a RIS. To maximise the UAV’s
computation capacity, they proposed a two steps optimisation
algorithm that jointly optimise the reflecting phase shift of
the RIS, communication, and computation (2C) resource
allocation, decoding order, and UAV’s deployment which
was supposed to be static. The numerical results provided
within this study demonstrated that the computation capacity
is greatly improved with such an approach when compared
with other solutions proposed in the literature. A similar
work has been presented in [20]. In this case, it has been
supposed that the UAV acts as a relay node for supporting
multiple offloading computation tasks to remote access points
from ground users, through the assistance of the RIS. Also in
this case the usage of NOMA as a communication paradigm
was considered. However, in this case, authors considered
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the possibility for the UAV to dynamically moving within
an optimal trajectory. Under these assumptions, a method
for jointly optimising computation and offloading bits, RIS
phase shift design, bandwidth allocation, and the trajectory
of the UAV was proposed. Through this study, authors
illustrated how the considered system can provide enhanced
computation capacity, as well as how the inclusion of RIS and
NOMA impact finding the optimal trajectory for the UAV.

B. MOTIVATION AND CONTRIBUTIONS

Based on the previous discussion, is evident how the
possibility of implementing MEC systems assisted by the
usage of both UAV and RIS technologies is gaining a lot
of attention by the research community. More specifically,
it has been highlighted how the complete integration of both
technologies [19], [20] can provide higher benefits when
compared with the exclusive inclusion of a single technology,
i.e., UAV-based MEC systems [13], [16] or RIS-assisted
MEC systems [18]. However, to the best of the author’s
knowledge, the majority of works focused on building such
unified network, i.e., including both UAV and RIS, have
considered RIS installed on the facade of buildings.

Under these perspectives, in this paper, we considered
the optimisation problem of computation offloading and
resource allocation for MEC systems assisted by a RIS-
equipped UAV. A similar work in terms of communication
environment has been presented in [21], in which authors
aimed at maximising the energy efficiency of a single-
antenna communication system. In contrast, this paper
provides the following contributions to the current state of
the art:

o« We propose a novel optimisation framework for a
MEC system, hosted within a massive MIMO Base
Station (MBS), assisted by the usage of a RIS-equipped
UAV able to fly within the coverage area. For such a
system, we formulated an optimisation problem aimed
at minimising the system latency by jointly optimising
the power allocation of each user, user association,
phase shift configuration of RIS reflecting elements,
and computing resource allocation at the MBS subject
to the MBS’s computing resource constraints and QoS
requirements.

o We design an iterative algorithm to efficiently solve
the proposed optimisation problem by applying some
approximation and inequalities, path following, and
block coordinate descent (BCD) methods. An algorithm
for determining the UAV trajectory based on the density
of ground users is also provided.

« By means of extensive simulation results, we show
that our proposed method outperforms the benchmark
strategies indicating the effectiveness of our proposed
method.

The remainder of this paper is organized as follows. The
considered system model is presented in Section II. Sec-
tion III provides the formulation of the optimisation problem
for latency reduction, as well as the proposed methodology.
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The effectiveness of the proposed algorithm in minimising
the total system latency is illustrated in Section IV. Finally,
conclusions and future research directions are provided in
Section V.

Il. MEC SYSTEM MODEL

A. SYSTEM MODEL

As illustrated in Figure 1, we consider a mMIMO com-
munication system, which provides coverage extension
between the MBS and distributed users (UEs) (e.g., mobile
users, vehicles, internet-of-thing (IoT) sensors) through the
assistance of assisted a RIS-equipped UAV. In this case,
the support of RIS, combined with the flexible deployment
of UAV, allows to provide enhanced network performances,
in terms of reliable wireless network operation with high
quality-of-service (QoS) to UEs in areas that are seriously
impacted by propagation blockage (directly to/from the
MBS) such as shadowing and blockage geometry [22], [23],
[24]. Within the considered scenario, we suppose that a large
antenna array consisting of L-elements is used by the MBS
to provide service to K single-antenna users. We also assume
that the UEs are grouped into M clusters represented by the
set Ky = {Kq,..., Ky} with ), = {1,..., Ky}, m =
1,..., M, with cluster having different numbers of users.
To support the M clusters of UEs, we use one RIS-equipped
UAV working as a small-cell base station where the RIS panel
is comprised of N discrete elements to reflect the signal from
each group of UEs to the MBS. Hence, in general, we denote
with (m, k)-th UE as the k-th UE of the m-th group with
m = 1,...,M and k € K,,. We use up as the user
association indicator to denote whether the kth UE of the m-
th cluster offloads its computing task to the MEC server as
follow:

1 if computing task offloading is needed,
Um,k = .
0 otherwise.

ey

We denote u,;, = [um,k]Kg1 the association vector within the
cluster, while u = [uy,];,_, the entire user-association matrix.
As the RIS-equipped UAV reaches the m-th cluster, users that
needs to offload a task to the MBS are served according to
time division multiple access (TDMA) technique. In this case,
the main functionality of the RIS is to steer the beam from the
ground user to the MBS. In this way we guarantee that RIS
will only reflect the desired signal towards the MBS and no
signal form other users [25], [26].

B. CHANNEL MODEL

By considering a 3D Cartesian coordinate system, we indicate
the MBS’s position, the UAV-RIS position, and users’
positions as, (xo, yo, Ho), (xu, yu, Hy) and (x, yx,0), k =
1,2, ..., K, respectively. Within this notation, Hy represents
the MBS’s antenna height while Hy is the height at which
the RIS-equipped UAV is flying. These are supposed to be
retrieved by the usage of the Global Positioning System
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(GPS) and locally stored at the MBS. Without loss of
generality, we also assume the existence of a line-of-sight
(LoS) communication between the MBS and the UAV-RIS,
meaning that the path loss between the MBS and the UAV-
RIS can be modelled by using free-space path loss model [27]
as follow:

_ Bo
T+ Ho—H?
m,0+( 0 m)

,Bm,O =17"'5M7 (2)

where dy.0 = v/(x0 — xm)? + (Vo — Ym)?, do is the reference
distance, and By represents the power gain of wireless
channel. In this case, H,, represents the height of the UAV
when it flies on top of the m-th cluster as explained later in
section II-E.

As regards the communication channel between the UAV-
RIS and the (m,k)-th UE as the air-to-ground (ATG)
channels, they are more complicated because of the propa-
gation blockage effects. To this end, we have the path-loss
formulation including the air-to-air (ATA) link and the air-to-
ground (ATG) link are denoted as follows [28]:

Bk = PLun i + nLosPL% + inLos P’ . (3)
Let us denote the average additional losses for the LoS and
NLoS paths as nz,s and nnzes, respectively. Since we can
derive the distance path loss as

“

4rf.D ¢
PL, = 10log (M) ,

c

Here, we have « as the path loss exponent with the value
a > 2, likely, ¢ and f, are the speed of light in m/s unit and
the carrier frequency in Hz unit, respectively. Let us consider
the Euclidean distance from the UAV-RIS to the (m, k)-th UE
and the Euclidean distance from the MBS to the (0, k)th UE
VA% + H2. To this end,

we have the probability of LoS given as follows [29]

as dp k, then, we have D, =

1
Py = i )
1 4+ aexp [—b (arctan (%—"’k) - a)]

where the values of both constants a and b depend on the
environment. Then, we can express P%L,?S =1- Plnfi

For the UEs that need the help of the RISs to reach the
MBS, the small-scale fading coefficients for the channels
from the (m, k)-th UE to the UAV-RIS and the UAV-RIS
to the MBS im € M,k € K,), denoted by h,; €
CV*! and W e CN*E, respectively. It worth to be
noted that the coefficients are assumed as independent and
identically distributed (i.i.d.) random variables with zero
mean and unit variance, while the superscript H denotes
the conjugate transpose operation. Furthermore, we denote
H,r € CV! and H? | € CE*VN as the channel matrix
from the (m, k)-th UE to the UAV-RIS and the UAV-RIS
to the MBS, respectively, where H,, v = /Bm.xhmx and
HY = ,/ﬂm,th’o. Hence, the cascaded channel matrix of

m,0
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MEC server

Cluster 2

FIGURE 1. Illustration of a MEC system with UAV-RIS.

the link from the (m, k)-th UE to the MBS via the UAV-RIS,
Guk € CE*1. can be shown as [23]

Gk = HY (@yHy i, m e M, (6)

where ®,, = diag[dim, dam, - .., dnm] is the phase shift
matrix at the UAV-RIS; ¢pm = aume®m with apn €
[0,1] and 6y, € [0,27] (Vn = 1,2,...,N, m € M)
denotes the reflection amplitude and phase shift of the n-
th reflecting element, respectively. Assuming that only the
phase of reflected signals is changed by the RIS reflecting
elements, then we can set o, = 1 [30].

C. TRANSMISSION SCHEME

Since the (m, k)-th UE in the m-th group does not have a
direct link with the MBS due to propagation blockage such
as large buildings, it offloads its computing task to the MBS,
it transmits the signal to the MBS via the RIS-equipped UAV.
Hence, the signal received at the MBS from the (i, k)-th UE
can be expressed as:

Ym,k = +/ Pm,kGZ,kfm,ksm,k'i‘
K
+ D PG 1St + 10, 7

=1,k

intra-cell interference
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- = UAV trajectory

where P, is the transmit power of the (m, k)-th UE;
Sfmix € CE*1is the beamforming vector of the MBS with
respect to the (m, k)-th UE; s, ¢ is offloading information
transmitted by the (m, k)-th UE with |[s,x||> < 1; np ~
CN(0, 002) is the AWGN at the MBS. The maximum transmit
power of the (m, k)-th UE is denoted as P:;“,f . The first
term in (7) denotes the signal transmitted from the (m, k)-
th UE via the RIS panel. On the other hand, since the
users within the same cluster are supposed to transmit to the
MBS at the same time, the second term in (7) represents the
intra-cell interference inflicted by the other UEs in the m-th
group. To overcome the interference in (7), we apply zero-
forcing (ZF) technique [31]. More specifically, we define
Gn = [Gmi.....Guk,] € CEKn (m = 0,1,...,M).
As illustrated in [32] and [33], eigenvalue distribution of the
square matrix G G,, € CKn*Kn becomes more deterministic
as L increases. Based on this favorable propagation of the
mMIMO system, we develop a beamforming vector f, ; by
applying ZF as follows. Let

Fm=GnG1G,)™", 8)

where f,, = [fo1. Fmk,] € COKn f., €
C*lm = 0,1,....,M, k € K,. We then normalize

Fonk =Fmi/ W il and calculate £, ; as

ok = P mps m=0,1,....M, k€ K, (9
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where p,, x is power control coefficient of the (m, k)-th UE.
Hence, the equation (7) becomes

Yk = N/ Pk Pk Gt i mxSmk + 10, (10)

where the intra-cell interference in (7) has been cancelled.

Let p,, = [pm,k],lfll andp = [pm]%=0 denote the power
control coefficients, and ® = [d>m]1,z":1 denote the phase
shifts of RIS panels, the achievable throughput (in bits per
second) at the MBS with respect to the transmission of the
(m, k)-th UE can be given by

P GH f..°
Rm,k (pm’k, CDm) =W 10g2 (1 + m,kpn1,kL2m,kfrn,k| )’
0

(11)
where W is the bandwidth allocated to the (i, k)-th UE.

D. OFFLOADING MODEL

In terms of computation modelling, we suppose that a
particular task of size Z,, x can be executed either locally by
the (m, k)-th UE or remotely through the assistance of the
MEC server located within the MBS. To this end, we define
two models of the computation latency as detailed below.

1) LOCAL COMPUTING

Indicating with F,, x represents the number of CPU cycles
required to compute each bit of the task by the (m, k)-th
UE, the required time to execute the task locally is obtained

as [34]:
Ik T
Th, =" =01, M, k€K, (12)
’ Cm,k
where ¢, ; denotes the maximum computing resource of the

(m, k)-th UE.

2) OFFLOADING TO MBS
On the other hand, if the task is offloaded from the (m, k)-
th UE to the MBS, we need first to take into account the
offloading transmission time expressed as [34]:
Tk

T Pmier Pm) = ———————
Lk " Rk (Pm,k, q)m)
where Ry, i (pm, ks <I>m) is the communication rate expressed
in (11). Once the task reaches the MBS, the computing time
for the offloaded task at the MBS can be given as

) (13)

i
T;ﬁ?/in(gnﬁfk)= % m=0,1,....M, k € K, (14)
m,k

where g“,flfk denotes the computing capacity of the MBS
allocated to process the task of the (m, k)-th UE. For
convenience, let §,, = [gfjk]ngl and ¢ = [g“m]%:() denote the
MBS computing capacity allocation. From (12)-(14), hence,
the total latency for executing the task of the (m, k)-th UE can
be written as

tot bs 1
Tmo,k(Pm,ks U,k P, Cm?k) =(- um,k)Tm,k"‘

i (TE P @) + TS GRD) . (15)
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Algorithm 1 Shortest Trajectory
Require: (0,0, H,,), (X, Yim, Hp), dimax

Ensure: 7
1: Generate all the permutations of the original stops in
the sequence of {1,2,..., M} to obtain the matrix M

of M! rows and M columns. Each permutation is a row
representing a potential solution, i.e., flight sequence or
a trajectory.
for each row R in M do
Compute the distance d from the UAV to the final stop
if d < dpax then
T« R
dmax =d
end if
end for

R DN A RN

Note that we can ignore the time required for transmitting the
computation results from the MBS back to the UEs since such
latency is much less than the total latency for executing the
task [34], [35].

E. CLUSTERS CREATION AND UAV TRAJECTORY

In terms of cluster creation and relative flying path opti-
mization for the UAV we used an approach similar to the
one provided in our previous work presented in [36] . More
specifically, the creation of the clusters is based on the UE
channel gains. Once the clusters are created, in order to save
energy, the UAV will fly from its original position (0, 0, Hp)
to the closest cluster center within a straight line. Once it
reaches the cluster center, it adjusts its flying height H,,
within the range (H™", H™*) in order to satisfy the QoS
requirements as illustrated in our previous work (see Eq (22)
of [36].

liIl. PROBLEM FORMULATION AND PROPOSED
APPROACH

For the UAV-RIS assisted MEC model illustrated in Sec-
tion II, we formulated an optimisation problem aimed at
minimizing the total latency for executing the tasks of all the
users in the considered area. This will be achieved through the
joint optimisation of all the most relevant system variables,
i.e., the power allocated by each user (p), user association (u),
phase shift matrix of the RIS (&), and computing resource
allocation at the MBS (¢) subject to the MBS computing
resource constraints and QoS requirements. More in detail,
such optimisation problem is formulated as follows:

M K,
min > T (ks ks P 605 (162)
pudg et Lt :

m=0 k=1
st. 0<pmy <1, (16b)

R (Pmks ®m) = 7o, m=0,1,....,M, k € Ky,
(16¢)

0<Oum<27,Vn=1,2,....N, me M, (16d)
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Z”m ké‘mk Cmax s (16e)

where u,, ; represents the user association coefficient as
defined in (1). As regards the other constraints, (16b)
represents the range of the power that can be used by each
user, while (16¢) the QoS requirements of each user in terms
of minimum achievable uplink rate 7. On the other hand, the
value range of each RIS phase-shift coefficient is expressed
through constraint (16d). Finally, (16e) reflects the limit of
computing resources at the MEC server that can be allocated
at each UE.

Due to the non-convexity of such sum-latency mini-
mization problem, we proposed a three-step optimisation
framework that firstly finds the optimal value of power
coefficient for a fixed value for RIS coefficients, ¢ and u.
Subsequently, we formulate another optimisation problem
aimed at finding the optimal value of the phase-shift
coefficient at RIS. Finally, the optimal value for ¢ is obtained.
All the optimisation steps, described within the subsequent
subsections, are repeated at each iteration until a stop
condition is met (see Algorithm 4).

A. OPTIMAL POWER ALLOCATION
For any given u, ®, {, the original problem (16) can be
reformulated as follow:

M Ky

min 3372 (pns)

m=0 k=1

s.t. (16b), (16¢). (17a)

To solve this new problem with make use of the following
inequality [37], [38]:

1 A
J(x) =logy(1 + )—C) > fx), (18)

where f (x) is defined as follow:

n 1 o)

For) = 10g2(1+):€)+( ﬂx))( _5
P L S T
- ng( +§)+1+5c_(1+5c)5c' (19

To this end, it is worth mentioning that (18) holds Vx > 0 and
Vx > 0. In our case, at the i-th iteration of Algorithm 2, both
x and x are represented by the following quantities: WW

2
90

Pm,kpm,k |GZ,kf~m,k |2 ’

2
90

Pmkpmk|G kfmk’

These are used for approximating the throughput of each
(m, k)-th UE as follows:

r=xD=

Runk (pmi) = R, (pmk) . Ym € M, Yk € K, (20)
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with

~30) _ r
Bons (i) = W ( +5c>5c) |
2D

1 1
I (1 t) — =
(Og2 +x + 1+x

Subsequently, by introducing a new variables r = {r, s}
(Vm € M, Vk € K), that satisfies the condition BoronD) =
rmk, we can provide the following upper-bound for the
objective function T, (rmk):

Tfnmk (rm,k) = T,tnmk (”m,k)
= (1 — qu,k)Trffl,k + Um,k (rm,kImyk + TnC/L{,)zl) .

(22)
As a result, we can rewrite the problem (17) as
r;lllp Z Z T”’t (Fm.k) (23a)
m=0 k=1
st pmk <1, Ppg < PT, (23b)
R, (pm) = Fo, (23¢)
1
Wfrm,k,m=0,1,...,M,kelCm, (23d)
Rm,k

Consequently, problem (23) is now in the form of a
standard convex optimisation problem that can be efficiently
solved by using convex optimisation solvers like CVX
[39]. The proposed power allocation procedure for solving
problem (23) is summarised in Algorithm 2.

Algorithm 2 Optimal Power Allocation Procedure for
Solving Problem (23)

Input:
Set u, @, ¢ and initial point p(©;
Set the tolerance ¢ = 1073, the maximum iterations

Lnax = 20 to stop the algorithm;
for m = 1toMdo
Seti=0
repeat
Solve problem (23) for the feasible solution (p@*1);
Seti=1i+1;
until Convergence or i > I,y ;
end for
Output: Optimal power control coefficients (p*)

B. PHASE SHIFT OPTIMISATION

At this stage, we use the values of p obtained through
Algorithm 2, while u, and ¢ have the same original value set
during the power resource optimisation. Then, for these fixed
values problem (16) can be rewritten as:

M K,
min Z Z T (D) (24a)
m=0 k=1
s.t. (16c), (16d). (24b)
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In this case, for a given beamforming vector (f,, ;, Vn =
1,2,...,N, m € M) at the MBS, the main objective will
be to search the optimal set of phase-shift coefficients for
the RIS. Indicating the vector of phase-shift coefficients as
v = b, oV with v = &% (Vn = 1,2,...,N),
one can easily notice that the constraint (16d) is equivalent to
the unit-modulus constrainti.e., [v)} |2 = 1 [40]. At this stage,
by defining the new variables x;, x = dtag(Hm o Hm, kf ks

that leads to H 0PmHm kfmk = vm Xm.k, and by also
applying the approx1mat10n as in (20)-(21), we can define the
following inequality:

Rune (@) = RS (@), Ym € M, Yk € K, (25)

where
RO (@):W(log (1+1)+—1 R )
ke S U5 T4y a+w)
%

y= - 5

Pm,kpm,k|vm Xm,k|

2

SN () %

. 2°
Pm,kpm,k|vr[;,1(l)Xm,k|
In addition, by the mean of introducing a new variable
F 2 {fax) Ym € M,Yk € K), that satisfies
Roi@, = Tmk. the objective function T3 (Fmk) can be
upper-bounded as:
Ttot (;m k) < Ttut
= (11— U, k)

As result, problem (24) can be reformulated as follow:

min 3318 o)

Vm, I, meM =0 k=1

H H F
StV Xk Xk Vi = (2’0 —

(?m K) =

mk T Um,k (rm kL + wm) (26)

(27a)

1) Jak, me M, k € Ky,

(27b)
WP =1,Yn=1,2,...,N, me M, (27¢)
1
R(Tgrmk,m_OI M, keK, (27d)
m,k

where the constraint (27b) is equivalent to (16¢), and a; =
P kDm k /crg. However, the new optimisation problem (27)
is still a non-convex quadratically constrained quadratic
programming (QCQP) problem. To obtain a more easy
formulation, we introduce additional transformations. More
specifically, we define Xyt = Xm.k X,ﬁl, , and vEX,, pv, =
tr (Xovmvil) = tr (XmxVm) where Vi, = vyl must
satisfy V,,, > 0 and rank(V,,)=1 [40], [41]. These allow
us to obtain the following equivalent transformation for
problem (27):

M Kp

min >3 72 G
Vm, T, meM 0 k1

(28a)
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s.t. tr (Xm,ka) > (2;0 — 1) Jayx, me M, k € Iy,

(28b)

Viny =1,¥n=1,2,...,N, me M, (28¢)

Vin = 0, (28d)
1

. <rmk,m—01 M, ke, (28e)

%
Pm,kpm,ktr(xm,k Vm). ’ L.
problem (28) is a convex semi-definite program (SDP) [40],

[42], and then easy to solve by using CVX. The entire Block
Coordinate Descent (BCD)-based procedure for phase shift
searching is summarized in Algorithm 3.

with y = As one can easily notice,

Algorithm 3 Phase Shift Searching Procedure for Solving
Problem (28)

Input:
Setu, ¢, p, and initialfs:)k.
Set the tolerance ¢ = 1073, the maximum iterations

Lnax = 20 to stop the algorithm.
form =1toMdo
Seti=0
repeat
Solve problem (28) for the feasible solution (
Update f, ' G+1)
Seti=i+ 1
until Convergence or i > Iy
end for
Output: Optimal phase shift (®},)

oDy,

C. COMPUTATION OFFLOADING OPTIMISATION

Finally, using the optimal values of p, u, ® obtained through
the optimisation steps described in the previous subsec-
tion, we obtain the following optimisation problem with
respect to ¢:

mm Zz Tt (;m k)

m=0 k=1
s.t. (16e),

(29a)

which can also be easily through CVX since both the
objective function and constraint (16e) are both convex with
respect to ¢.

D. ITERATIVE OPTIMISATION ALGORITHM

Finally, we propose an iterative optimisation problem to
jointly identify the optimal power allocation, phase shift
searching, and computation offloading. The entire optimisa-
tion process is summarised in Algorithm 4 showing all the
optimisation flow where the solution in each iteration is the
initial point in the next iteration.
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FIGURE 2. Convergence of the proposed optimization framework when
changing the number of user K in the communication scenario.

Algorithm 4 Iterative Optimisation Algorithm for Jointly
Solving Problem (16)

Input:

Setu, @, ¢ and initial pointp(o),fﬁ?’)k, O,

Set the tolerance ¢ = 1073, the maximum iterations
Lnax = 20 to stop the algorithm;

Setj =0

repeat

Solve problem (23) for the feasible solution (p(/+1))
Solve problem (28) for the feasible solution (f * )
Solve problem (29) for the feasible solution (;(/“))
Setj=j+1;
until Convergence orj > I;4y;
Output: (p*,f* ., %)

m,k>’

IV. SIMULATION RESULTS

This section provides the performance evaluations in terms of
convergence of the proposed optimisation framework, as well
as in term of the latency minimization when compared with
other conventional scheme where only optimal resource allo-
cation at the MEC server is performed, i.e., neither optimal
power allocation nor phase-shift coefficients optimisation
for the RIS is performed. To carry out these performance
evaluations we considered the following parameters. The
MBS is supposed to be placed at the center of a circular area
and provide service to users located within 500 m distance
through a direct connection. In addition, it is also assumed
that there is a need to serve users distant up to 2000 m
from the MBS. Within such a scenario, the 3D Cartesian
coordinates of the MBS are (0, 0, 30), while all the UEs are
randomly distributed within the whole area. As regards the
RIS-equipped UAV, it is supposed to fly within this area and
an altitude range (H™", H"®) set to (50, 150) m. In terms
of physical transmission parameters, in addition to the ones
adopted in [37], it is assumed that each UE can use up
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to P9 = 30 dBm for the uplink transmissions over a
communication channel with central frequency f, = 2.4
GHz, bandwidth W = 1 MHz, and subject to white noise
spectral density 002 = —130 dBm/Hz. In terms of QoS
requirements, the minimum achievable rate for each UE in
uplink is set to 7p = 1 Mbps. In terms of task computing,
we assume that each UE needs to perform task computing,
either locally or at the MBS, with a size of D,,, = 100 kB and
inner computation complexity of F, x = 600 cycles/bit. The
maximum computing resource (CPU cycle frequency) of the
MEC server and the UEs are ¢, = 30 Giga cycles/s and
cmk = 0.5 Giga cycles/s, respectively [43].

Under these assumptions, we evaluate the performance of
our proposed optimisation framework, when compared with
the conventional scheme detailed above, in terms of:

o Capability of reducmg the total network latency, which

is defined as >"M_, Zka Ty

« Ability of reducing the worst-case total latency defined

M
as > o max (T

A. CONVERGENCE ANALYSIS

The convergence characteristics of the proposed optimization
framework have been evaluated by changing the number
of users considered within the communication scenario.
This is because, an increase in the number of users,
corresponds to an increase in the variables to optimize,
i.e., the number of clusters, power coefficients at the MBS,
optimal sets of phase-shift coefficients, and computation
optimal computation policy at the MEC server.

As illustrated in Figure 2 the proposed optimization frame-
work requires only a few iterations to solve the optimization
problem in line with Algorithm 4. More specifically, when
K = 80 or K = 100 the algorithm converges after
3 iterations, while it requires more iterations when K =
120. This is because, as stated before, an increase in users
corresponds to an increase in the optimization variables,
which in turn requires more time for the algorithm to
converge.

On the other hand, one can easily notice how an increase
in the number of users also corresponds to an increase in the
total latency for the worst-case user. This can be explained by
the fact that, for a fixed amount of communication resources
at the MBS and computation resources at the MEC, the higher
the number of users that offload their tasks to the MEC server,
the lower the resources that will be allocated to each user,
requiring then more time at the MEC server receive the task,
complete it and transmit back to the user. These aspects will
be more evident in the next subsections.

B. THE WORST-CASE LATENCY VS COMPUTATION
COMPLEXITY Fy «

In Figure 3, we demonstrate the total network latency of
all UEs for different values of F, s, with K = 80 and
Zmax = 30 Giga cycles/s. The total latency is evaluated with
difference values of CPU cycles, F;, x, ranging from 600 to
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FIGURE 3. The total network latency according to different resource
allocation schemes versus a range of Fmkr with K = 80 and ¢max = 30
Giga cycles/s.

602 cycles/bit, while the number of reflecting elements of RIS
is N = 80 and N = 100, respectively.

Particularly, Figures 3(a) and 3(b) show the outperfor-
mance of the proposed method compared with the conven-
tional scheme in terms of the total network latency. For
instance, with N = 80 and F,, x = 600, the total latency with
the proposed scheme and the conventional scheme is 5.632 x
10* ms and 5.635 x 10* ms, respectively. Moreover, the higher
the number of reflecting elements, the lower the total network
latency. To this end, it is worth mentioning that these results
are valid for the range of considered reflective elements and
do not represent a general rule [44] Furthermore, in Figure 4,
we evaluate the total worst-case latency with different values
of CPU cycles, F, . From the figure, we can observe that
the total worst-case latency increases with the number of
CPU cycles required to compute each bit of the task, i.e., the
task complexity. Hence, the UEs should offload their local
computing tasks to the MEC server to reduce the latency.
By making jointly optimal power allocation, phase shift, and
computation offloading, the proposed scheme can provide a
better performance than the conventional scheme in terms of
the total worst-case latency. On the other hand, when F,, x
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FIGURE 4. The total worst-case latency according to different resource
allocation schemes versus a range of F, j, with K = 80 and {max = 30
Giga cycles/s.

increases from 600 to 602 Giga cycles/s, with N = 80, the
total worst-case latency with the proposed scheme goes up
from approximately 3997 ms to 4001 ms while with N = 100,
the total worst-case latency rises from some 3953 ms to
3958 ms, respectively. This again confirms that, increasing
the number of RIS elements within the considered range,
provides improvements in the system performance in terms
of reduced latency.

C. THE WORST-CASE LATENCY VS COMPUTATION
CAPABILITIES {pax

In Figure 5, we evaluate the total network latency with
the proposed scheme in comparison with the conventional
scheme for a range of computing capacity of MBS (Mega
cycles/s), &max- The number of UEs and CPU cycles is set
at K = 80 and F,x = 600 cycles/bit, respectively.
Specifically, Figure 5 shows how an increase in the number of
RIS elements and the computing capacity of MBS improves
the total network latency. As observed from Figure 5, the total
latency goes down remarkably with the computing capacity
of MBS, ¢jq. For example, with N = 80, when the
computing capacity of MBS increases from 4.5 x 10* to
4.53 x 10%, the total latency reduces from 1.826 x 10* to
1.816 x 10*. On the other hand, in Figure 6, we prove the
benefits of the proposed method for UAV-RIS aided MEC
system in terms of the total worst-case latency. It can be
seen that, in general, the total worst-case latency declines
significantly with the increase of the computing capacity.
Most importantly, the proposed scheme always achieves a
better latency performance than that of the benchmark. This
again proves the efficiency of the proposed optimisation
scheme i.e., jointly optimal power allocation, phase shift, and
computation offloading for the UAV-RIS aided MEC system.

D. EXPERIMENTAL SUMMARY

In light of illustrations and relative discussions provided
in subsections IV-B and IV-C, one can easily notice how
the proposed optimization scheme is able to reach higher
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FIGURE 5. The total network latency according to different resource
allocation schemes versus various values of {max, with K = 80 and
Fm,k = 600 cycles/bit.

performances in terms of reduced network latency when
compared with a conventional transmission scheme where
neither optimal power allocation at the MBS nor phase-
shift coefficients optimisation for the RIS is performed.
Indeed, the proposed optimization scheme has been tested
within different configurations obtained by varying the main
influential parameters of the considered communication
scenarios such as the number of reflective elements N at the
RIS panel and the computation complexity of the task F, x
required by each user, and the CPU frequency at the MEC
server {,q¢. Based on the obtained results we can summarize
the main key point of this study as follows:

« In all the considered scenarios, the proposed optimiza-
tion framework can find the optimal configurations of
power allocation at the MBS and phase-shift coefficients
for the RIS, as well as optimal path for the UAV, that
permits to obtain lower levels of communication latency,
while guaranteeing the QoS requirements for each user
in the network.
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o There is clear evidence that the communication latency
increases when the task complexity F, ; increases,
while it decreases with an increase of either the number
N of RIS elements or CPU frequency at the MEC
server gy increases. In any case cases, the proposed
framework can provide the optimal resource allocation
which minimizes the overall communication latency.

« For the considered scenario, the proposed optimization
framework can provide lower levels of communication
latency also for the worst-case user. This highlights the
importance of how the usage of UAV equipped with
RIS panels and joint optimization of UAV path, power
allocation at the MBS, and phase-shift coefficients for
the reflective elements represents a powerful solution to
foster the deployment of 6G-oriented services with low-
latency requirements.

The obtained results represent then a clear contribution to

the current state of the art of 6G-based communication and
services.

V. CONCLUSION

In this paper, we have proposed an MEC system hosted
within a massive MIMO base station, serving M groups of
users with the assistance of RIS-equipped UAV to enhance
the coverage of the whole communication system. For
such a communication scenario, we have considered the
optimization problem of minimising the total latency for
executing tasks of all UEs in the proposed system. More
specifically, we have formulated the min-sum latency of all
UEs by jointly optimising the user power allocation, user
association, phase shift of reflecting elements of RIS, and
computing allocation at the MBS subject to the QoS, and the
MBS computing capacity. Additionally, we have designed the
trajectory for UAV to save total fly time throughout M stops
associated with M clusters of UEs for task offloading. The
effectiveness of the proposed scheme has been demonstrated
through numerical simulations, which highlighted how the
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proposed scheme outperforms in terms of reducing the total
network latency and the total worst-case latency of all UEs
when compared with the conventional scheme. In the future,
we plan to investigate the jittering effect of UAVs and extend
to multiple UAVs in Internet of Things scenarios. Last but
not least, we are also planning to design an optimization
algorithm aimed at finding the optimal number of clusters
and UAV-related trajectory to minimize the communication
latency and save energy on the UAV side.
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