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ABSTRACT In this investigation, we examined the impact of employing simple random sampling on
the stratification points pertaining to the two independent variables. The study focused on a variable (X)
exhibiting a robust correlation, and we employed a combination of ratio and product estimators to select a
representative sample and establish the population mean. By maintaining a comprehensive superpopulation
framework, we successfully identified concise equations that effectively reduced the overall variability
within the dataset. To reveal the underlying nature of these mathematical derivations, we employed the
cumulative cube roots rule to determine nearly optimal stratification points for the two research variables.
The validity of this suggested rule was assessed through rigorous testing utilizing empirical and simulated
data obtained from diverse distributions.

INDEX TERMS Optimum stratification, ratio estimator, product estimator, super-population model.

I. INTRODUCTION
One widely used approach in contemporary survey design is
the utilization of stratified random sampling. In this method-
ology, the division of a population into distinct strata is
crucial, emphasizing the need for homogeneity within each
stratum. This homogeneity maximizes the accuracy of key
population characteristic estimates, such as means and totals.
Over time, the evolution of stratified sampling has been
significant, with continuous efforts aimed at enhancing the
precision of estimates, bringing them closer to true population
parameters. Frequently, National Statistical Offices (NSO),
government departments, and private organizations request
expedited surveys that maintain a fixed cost, minimal effort,
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and a short timeframe, all while upholding the quality
and precision of estimates for effective decision-making.
Undoubtedly, the planning and administration of these sur-
veys must be swift and meticulous. Stratified sampling offers
numerous advantages over alternative samplingmethods, par-
ticularly when dealing with diverse populations. Some key
benefits include enhanced representativeness for minimized
parameter estimation, more precise and efficient estimation
compared to simple random sampling, increased reliability,
and generalizability of findings, heightened statistical power
in hypothesis testing and inferential statistics, assurance of
adequate representation for rare subgroups, leading to more
robust analyses. Furthermore, the flexibility of stratified sam-
pling allows for its application with various sampling tech-
niques, enabling researchers to tailor the method to specific
study requirements. It facilitates meaningful comparative
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analyses between subgroups and contributes to reduced vari-
ability in estimates, thereby improving the precision of
statistical analyses. Despite these advantages, it’s worth not-
ing that stratified sampling does demand a more extensive
initial effort to accurately identify and define strata, espe-
cially in diverse populations.

The ratio estimator is a statistical method used to estimate
a population parameter by calculating the ratio of two related
variables. This technique is particularly useful when there is
a strong correlation between these variables. For instance,
in survey sampling, the ratio of two auxiliary variables might
be employed to estimate a population characteristic, provid-
ing a more efficient and accurate estimate than traditional
methods. The product estimator is a statistical approach that
involves estimating a population parameter by multiplying
two related variables. This method is often applied in sit-
uations where the joint distribution of these variables is
well understood. Further, it can used when there is nega-
tive correlation between the two variables. By utilizing the
product of these variables, researchers can obtain estimates
that capture the intricate relationships within the popula-
tion, offering a valuable tool for improving the precision
of statistical inference in various research domains. In both
ratio and product estimation, the key lies in leveraging the
relationships between variables to obtain more accurate and
efficient estimates of population parameters, contributing to
the advancement of statistical methodologies in research and
data analysis. However, wemay have the circumstances when
one variable is a Ratio estimator and other Product which will
lead us to use Mixture estimator.

The optimal stratification problem was first raised in [1].
Variable under consideration as a stratification variable under
Neyman allocation was investigated in [2], an extension
of [1]’s work for the univariate cases. Furthermore, there
are cases where numerous features are used for estimation,
making straight optimum allocation problematic. The pro-
portional allocation technique has been investigated in the
past for two features [3], [4]. References [4], [5], [6], [7],
[8], and [9] provide examples of the many distinct contexts
for which various techniques have been offered. Using a
penalized objective function optimized via the Simulated
Annealing technique, an algorithm is proposed in [10] to
solve the multivariate stratification problem. Algorithms for
stratifying asymmetric populations using power allocation
to estimate sample sizes are introduced in [11] and [12]
employs Dynamic Programming and Neyman allocation to
address the stratification issue under the assumption of a
Weibull distribution for the stratification variable. Several R
packages, such as GA4 [13] Stratification stratify R (sample
on the R CRAN, are available for stratification). To han-
dle inconsistencies between the stratification variable and
a study variable, the authors of [14] present a method that
uses two models. Methods have been presented over the
past few decades, with most falling into the categories of
approximation or optimization [15]. In [22], an exact tech-
nique is presented for allocating resources, and it is used

by the BRKGA (Biassed Random Key Genetic Algorithm)
and GRASP (Greedy Randomised Adaptive Search Proce-
dure) algorithms published in [16]. The stratification points
for two research variables are calculated using a dynamic
programming method [23]. The results refers to the stratifica-
tion points obtained by the proposed method using different
frequency distribution while as accuracy means the percent-
age relative efficiency which is obtained using the variance
estimated from varaious methods.

One of the research factors may have a strong posi-
tive association with the stratification variable in real-world
scenarios, whereas the other may have a large negative corre-
lation. Using the assumptions of a strong positive correlation
between Y and X (the auxiliary variable) and a strong nega-
tive correlation between Z (the independent variable) and X
(the stratification variable), this study seeks to locate the
optimal points at which to apply stratification to two inde-
pendent variables in a simple random sampling design. The
sample is picked so that the mean of the entire population
can be estimated by applying ratio and product estimators
with the help of the auxiliary variable (X). Minimal equations
are obtained in a superpopulation framework by minimizing
the total variance with the help of the variables of interest.
The conditional variance functions V(y|x) and V(z|x) are
also assumed to be known based on prior knowledge of the
functional relationship between Y and Z with respect to X.

II. EXPRESSION OF VARIANCE AND COVARIANCE
Assume population of ‘N’ units be split into ‘L’ strata. The
separate ratio-estimate for population mean in stratified ran-
dom sampling are given.

Ȳst.R1 =

∑L

h=1
WhȲhR1 (1)

whereWh =
Nh
N , hth stratum weight

Ȳh = sample mean of Y

ȲhR1 =

(
Ȳh
/
x̄h

)
X̄h = R1hX̄h

x̄h = sample mean of X
X̄h = population mean of auxiliary variable X
We can use the combined product estimator if we assume

that in each stratum, the regression lines of the stratification
variable on the auxiliary variable are linear and pass through
the origin and if we consider that characteristic Z fulfilsR21 =

R22 = R23 = . . . = R2L . For the case of stratified sampling,
the combined estimators are provided by:

Z̄st.P =

∑(
WhZ̄h

)∑(
WhX̄h

)
X̄

(2)

where, x̄h, X̄ and Z̄h denotes sample mean and population
means. If the finite population correction (fpc) is neglected,
the approximate variances of these estimators under propor-
tional allocation are given by:

V (Ȳ st.R1 )P =
1
n

∑L

h=1
Wh

(
σ 2
hy + R21hσ

2
hx − 2R1hσhxy

)
(3)
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and

V (Z̄ st.P)P =
1
n

∑L

h=1
Wh

(
σ 2
hz + R22σ

2
hx − 2R2σhxz

)
(4)

For the covariance expression, we have the following
theorem:
Theorem 1: The covariance expression between the esti-

mators Ȳst.R1 and Z̄st.P is given below:

Cov
(
Ȳst.R1 , Z̄st.P

)
=

∑L

h=1

W 2
h

nh

(
σhyz + R2σhyz − R1hσhxz − R1hR2σ hxz

)
(5)

Proof: Using partially the obtained from from [17],
we have:

Cov
(
Ȳst.R1 , Z̄st.P

)
=

1

X̄
Cov[{

∑
Wh(∈1h X̄h −

ξ Ȳh
X̄h

},

× X̄
∑

Whϵ2h + Z̄
∑

Whξh]

(6)

which, to simplification, results in

Cov
(
Ȳst.R1 , Z̄st.P

)
=

1

X̄
Cov[{

∑
W 2
h [X̄Cov (ϵ1h, ϵ2h) , Z̄Cov (ϵ1h, ξh)

× X̄R1hCov (ξh, ϵ2h) − Z̄R1hCov (ξh, ξh)] (7)

and finally, we have:

Cov
(
Ȳst.R1 , Z̄st.P

)
=

∑L

h=1

W 2
h

nh

(
σhyz + R2σhxy − R1hσhxz − R1hR2σ 2

hx

)
(8)

and hence, the Lemma is proved.
Under the proportional method of allocating the sample

size to different strata, the formula for covariance as given
by (5) reduces to

Cov
(
Ȳst.R1 , Z̄st.P

)
=

1
n

∑L

h=1
Wh

(
σhyz + R2σhxy − R1hσhxz − R1hR2σ 2

hx

)
(9)

III. MINIMAL EQUATIONS
Let {xh} represent the stratification points in the interval (a, b)
of the stratification variable. Then, corresponding to those
strata boundaries, the generalized variance G6, as given by
equation (10), is defined as follows:

G6 =

∣∣∣∣ σ 2
y σyz

σzy σ 2
z

∣∣∣∣ = σ 2
y σ 2

z −
(
σyz
)2 (10)

where σ 2
y , σ 2

z and σyz denote V (Ȳ st.R1 )P, V (Z̄ st.P)P and
Cov

(
Ȳst.R1 , Z̄st.P

)
P respectively.

Differentiating G6 partially w.rto {xh} and then put its
derivative to zero, we get

∂G6

∂xh
= σ 2

y
∂σ 2

z

∂xh
+ σ 2

z

∂σ 2
y

∂xh
− 2σyz

∂σyz

∂xh
= 0, h = 1, 2, . . . ,L − 1 (11)

Inserting the values of σ 2
y , σ 2

z and σyz from (3), (4) and (9)
in (11), we have

σ 2
y

∂

∂xh

[∑L

h=1
Wh

(
σ 2
hz + R22σ

2
hx − 2R2σhxz

)]
+ σ 2

z
∂

∂xh

[∑L

h=1
Wh

(
σ 2
hy + R21hσ

2
hx − 2R1hσhxy

)]
− 2σyz

∂

∂xh

[∑L

h=1
Wh

(
σhyz + R2σhxy

−R1hσhxz − R1hR2σ 2
hx

)]
= 0 (12)

The approximation regression model can now be written as
follows, assuming that the functional relationships between
Y and X, Z and X, and each stratum are linear and that the
regression lines pass through the origin:

Y1 = R1hX + e1i (13)

Z1 = R2X + e2i (14)

Various are the variance expressions for proportional alloca-
tion in various models ([18]):

σ 2
y = V

(
Ȳst.R1

)
P =

µη1

n
(15)

σ 2
z = V

(
Ȳst.P

)
P =

4R22
n

∑L

h=1
Whσ

2
hx +

µη2

n
(16)

and the covariance term can be obtained as:

σyz = Cov
(
Ȳst.R1 , Z̄st.P

)
=

∑L

h=1
Wh

(
R1hR2σ 2

hx + R1hR2σ 2
hx − R1hR2σ 2

hx

− R1hR2σ 2
hx

)
= 0 (17)

Putting these values in the minimal equation (12), we get

µη1

n
∂

∂xh

[
4R22

L∑
h=1

Whσ
2
hx + µη2

]

+

[
4R22
n

L∑
h=1

Whσ
2
hx +

µη2

n

]

×
∂

∂xh
µη1 − 0 = 0

Or

4R22
n

µη1

n
∂

∂xh

(
L∑
h=1

Whσ
2
hx

)
= 0

which gives:

Wh
∂σ 2

hx

∂xh
+ σ 2

hx
∂Wh

∂xh
+Wi

∂σ 2
ix

∂xh
+ σ 2

ix
∂Wi

∂xh
= 0 (18)

Putting the values of partial derivatives involved in (18) and
then solving, we get

xh − µhx = µix − xi (19)

and therefore, the required minimal equations become

xh =
µhx + µix

2
, i = h+ 1, h = 1, 2, . . . ,L − 1 (20)
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Here, we observe that the minimal equations obtained in this
circumstance are the same as obtained in the case where
both the variables under consideration are negatively corre-
lated with the auxiliary variable, i.e.., the product method of
estimation [19].
Remark 1: It can be easily verified that the expressions for

variance and covariance can also be obtained from the corre-
sponding expressions for stratified simple random sampling
estimators under proportional allocation, as given in [18],
by taking C1 (xh) = constant (say C) and C2 (xh) = 2Rxh.
Therefore, the minimal equations for the present estimator
can also be obtained as a particular case of the minimal
equations of simple random sampling estimators with the
same substitution.
Theorem 2: The regression models are given by if study

variable Y has a positive correlation with stratification vari-
able X and study variable Z has a negative correlation with X.

Y = R1hX + e1
Y = R2X + e2

The given assumptions state that the disturbance terms e1
and e2 satisfy certain conditions. The conditional expectation
of the error terms are assumed to be zero more specifically,
E
(e1/X) = 0,E

(
e1, e′1

/
X ,X ′

)
= 0 for X ̸= X ′ and

V
(e1/X) > 0 (j = 1, 2 ) for all X ∈ (a, b) with (b− a) < ∞,

and further if the function I4 (X) f (x) belong to �, then the
system of equations (20) giving optimum points of strata
boundaries {xh}, corresponding to lowest variation of G6 as
K 2
h

∫ xh
xh−1

I4 (t) f (t)dt = constant, h = 1,2,. . . ,L. For a suf-
ficiently large number of strata, where the expressions of
O
(
m4
)
,m = (Sup (Kh)) can be neglected and the function

I4 (t) = 4R22µη1

IV. SOLUTION OF OBTAINED EQUATION
The results can be stated as follows:

I. If the expression of the obtained equations, we retain only
the first term thereby neglecting the rest ones, then the two
sides are equalized if

Kh = Constant = (b− a)/
L, ∀h = 1, . . . ,L (21)

and stratification points are

xh = a+ h
(b− a)
L

with x0 = a and xL = b

Now using the system of minimal equations and putting
λ = 1, 1

/
2 and

1/
3, we have following approximate system

of equations.

II. K 2
h

∫ xh

xh−1

I3 (t) f (t)dt = C1, h = 1, 2, . . . ,L (22)

III. Kh

[∫ xh

xh−1

√
I3 (t) f (t)dt

]2
= C2, h = 1, 2, . . . ,L (23)

IV.
[∫ xh

xh−1

3
√
I3 (t) f (t)dt

]3
= C3, h = 1, 2, . . . ,L (24)

In single study variable, several forms of Q(xh−1, xh) have
been developed [26]. In all the above system of equations,
C ′
i s (i = 1,2,3) are the constraints to be determined. This may

be pointed here that the approximate system of equations (24)
is more approximate from practical point of view for which
the exact value of the constant C3 is given:

C3 =
1
L3

[∫ xh

xh−1

3
√
I3 (t) f (t)dt

]3
This may be obtained the same fashion as obtained for the
stratified random sampling estimate by changing I1 (t) by
I4 (t) where I4 (t) = 4R22µη1 . One of the systems of equa-
tions, which is most appropriate, is given by:∫ xh

xh−1

3
√
I4 (t) f (t)dt = C

1/3
3 , h = 1, 2, . . . ,L (25)

The above equation indicates that if the function R4 (x) = I4
(X) f (x), where I4 (x) = 4R22µη1 , is bounded and its first two
derivatives exist in the given interval, for particular value of
L taking similar intervals on Cum 3

√
R4(x) will give approx-

imately optimum strata boundaries (AOSB) {xh}. One of the
most suitable systems of equations is given by:∫ xh

xh−1

3
√
f (t)dt = C

1/3
4 , h = 1, 2, . . . ,L (26)

where C4 =
1
L

[∫ b
a

3
√
f (t)dt

]3
Thus, for any distribution, the precision of stratification

will vary from stratified and product type estimators, having
different solutions of conditional variances.

V. PROPOSED RULES
In case of R4 (x) = I4 (X) f (x), where I4 (x) = 4R22µη1 is
bounded and has differentiable first two derivatives in the
given interval, then for a fixed L taking equidistant intervals
on the Cum 3

√
R4(x) will give AOSB {xh}.

Remark 2: Since the function I4 (x) is itself a constant;
therefore, the proposed rule reduces to Cum 3

√
f (x) rule.

The set of AOSB will remain unchanged with respect to the
form of conditional variance, viz. η1(x) and η2(x) for given
distribution and given L.

VI. NUMERICAL ILLUSTRATION
The response of the developed method for obtaining the
stratification points {xh} of AOSB has been demonstrated
empirically likewise [20] and [24]. In this regard, we have
taken several distribution functions of stratification vari-
able X as follows:
Uniform distribution:

f (x) = 1 1 ≤ x ≤ 2

Exponential distribution:

f (x) = ex+1 1 ≤ x ≤ ∞

Right triangular distribution:

f (x) = 2(2 − x) 1 ≤ x ≤ 2
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Standard Normal distribution:

f (x) =
1

√
2π

e−
x2
2 0 ≤ x ≤ ∞

A methodology has been used to obtain the AOSB values for
this purpose, followed by the other parametric values for each
stratum. Through an iterative process, the values of AOSB
for various points of L, the number of strata, were calculated
with an error of 0.0005 for each distribution. Tables 1, 2, 3
and 4 present the numerical values of AOSB,KG6 and%R.E.
(Percentage Relative Efficiency), where K is given by K =

n2/
4R22µη1

, have been presented in Tables 1, 2, 3 and 4 for
Uniform, right triangular, exponential, and standard normal
distributions, respectively.

TABLE 1. Uniform distribution.

TABLE 2. Right triangular distribution.

TABLE 3. Exceptional distribution.

Table 2 shows the stratification points for the Right Trian-
gular distribution, while Tables 3 and 4 display those for the
Exponential and Standard Normal distributions, respectively.
Across these Tables 2, 3 and 4, it becomes apparent that the
percentage relative efficiency consistently improves with an
increasing number of strata.

TABLE 4. Standard normal distribution.

The random numbers were generated using Uniform
distribution, Exponential distribution, right triangular distri-
bution, and standard normal distribution, which are presented
in Figures 1, 2, 3 and 4 as given below:

FIGURE 1. Uniform distribution.

FIGURE 2. Exponential distribution.

FIGURE 3. Right triangular distribution.

The Figure 1 presents the simulated data generated when
the variable has Uniform distribution, Figure 2 presents for
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FIGURE 4. Standard normal distribution.

Exponential distribution, Figure 3 presents for Right Triangu-
lar distribution and Figure 4 presents the data generated using
Standard normal distribution. By their Figures we can see the
behaviors of the data generated using simulation. The results
obtained in Table 1 can be interpreted easily such as, in case of
Uniform distribution and for two strata, the boundary points
for the first strata will be from 1.0000 to 1.4905 and for the
second strata from 1.4905 to 2.0000 and similarly for three
strata, the boundary points will be from 1.0000 to 1.3628,
1.3628 to 1.6389 and 1.6328 to 2.0000 for first, second and
third strata respectively. Similarly, the results obtained in
rest distribution can be interpreted similarly. All these values
depend only on the form of distribution considered. The
following tables show that the % R.E. has enhancement with
enhancement in the number of subpopulations. However, the
R.E. is higher for the present case of mixture estimator than
the usual estimator of stratified random sampling. It may
be seen that the % R.E. ranges from 113.6393 to 248.2299,
129.4636 to 250.4494, 127.5146 to 232.7559 and 139.0651 to
224.4718 for Uniform, right triangular, exponential distribu-
tions, and Standard normal distributions, respectively.

VII. THE DATA SET
In this section, we have utilized a data set on related to the
apple production in Jammu and Kashmir, India [27]. In this
study, the findings emphasize the effectiveness of using
stratified random sampling combined with the ‘‘Equaliza-
tion of cumulative’’ method for estimating apple production
in the Shopian district and across Jammu and Kashmir.
Neyman allocation surpasses equal and proportional alloca-
tion methods, showcasing its potential for greater precision.
Additionally, the results highlight the importance of sam-
ple size in improving estimation accuracy. Increasing the
sample size from 10 to 40 consistently enhances precision,
with the ‘‘Equalization of cumulative’’ method providing
the highest accuracy, followed by the ‘Equalization of
cumulative of 1/2 {r(y) + f(y)}’ method. Based on these
insights, it has been highly recommended that stakeholders
adopt stratified random sampling with the ‘‘Equalization of
cumulative’’ method and Neyman allocation for accurate
apple production estimates in both Shopian and Jammu and
Kashmir. By implementing these methods and increasing

the sample size, stakeholders can significantly improve the
precision and reliability of production estimates, aiding in
informed decision-making and resource allocation within the
apple industry. The data has been utilized and the proposed
method has obtained the stratification points given in the
following Table 5:

TABLE 5. Percentage increase in efficiency in apple production data set.

It can be observed from the Table 5 which presents the
Percentage Increase in Efficiency in apple production data
set, which shows the increase in the gain Iin PRE while
utilizing the proposed method and increasing the sample size
as well as strata too.

VIII. SIMULATION STUDY
1) A simulation study was conducted to evaluate the

validity and relative precision of the proposed method
compared to other methods using R statistical software.
The following methods were compared:

2) Dalenius and Hodges (1959)cum
√
f method

3) Gunning and Horgan (2004) geometric method
4) Lavallee-Hidiroglou (1988) method using Kozak’s

(2004) method
5) Proposed method

In this study, the R software generated a data set of 10,000
observations, assuming a uniform distribution for the aux-
iliary variable. The minimum and maximum values of the
auxiliary variable were found to be 0.000763 and 1.49672,
respectively, with a total deviation (k) of 1.495957.

The stratification points were determined using the pro-
posed method, as discussed earlier, along with the com-
parative methods. The variances obtained by each of these
methods, including the proposed method, are presented
in Table 6.

TABLE 6. Total variance obtained by different methods.
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Based on the Table 6 output, it can be concluded that the
proposed method outperformed the existing methods in terms
of precision. Therefore, utilizing two study variables in the
stratification process leads to a gain in precision compared to
using the existing methods.

The simulated data were used in the proposed method, and
the variance for each corresponding was noted and plotted
in Fig.5 as below:

FIGURE 5. Standard normal distribution.

We considered 25 number of strata, but it can be observed
that (which displays the graph between number of strata and
variance) there is no substantial gain in efficiency for more
than 20 strata. Thus, it can be concluded that the number of
strata must be chosen very carefully while doing the strati-
fication, and after some number, the variance may have an
increasing trend.

IX. CONCLUSION
This research explored the case of combining the ratio
and product estimation methods. The proportional allocation
method was used to generate mathematical equations that
minimized the variance. There has been discussion of using
a Cum 3

√
R4(x) Rule to acquire AOSB. Empirical research

shows that the efficiency gain is very high, with RE val-
ues varying from 113.6393 to 248.2299 for the Uniform
distribution, 129.4636 to 250.4494 for the right triangu-
lar distribution, 127.5146 to 232.7559 for the exponential
distribution, and 139.0651 to 224.4718 for the Standard
normal distribution. Asymmetric distributions are more accu-
rately represented by the developed technique, as seen in
Tables 1 and 2, which rank the Uniform and right triangu-
lar distributions ahead of the exponential and right normal
distributions. The suggested method exhibits improvement
in the precision of estimates when employing the highly
related variable to get the stratification points of populations
with Uniform, right triangular exponential distribution, and
standard normal distribution. The simulation analysis also
reveals an improvement in relative precision with the pro-
posed strategy compared to the state-of-the-art approaches.
As a result, the proposed approach has promise for producing
reliable estimates of the target variable or feature by mining
its frequency distribution. Neutrosophic statistics are chosen
over classical statistics when the data originates from a com-
plicated process. References [24] and [25] are examples of

studies that have delved into this topic. Neutrosophic statis-
tics, then, may provide a fruitful direction for future study.
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