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ABSTRACT Planning a path is crucial for safe and efficient Unmanned aerial vehicle flights, especially in
complex environments.While theQ-learning algorithm in reinforcement learning performs better in handling
such environments, it suffers from slow convergence speed and limited real-time capability. To address these
problems, this study proposes an enhanced initialization process using the flower pollination algorithm
and employs a tabulation method to improve local obstacle avoidance ability. An improved Q-learning
algorithm based on the flower pollination algorithm and tabulation method (IQ-FAT) is proposed, which
can perform both global and local path planning, enhance the convergence time of Q-learning, and expedite
obstacle avoidance. Evaluation results on various obstacle maps demonstrate that the modified algorithm
has a significant improvement convergence speed of approximately 40% compared to the original algorithm
while enabling global path planning and local obstacle avoidance. Furthermore, the algorithm demonstrates
superior path-planning capabilities in complex environments and enhances the dynamic response time of
UAVs by approximately 90% compared to the artificial potential field method.

INDEX TERMS Path planning, unmanned aerial vehicle, obstacle avoidance, reinforcement learning, flower
pollination algorithm.

I. INTRODUCTION
Unmanned aerial vehicles (UAVs) are increasingly being uti-
lized in various civilian [1] and defense sectors [2], with path
planning theory and methodology playing a pivotal role in
ensuring the safe flight of UAVs [3]. Collision avoidance is
pivotal in path planning [4], as it guarantees the safe naviga-
tion of UAVs [5]. The enhancement of UAV performance and
safety heavily relies on accurate and feasible path planning
as well as fast and effective obstacle avoidance strategies [6].
Autonomous UAV flights require consideration of real-time
performance, cruising range, computing power, and storage
capacity constraints, imposing high demands on the speed
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and simplicity of path-planning algorithms [7]. Traditional
path planning can be divided into global path planning for
determining optimal routes when a map is available and local
path planning focuses on addressing obstacles not reflected in
the map through localized obstacle avoidance techniques [8].
Depending on whether obstacles are stationary or dynamic,
local path planning can further be categorized into static or
dynamic local obstacle avoidance scenarios [9]. In this paper,
we propose specific solutions tailored to each scenario.

In numerous previous studies, UAV path-planning algo-
rithms have been categorized into five main groups. The
first category encompasses heuristic algorithms, such as
the A∗ algorithm [10]. However, its applicability is limited
in large-scale map environments and high latitudes [11].
The second category includes random sampling-based
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algorithms, with RRT being a representative example [12].
The application of RRT has limitations, such as the
algorithm’s lack of discernment being overly pronounced and
its efficacy being suboptimal [13]. The third type involves
the artificial potential field method commonly used for local
obstacle avoidance; nevertheless, it tends to fall into local
optima [14] and performs poorly in dense obstacle scenarios.
Additionally, when the UAV reaches non-target points with
balanced forces applied, it may result in unreachable targets
[15]. The fourth category encompasses path planning algo-
rithms based onmathematical principles like utilizing Dubins
curves [16] for UAV path planning purposes. Lastly, intelli-
gent bionic algorithms also find application in path planning
by providing more possibilities through simple computation
and achieving favorable experimental results. Commonly
employed intelligent bionic algorithms include ant colony
algorithm(ACA) [17], particle swarm optimization(PSO)
[18], flower pollination algorithm(FPA) [19], grey wolf opti-
mizer (GWO) [20], cuckoo search algorithm(CSA) [21],
firefly algorithm(FA) [22], genetic algorithm(GA) [23], dif-
ferential evolution(DE) [24], sparrow search algorithm(SSA)
[25], reinforcement learning [26], etc. Combining reinforce-
ment learning with artificial neural networks [27] forms
deep reinforcement learning [28], which is promising in path
planning.

Based on the analysis above, traditional path planning
exhibits low fitness [29] and is limited to a single pur-
pose in complex environments. Conversely, intelligent bionic
algorithms demonstrate strong robustness and ability to
effectively handle environmental changes, making them
well-suited for complex scenarios. Significantly, the inte-
gration of diverse, intelligent algorithms can be effectively
employed to yield favorable outcomes. For instance, Yu and
Luo [21] proposed using reinforcement learning to enhance
the cuckoo algorithm for three-dimensional UAV path plan-
ning. Pehlivanoglu and Pehlivanoglu [30] improved the
initial population of the genetic algorithm and accelerated its
convergence speed for UAV path planning.

In this paper, we utilize Q-learning in reinforcement
learning for path planning, where the agent is trained and
optimized through iterative interactions with the environ-
ment [31]. The reason for selecting Q-learning lies in its
superior ability to handle complex environments, better
real-time performance, and robustness compared with the
genetic algorithm (GA) and particle swarm optimization
algorithm (PSO). Despite the strong practicality of reinforce-
ment learning algorithms that are widely used in various
fields such as game design [32], intelligent control [33],
energy management [34], path planning [35], etc., there
still exist some issues, including slow convergence speed,
re-training requirements when facing local obstacle avoid-
ance, and low timeliness. Improvements in Q-learning can
be mainly reflected in three aspects: Firstly, the conver-
gence speed can be improved by enhancing the initialization.
Konar et al. [31] proposed a novel deterministic Q-learning

algorithm that effectively updates the Q-values by leverag-
ing the four derived Q-learning properties. Pouyan et al. [36]
used the concept of opposite action to make the agent update
the Q-value for each action and the corresponding oppo-
site action. Both of these methods enhance the convergence
rate. They are secondly adjusting the greedy strategy to
balance the random selection action mechanism with the
optimal action mechanism to avoid falling into local opti-
mums. Wang et al. [37] integrated the Sarsa and Q-learning
algorithms to influence the action selection mechanism on
the side. Thirdly, it proposes a deep reinforcement learning
method combined with an artificial neural network, making
it more applicable for continuous problems since a tradi-
tional Q-table matrix [38] requires ample memory space and
only applies to discrete states. For instance, Duguleana and
Mogan [39] combined path planning and neural networks to
realize robot path planning in multiple dynamic and static
environments. Xia et al. [40] proposed a deep reinforcement
learning (DRL) method based on proximal policy optimiza-
tion (PPO) to solve the active collision avoidance problem of
surface vehicles.

This paper introduces a novel and highly promising flower
pollination algorithm to address the abovementioned issues.
This method was initially introduced by renowned British
scholar Yang [41] and has been demonstrated to be more
efficient than GA and PSO. Since its inception, it has been
widely applied in various fields, such as scheduling pro-
cesses [42], navigation [43], and data mining [44], among
others. In terms of path planning specifically, there are two
ways in which the flower pollination method can be utilized:
either as an algorithm to optimize the planning problem [45]
or as an optimization algorithm to enhance existing path
planning methods. Low et al. [19] integrated Q-learning with
a flower pollination method to achieve four-directional path
planning in a two-dimensional plane. However, the effec-
tiveness diminishes when extending the movement direction
to eight directions. This paper adopts the latter approach
by proposing a new mechanism that optimizes Q-learning
for eight-directional path planning in a two-dimensional
environment suitable for UAVs.

We propose an improved Q-learning algorithm using
the flower pollination algorithm and the tabulation method
(IQ-FAT) to improve efficiency when solving practical prob-
lems. Our motivation for developing this approach is due
to limitations inherent within original Q-learning about
convergence time and local obstacle avoidance.

1) The flower pollination algorithm is employed to
enhance the performance of Q-learning, resulting in a
significant reduction in convergence time.

2) We utilize the tabulation method to aid Q-learning in
local obstacle avoidance by fully using its Q-value
storage matrix, saving computational resources during
actual runtime.

3) The proposed model can realize global path planning
and local obstacle avoidance.
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This paper is structured as follows: Section II introduces
the principle of employing a single algorithm. In Section III,
we propose the specific operationalmechanism of the IQ-FAT
algorithm. Section IV validates the effectiveness of IQ-FAT
in diverse environments and conducts a comparative analysis
with similar products. Finally, in Section V, we conclude the
paper and explore future research directions.

II. PRINCIPLES OF Q-LEARNING AND FLOWER
POLLINATION ALGORITHM
A. Q-LEARNING ALGORITHM
Q-learning is a type of reinforcement learning that enables
an ideal agent to be trained without prior knowledge.
As illustrated in Fig. 1(a), the agent acts as an explorer
and continuously interacts with its environment, receiving
rewards or punishments for actions taken in specific states.
If the agent collides with an obstacle, it gets a negative value
punishment for the current state’s act. Conversely, if the agent
takes action towards the goal point without encountering
obstacles, it receives a positive reward. These rewards are
calculated and transformed into state-action values recorded
in a matrix known as the Q-table.

FIGURE 1. Schematic of the Q-learning algorithm.

The Q-table in traditional Q-learning is initially populated
with obstacle information, wherein the Q-values correspond-
ing to actions leading to obstacle states are assigned a
significantly negative value. Assume that at time t , the agent
is in the state St . The agent will select an action at based
on the action selection policy and execute this action to
promptly acquire a reward r and the subsequent state St+1
from the environment. Simultaneously, the agent can adapt
its action selection strategy based on the r value. The Q-table
values tend to converge through multiple training itera-
tions, enabling the Agent to rely solely on these values for
selecting a sequence of states with maximum reward value,
thereby accomplishing optimal path selection. The formula
for updating Q-value is:

Q(st , at )← Q(st , at )+ α[(r + γ maxat+1 Q(st+1, at+1))

− Q(st , at )] (1)

where Q (s, a) signifies the anticipated cumulative reward
stemming from the execution of a specific action a within a
given state s. St is the current state, at is the action chosen in
the state St, r is the reward obtained for executing the action
at, St+1 is the next state, γ is the discount factor (0≤ γ < 1),
and α is the coefficient of learning (0 < α <1). The process
is given as Algorithm 1.

Algorithm 1 Q-Learning Algorithm
Input: start point, goal point, and environment information
Output: the optimal path from the start to the end
1 initialize s
2 while n < episode
3 initialize the start point
4 while goal point not reached
5 choose an action a from s based on the strategy
6 take action a and observe r , st+1
7 update Q-table using (1)
8 s = st+1
9 end
10 end

B. FLOWER POLLINATION ALGORITHM
Did you know that flowering plants make up about 80% [41]
of all plant species on Earth? This is because they have a
competitive edge in natural environments. Flowering plants
have evolved to reproduce through pollination, which can
occur via biotic or abiotic means. Biotic pollinators such as
bees and butterflies facilitate long-distance pollen transfer.
In contrast, abiotic pollination occurs via wind or rain and
typically results in localized pollen dispersal. Furthermore,
the constancy of flowers is exemplified by the exclusive
pollination behavior of certain insects, thereby minimiz-
ing cross-pollination and maximizing intraspecific breeding
opportunities within individual flowers. The following four
principles emerge from the process of flower pollination
simplification:
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1) Biological pollination and cross-pollination are consid-
ered global pollination, with the pollen’s travel distance
following a Levy flight pattern.

2) Abiotic pollination and self-pollination are commonly
called local pollination.

3) The concept of flower constancy posits that the repro-
ductive success of a flower is directly proportional
to the degree of similarity between the two flowers
involved.

4) The switching probability p is adjusted to regulate the
balance between global and local pollination.

Let XGi = (xi,1, xi,2 · · · xi,D) denote the position of individ-
ual i in the search space at generationG, where i represents an
integer within the range of [1, n]. First, we initialize a pop-
ulation of n flowers with random positions, define a switch
probability p, and obtain the best solution g-best in the initial
population by the objective function. Subsequently, during
the global search phase, individuals will engage in levy flight
behavior to approach the optimal individual within the popu-
lation. This phenomenon can be mathematically represented
as:

XG+1i = XGi + L(λ)
∗(XGi − Gbest ) (2)

whereXG+1i is the spatial location of individual i at generation
G+1 within the search domain, Gbest is the best individual of
the population in generation G, and L(λ) is the step size of
simulated pollen for Levy flight.

The local search stage involves the individual performing
local optimization. The fundamental concept is to utilize two
randomly generated difference vectors between individuals to
perturb the current individual randomly, ultimately obtaining
the optimal individual within the local scope. This process
can be expressed as:

XG+1i = XGi + ε(XGj − X
G
k ) (3)

where ε is a random number within [0, 1],XGk is pollen j
randomly collected from the population of generation G, and
XGj is pollen k randomly collected from the population of
generation G.
The probability p is utilized to balance global explo-

ration and local exploration. Following a specific number
of iterations, the fittest individual in the population tends
to converge, with this convergence value representing the
optimal solution for the given problem. The process is given
as Algorithm 2.

III. MAIN IDEAS OF THE PROPOSED IQ-FAT
Q-learning algorithm is an effective and easy-implement
algorithm applied to complex environments. The Q-learning
navigates the optimal trajectory by continuously interacting
with the environment. However, this exploration process can
take time and effort.

This paper introduces the IQ-FAT algorithm to improve
the original Q-learning approach’s slow convergence time
and limited adaptability. The IQ-FAT algorithm utilizes the

Algorithm 2 Flower Pollination Algorithm
Input: population size: n
Output: final Gbest
1 objective min or max f(x), x= (x1, x2, . . . , xn)
2 initialize a population of n flowers with random positions
3 define a switch probability p ∈[0, 1]
4 obtain the best solution g-best in the initial population
5 whilet < Max Generation
6 for i =1: n
7 if rand < p
8 obtain global pollination using (2)
9 else
10 obtain local pollination using (3)
11 end
12 evaluate new solutions
13 if new solutions are better than g-best
14 g-best= new solution
15 end
16 Gbest =g-best
17 end

FPA to speed up the initialization process and employs
the tabulation method to facilitate obstacle avoidance for
unknown obstacles. The IQ-FAT algorithm has demonstrated
remarkable efficacy in achieving path planning for UAVs.

A. GLOBAL PATH PLANNING BASED ON FLOWER
POLLINATION ALGORITHM
The global path planning of the IQ-FAT algorithm comprises
an initialization process and an exploration process. IQ-FAT
employs the flower pollination algorithm to enhance the prior
information acquired during initialization. Subsequently,
IQ-FAT adjusts specific parameters in the exploration pro-
cess of the original algorithm. These enhancements result in
improved convergence speed for IQ-FAT.

The initialization process of IQ-FAT can be divided into
two steps: defining an initial population and implementing an
iterative optimization procedure. Firstly, a random generation
of i pollen particles is performed in a two-dimensional space
with p coordinates (xn, yn) assigned to each pollen. Currently,
the map serves as a boundary condition to ensure (xn, yn)
remains within the scope of the map. The flower pollination
method’s initial population is denoted as follows:

Floweri =


x1
x2
· · ·

xn

y1
y2
· · ·

yn

 (4)

Subsequently, a line L is drawn to connect the starting and
ending points, and the distance between the h coordinates
and line L is calculated and summed as a measure of flower
fitness. To ensure adequate dispersion among coordinates,
pollen with coinciding coordinates will receive reduced fit-
ness scores. Then, the best individual Gbest in the population
is selected based on its fitness score, after which position
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FIGURE 2. The flowchart of Q-learning initialization improved by the flower pollination algorithm.

coordinates for remaining pollen are updated through global
or local pollination while ensuring they stay within inte-
ger boundaries. Afterward, the entire population’s fitness
is re-evaluated to determine Gbest again. By repeating the
steps mentioned above n times, optimal pollen with p coor-
dinates along the line and distributed according to a specific
dispersion can be obtained.

Increasing Q values corresponding to these coordinates
provides prior information for reinforcement learning while
reducing learning process blindness. Finally, obstacle state Q
values are set at larger negative values to offer correct guid-
ance even if obstacle and pollen coordinates coincide. The
flowchart of Q-learning initialization improved by the flower
pollination algorithm is illustrated in Fig. 2:

The flower pollination algorithm incorporates two mecha-
nisms: global search and local search. The former mechanism
facilitates the convergence of individuals toward the optimal
solution. At the same time, the latter ensures a more system-
atic approach to finding the optimal solution and mitigates
the occurrence of local optima. Utilizing this algorithm leads
to a significant reduction in Q-learning’s convergence time.

Then, the Q-learning algorithm embarks on environmental
exploration by building upon the prior knowledge encoded in
the initialized Q-table. In this study, the aircraft is unrestricted
in eight directions, comprising its action set: north (up),
south (down), (west) left, (east) right, northwestward (left-
up), southwestward (left-down), northeastward (right-up),
and southeastward (right-down). The schematic of these sets
of actions is depicted in Fig. 3(a). The key to exploring the
environment is strategically selecting actions and formulating
reward functions.

The commonly used action selection strategy is the
ε-greedy strategy, which aims to introduce a certain level of
randomness in the agent’s decision-making process. Specif-
ically, the agent has a probability of 1-ε to select the action
with maximum reward value and a probability ε to choose an
action randomly. In this paper, we adopt the following action

selection strategy:

ε(n) = (εmax − εmin)
nmax − n
nmax

+ εmin (5)

where n is the current iteration count, ε (n) is the ε value of
the nth iteration. The parameter ε decreases with increasing n.
Therefore, εmax is the value of ε at the beginning of the
iteration, εmin is the value of ε at nmax iterations, and nmax
is the maximum number of iterations.

As the optimal policy gradually approaches convergence
in the later stages of exploration, there is no longer a need
to assign a high probability for random action selection.
Therefore, this paper proposes a linear decrease in ε with an
increase in the number of iterations to enhance confidence
in the optimal policy during these later stages. Furthermore,
the reward function assesses the quality of action selection,
and its configuration directly influences the impact of agent-
environment interaction. In this study, we define the reward
function as follows:

R(t)

=



10 Reach the goal point

−1+
d(t − 1)− d(t)

dmax
Select action: up,

down, left, right

−1.41+
d(t − 1)− d(t)

dmax
Select action: left-up,

left-down, right-up,
right-down

−100 Collision obstalces

(6)

The variable d(t) represents the Euclidean distance
between the agent and the goal point at time t , whereas
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FIGURE 3. Schematic of action impact of the UAV.

dmax denotes the distance between the starting and ending
points. As the agent approaches the target point, it receives a
positive reward value, whereas moving away from the target
results in a negative reward. When the agent approaches
the target point, it receives a relatively high reward value,
whereas when it moves away from the target point, it receives
a relatively low reward value. This incentivizes the agent to
move towards the goal point. Furthermore, since diagonal
movement is more efficient for the agent, the reward function
also encourages oblique flying.

B. LOCAL OBSTACLE AVOIDANCE BASED ON THE
TABULATION METHOD
Since the Q-table trained by the original algorithm is
discarded after finding the optimal path, which wastes com-
putational resources, this paper has adequately utilized the
record-ability of the Q-table to its surrounding environment
by directly processing it to save computing time and mem-
ory. Specifically, when encountering a new obstacle, the
aircraft will modify the value of states moving towards it
in the Q-table so that their Q values become negative. Fur-
thermore, this modification can continue spreading out for
a week to achieve gradient descent in reducing Q values.

This approach ensures agility and timeliness for UAVs while
avoiding unnecessary training time.

As depicted in Fig. 3(b), the marked positions with penta-
gram indicate the locations of obstacles. Once detected, the
Q value of the state surrounding the obstacle is immediately
reduced by 100, whereas the Q value of the corresponding
state one layer further out can decrease by 70. This gradient
descent approach effectively mitigates repetitive training and
enhances reaction speed.

Algorithm3 ImprovedQ-LearningAlgorithmBased onBoth
Flower Pollination Algorithm and Tabulation Method
Input: start point, goal point, and environment information
Output: the optimal path from the start to the end
1 execute Algorithm 2
2 obtain lots of position coordinates
3 set a large Q-value to the states corresponding to the
coordinates in G

4 set a larger negative Q-value to the states corresponding
to the obstacle
5 obtain the Q-table with prior information
6 execute Algorithm 1 except for initialization
7 obtain the optimal path
8 while the new obstacle
9 obtain the states corresponding to the obstacle

coordinates
10 set a large negativeQ-value for these states using

gradient descent
11 obtain the optimal path using Q-table
12 end

FIGURE 4. Variation in convergence time with different switch
probabilities and population sizes used in the IQ-FAT in map.

IV. SIMULATION TEST OF IQ-FAT ALGORITHM
This section evaluates IQ-FAT in various scenarios, including
global and local path planning. The three-dimensional (3D)
map size used is 20∗20∗10. The initial and final coordinates
of the UAV are designated at (0.5,0.5,0) and (19.5, 19.5,10),
denoted by a purple triangle and a green five-pointed star,
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FIGURE 5. Path planning diagram and convergence diagram of maps 1-4.

TABLE 1. Obstacle avoidance time comparison among IQ-FAT, APF, and
ACA.

respectively. The two-dimensional (2D) map size used is
20∗20, and the starting and ending points of the aircraft are

set at (0.5,0.5) and (19.5, 19.5), respectively. Each action’s
Q value related to a specific position is stored in a Q-table
of size 400∗8. Meanwhile, this subsection presents a com-
parative analysis of IQ-FAT with conventional Q-learning(Q)
and improved Q-learning using particle swarm optimization
(IQ-PSO). It’s worth mentioning that IQ-PSO is another
algorithmwe’ve developed, which utilizes the PSO algorithm
instead of the FPA method to enhance the initialization
process of Q-learning.

A. OBSTACLE AVOIDANCE SIMULATION TEST FOR
HIGH-DENSITY REGULAR OBSTACLES
In this test, a grid map contains random obstacles, which
depict a complex environment characterized by a high density
of blocks. To begin with, different environments require dis-
tinct search transition switch probabilities p and population
sizes for the flower pollination method to achieve optimal
results. Therefore, the convergence time is depicted in Fig. 4
for various switch probabilities and population sizes.
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FIGURE 6. Path planning diagram and convergence diagram of maps 5-8.

Fig. 4 demonstrates the time theUAV took to complete path
planning under different p values and population sizes in an
environment with 30% obstacle density. The overall exper-
imental outcomes are superior when p=0.5. However, it is
worth noting that the convergence time generally exhibits an
upward trend, with occasional decreases observed for larger
population sizes. Therefore, considering a comprehensive
perspective, this study opts for p=0.5 and a population size
of 20 to conduct path-planning tasks. Since similar results
were obtained on other maps, we refrain from repeating them
herein. Instead, we adopt this combination approach for all
other maps.

The IQ-FAT can productively plan the optimal path
within a designated three-dimensional space altitude. Fur-
thermore, it effectively achieves sub-optimal 3D path plan-
ning for aircraft by implementing a uniform ascent strategy

from the initial point to the destination, as exemplified
in Figs. 5(a) (b). The blue graphics represent obsta-
cles, and the pink graphic is the obstacle without prior
information.

Subsequently, the paths planned by the IQ-FAT on maps
with obstacle densities of 20%, 30%, 40%, and 50% are
depicted as (d)-(g) in Fig. 5. Experimental results demon-
strate that the algorithm completes path planning even
at an obstacle density of 50%. Additionally, Fig. 5(c)
assesses IQ-FAT’s ability in local obstacle avoidance. IQ-FAT
promptly responds and re-plans its trajectory when con-
fronted with obstacles beyond the scope of prior information.
Moreover, Fig. 5(h) demonstrates the convergence speeds
of Q, IQ-PSO, and IQ-FAT under this map configuration.
Notably, IQ-FAT achieves faster convergence rates accompa-
nied by smoother convergence curves than other approaches
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FIGURE 7. Path planning diagram and convergence diagram of maps 9-12.

tested herein, thus confirming its superiority in convergence
speed and stability.

Additionally, this paper employs a variety of distinct
methodologies for comparison: the traditional Q-learning
algorithm and its variant IQ-PSO for global path planning
comparison. Comparative analysis of various meta-heuristic
algorithms with IQ-FAT in terms of path quality. The clas-
sical artificial potential field method (APF) and ant colony
algorithm (ACA) for local obstacle avoidance experiments.
The comparison results presented in Table 1 demonstrate that
the IQ-FAT exhibits significantly enhanced reaction speed
compared to the APF and ACA, rendering it highly suitable
for low-load UAVs with limited processing time.

To further analyze and compare the performance of
IQ-FAT and IQ-PSO, we present the convergence times
and the number of convergences for both methods on vari-
ous maps, along with their corresponding promotion ratios.
Fig. 8 compares the convergence times and convergence time
among the three algorithms. It is evident that as obstacle

density increases, all three algorithms exhibit improved con-
vergence times and convergence time. Specifically, IQ-FAT
demonstrates a 45%-60% enhancement in convergence times
compared to the original algorithm, with this improvement
ratio diminishing as map complexity increases. This phe-
nomenon may arise from the intricate nature of the map,
necessitating additional exploration iterations for enhanced
Q-learning convergence. Moreover, when contrasted with
the original algorithm, IQ-FAT exhibits an improvement
ratio between 40% and 55% in terms of convergence time,
which escalates alongside increasing map complexity. These
findings indicate that IQ-FAT displays superior adaptability
to complex environments and outperforms IQ-PSO in two
key aspects.

B. OBSTACLE AVOIDANCE SIMULATION TEST FOR
IRREGULAR GEOMETRY OBSTACLES
In practical scenarios, obstacles cannot be treated asmere par-
ticles. Hence, we constructed geometrically shaped obstacles
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FIGURE 8. Convergence times, convergence time, and growth ratios of algorithms.

TABLE 2. Convergence times, convergence time, and growth ratios of algorithms in maps1-12.

on the map to test whether our algorithm can effectively plan
paths around them. Firstly, we created a primary environment
with eight obstacles and then gradually increased the number
of obstacles along the route, drawing maps with nine, ten, and
eleven obstacles for comparison. As shown in Figs. 6(d)-(g),

our experimental results demonstrate that IQ-FAT can avoid
geometrically shaped obstacles while maintaining a safe
distance.

Moreover, the local obstacle avoidance experiment
depicted in Fig. 6(c) involves placing an unknown obstacle of
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FIGURE 9. Q-values at the convergence of algorithms in maps 1-12.

a specific shape on the planned trajectory of theUAV to assess
its ability for local obstacle avoidance. Based on Table 1 and
Fig. 6(c), IQ-FAT effectively avoids such unknown obstacles
by employing a tabulation method, exhibiting significantly
reduced response time compared to the artificial poten-
tial field approach. Furthermore, agents showed enhanced
response times when encountering obstacles with a specific
geometric configuration as opposed to barriers composed
of a solitary particle, potentially attributable to the sparse
distribution of impediments throughout the map, thereby
affording more excellent maneuverability.

As for the comparison of convergence time and conver-
gence times of the three algorithms on such maps, Fig. 8
shows that the improvement ratio of IQ-FAT in terms of
convergence times is approximately 60%, exhibiting minimal
fluctuations. In contrast, the enhancement effect of IQ-PSO
fluctuates between 50% and 55%. Meanwhile, increasing
obstacles does not result in a significant increase in the
convergence times. This is because adding geometric obsta-
cles does not significantly increase the obstacle density of
the map, and therefore, the algorithm only requires a little
trial-and-error time to operate.
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TABLE 3. The length and smoothness of the paths planned by five algorithms in maps1-12. (The path smoothness is calculated by the second-order
difference method.)

The correlation between convergence time and obstacle
geometry is weak, whereas the correlation between conver-
gence time and obstacle density is strong across the entire
map. This also can be seen in the agent’s walking path, which
remains relatively easy to plan even with added obstacles and
does not significantly change its trajectory. Regarding con-
vergence time, IQ-FAT achieves a range of 30% to 35%, with
an overall increase in the lifting ratio as obstacles intensify.
Based on experimental results, all three algorithms demon-
strate remarkable path-planning capabilities when confronted
with geometric obstacles. The IQ-FAT algorithm exhibits
superior stability and marginally improved convergence time
compared to the other two algorithms.

C. OBSTACLE AVOIDANCE SIMULATION TEST IN THE
INDOOR ENVIRONMENT
In the indoor environment, obstacles with specific lengths
pose challenges for traditional algorithms during optimiza-
tion, often resulting in local optima and subsequent failure
of path planning. Hence, this study evaluates the ability of
IQ-FAT to navigate obstacles with specific lengths smoothly.

As shown in Fig. 7(d), the base environment has three long
side walls, which makes path planning more challenging.
Furthermore, the environment in Fig. 7(d) is symmetrical,
which means there are two equiprobable paths for the agent

to arrange. Subsequently, when an upper obstacle is added
in Fig. 7(e), the UAV can only schedule one optimal route.
Continuing to Fig. 7(f), obstacles are placed along the path,
which forces the UAV to fly alongside them until it can avoid
them. In Fig. 7(g), additional obstacles have been introduced
that block the original optimal path of the UAV. Nonetheless,
theUAV still finds an optimal way through two closely spaced
long obstacles.

Then, Fig. 7(c) introduces a right-angle obstacle to evaluate
the local obstacle avoidance capability. Right-angle obsta-
cles pose more significant challenges than others, demanding
the UAV make prompt and precise decisions. Nevertheless,
IQ-FAT consistently demonstrates its exceptional ability in
obstacle avoidance while maintaining remarkable reaction
speed.

Fig. 8 and Table 2 illustrate that as the number of obsta-
cles increases on the indoor environment map, there is an
overall upward trend in convergence times. However, this
increase is insignificant. The growth proportion of conver-
gence times for IQ-FAT and IQ-PSO shows a downward
trend. Specifically, IQ-FAT improves convergence times by
47% to 55%, whereas IQ-PSO improves them by 30%
to 40%. In contrast, Q-learning experiences a significant
increase in convergence time with increasing obstacles. The
improvement ratio for IQ-FAT ranges from 45% to 53%, and
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FIGURE 10. The length and smoothness of the paths planned by five algorithms in maps1-12.

for IQ-PSO, it is between 30% and 40%. The growth ratio of
both exhibits an upward trend overall.

Moreover, through a comprehensive comparison of the
algorithm’s performance across the three maps, we can
ascertain the influence of obstacles on the algorithm’s
convergence. Compared to dense particle obstacles and
geometric shapes, indoor obstacles with a specific length
significantly enhance the complexity of Q and IQ-FAT for
path planning.

Specifically, from the perspective of the fundamental envi-
ronment comprising indoor obstacles, the obstacle density is
approximately 19.5%. However, it takes an additional 1.796s
for convergence compared to maps with particle obstacles at
a thickness of 20%, resulting in a time increase of 36.24%.
Hence, it can be concluded that obstacle length influences
path planning difficulty. Meanwhile, longer obstacles also
impact the number of steps required for aircraft navigation,
necessitating more bypassing maneuvers. In this process, tra-
ditional algorithms are prone to local optima. However, Q and
IQ-FAT exhibit certain advantages while ensuring feasibility
in planned paths.

To further evaluate the convergence of the three algo-
rithms, we recorded the Q-values of Q-learning, IQ-PSO,

TABLE 4. Dynamic obstacle avoidance time comparison among IQ-FAT,
APF, and ACA.

and IQ-FAT as they converged on different maps. We then
selected 50 data points from each group to generate Fig. 9
and observe the convergence behavior of each algorithm.

In a comprehensive comparison, the convergent Q-value
obtained in the map with high obstacle density is the highest,
whereas the convergent Q-value obtained in the indoor envi-
ronment map when solving long obstacle path planning
problems is the lowest. Hence, the convergence effect of final
Q-learning is influenced by the environment where obstacles
are encountered. Furthermore, across all experiments, there is
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FIGURE 11. The motion trajectory of the UAV under dynamic obstacles.

a significant decrease in convergence Q-value as environmen-
tal complexity increases. Therefore, ecological complexity
also affects algorithm convergence, and higher complexity
leads to lower convergence values. IQ-FAT exhibits superior
convergence characteristics on each map and demonstrates
more concentrated convergent Q-values than the other two
algorithms.

In addition to horizontally comparing Q learning and its
variants, we also conduct comparisons between Q learning
and the A∗ algorithm as well as various intelligent algorithms,
including genetic algorithm (GA), sparrow search algorithm
(SSA), and gray Wolf Optimizer (GWO). We employ five
algorithms for path planning in maps1-12 and to compute
the length of its two-dimensional trajectory, as illustrated
in Table 3 and Fig. 10. The experimental results show that
the path generated by Q-learning exhibits a small deviation
in length from those produced by heuristic algorithms in
some straightforward environments. As the complexity of
the environment increases, the paths navigated by intelligent
algorithms become longer. In map 4 and map 12, the intel-
ligent algorithms are even unable to determine the location
of the endpoint due to the complexity of the environment.
In terms of path smoothness, the trajectory generated by
Q-learning outperforms that of other algorithms. In con-
clusion, Q learning demonstrates superior path-planning
capabilities in intricate environments, yielding shorter and
smoother paths.

D. SIMULATION TEST OF DYNAMIC OBSTACLE
AVOIDANCE
In this scenario, the efficacy of IQ-FAT in efficiently navigat-
ing dynamic obstacles is evaluated. Firstly, the detectability
of the obstacle was assumed, but its positional information
was not included in the training process. Next, two moving
obstacles were introduced: one descending and the other
diagonally falling to the right, represented by pink circles.
The trajectory of these dynamic obstacles is visible as light-
colored circles, whereas blue circles represent known static
obstacles. The motion results of the UAV’s dynamic obstacle
avoidance are depicted in Fig. 11.

According to Fig.11, in case of an impending collision with
a barrier at the next node, the UAVwill navigate in a relatively
safer direction to avoid it along its planned trajectory. The
above comparison demonstrates the capability of the IQ-FAT
algorithm to address dynamic obstacles.

In addition, we compared the reaction time of the IQ-FAT,
artificial potential field method (APF), and ant colony
algorithm(ACA) to avoid dynamic obstacles. Table 4 indi-
cates that IQ-FAT has the shortest reaction time when facing
dynamic obstacles.

V. CONCLUSION
Committed to addressing the requirements of efficient path
planning for UAVs in complex environments, this paper
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presents a new algorithm called IQ-FAT. IQ-FAT combines
the Q-learning algorithm and flower pollination algorithm to
plan two-dimensional paths in eight directions. Additionally,
the algorithm includes the tabulation method to enhance its
effectiveness in local obstacle avoidance. IQ-FAT utilizes the
flower pollination algorithm to enhance the initial Q-value
along the line connecting the starting and endpoints, thereby
providing Q-learning with more prior information, reducing
exploration process blindness, and improving convergence
speed. Moreover, IQ-FAT exploits the Q-table by employing
gradient-based techniques to handle static or dynamic obsta-
cles outside of prior knowledge to enhance local obstacle
avoidance reaction speed.

The IQ-FAT algorithm demonstrates superior conver-
gence speed and accuracy compared to other algorithms,
as evidenced by its performance in a simulation test across
12 maps. Furthermore, IQ-FAT effectively accomplishes
path planning in a three-dimensional space. The path qual-
ity of IQ-FAT planning is also excellent, especially in
complex environments. Moreover, IQ-FAT can handle unex-
pected obstacles that may appear suddenly, demonstrating
its versatility and adaptability. For example, IQ-FAT exhibits
significantly improved reaction speed when dealing with
static blocks outside of prior information, surpassing the
capabilities of the artificial potential field method. Mean-
while, the IQ-FAT proves to be effective in handling dynamic
situations.

The IQ-FAT is of great significance and reference value
for UAVs to effectively navigate complex environments and
swiftly accomplish obstacle avoidance. However, important
objectives and constraints such as navigation errors have not
been considered in this method. Additionally, the algorithm
has only been validated through simulation experiments,
and real-world experimentation will be considered at a later
stage. Furthermore, the algorithm will incorporate neural
networks, which are anticipated to play a pivotal role in
future advancements. We will further enhance the effective-
ness and practicability of the algorithm through conducting
more comprehensive research.
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