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ABSTRACT In this paper, we introduce an innovative generalized Lyapunov theorem and a novel bounded
real lemma designed for continuous-time linear singular systems with Caputo fractional derivative of order
α, with the constraint 1 ≤ α < 2. We initially present a condition that is both necessary and sufficient for
establishing the admissibility of singular fractional-order systems (SFOSs). This condition is articulated
through strict linear matrix inequalities (LMIs). Following this, we demonstrate that a SFOS satisfies
H∞−norm requirement if and only if two strict LMIs are feasible. The key advantage of the presented LMI
conditions is that only one matrix variable needs to be solved. Ultimately, this paper concludes by presenting
illustrative examples that highlight the practical effectiveness of our theoretical findings.

INDEX TERMS Generalized Lyapunov theorem, Caputo fractional-order singular systems, generalized
bounded real lemma, linear matrix inequality.

I. INTRODUCTION
Over the past few decades, fractional-order differential
systems have attracted significant attention, as evidenced
by numerous studies [1], [2], [3], [4], [5], [6], [7], [8].
The history of fractional calculus, spanning over three
centuries [9], [10], [11], [12], shows that it provides a
more precise representation of many real-world systems.
This field extends derivatives and integrals beyond integer
orders, offering models that are more flexible and capable
of capturing memory properties effectively. Recent research
has particularly focused on Riemann-Liouville and Caputo
fractional derivatives [9], applying fractional differential
equations widely in areas like biology, finance, quantum
mechanics, material science, and medicine [10]. Significant
advancements have been made in stability analysis and
control synthesis for linear fractional-order systems (FOSs),
largely using the LMI approach [13], [14], [15], [16].
The architecture of the systems discussed in this paper

builds on foundational concepts from previous works, high-
lighting the distinct stable regions for pole locations within
the ranges 1 ≤ α < 2 and 0 ≤ α < 1. For certain practical
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systems, the fractional-order derivative within 1 ≤ α < 2
has proven effective in describing dynamics, as evinced
in circuit systems [7] and diffusion issues associated with
super diffusion mechanisms [21]. Despite the similarity
in techniques used for both ranges, the 1 ≤ α < 2
range has been less explored, prompting further research
into this class of fractional-order derivatives. Furthermore,
while numerous analytical techniques are available to solve
fractional differential equations, especially within the 0 ≤

α < 1 range, the complexity of conditions often necessitates
numerical methods [17], [18], [19], [20]. Despite ongoing
progress, the 1 ≤ α < 2 range continues to represent
a significant gap in research, impacting both theoretical
advances and practical applications. Recently, there has been
increasing interest in this range, with studies like those in
references [5], [7] examining fractional derivatives of order
α within it.

Additionally, singular systems, also known as descriptor,
implicit, or generalized state space systems, have attracted
considerable research interest [21], [22], [23]. These systems
are preferred for their enhanced ability to accurately depict
various physical systems and phenomena, especially those
involving impulses, compared to regular systems. They find
widespread applications in fields such as economic systems,
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electrical networks, and power systems. The substantial
body of literature dedicated to the synthesis and analysis of
singular systems reflects the diligent efforts of researchers.
Notably, significant progress has been made in admissibility
analyses for descriptor systems [24]. The initial admissibility
analysis utilized generalized Lyapunov equations [25], which
evolved to include novel equations incorporating both
equality and non-strict matrix inequality constraints [26].
Another approach, employing non-strict generalized Lya-
punov inequalities with an equality constraint, was intro-
duced [27], though it was less computationally efficient [28].
More recently, researchers have proposed more manageable
and numerically robust conditions based on strict LMIs for
the admissibility analysis of descriptor systems [23], [28].
These results have led to further investigations into SFOSs.
In the context of traditional singular systems, the concept
of admissibility, which encompasses stability, regularity,
and the absence of impulses, is foundational, as noted in
reference [29]. While recent literature has presented various
admissibility conditions for SFOSs based on LMIs [30],
[31], many challenges remain unresolved in this class
of systems. Moreover, SFOSs have garnered considerable
attention lately, primarily due to the significant contributions
of fractional-order calculus, as well as emerging results
on descriptor systems. Despite notable advancements in
understanding FOS, the field of SFOSs still faces numerous
challenging and unresolved issues, especially in the areas
of stability analysis and controller synthesis [29], [32].
Specifically, the decision matrices used in stability criteria
for linear time-invariant SFOSs are often either excessively
complex or characterized by an overwhelming number of
parameters [31], [33]. This inherent complexity not only
hampers the practicality of straightforward controller design
but also complicates stability analysis. A significant focus has
been placed on examining the impacts of robust stabilization
and admissibility of SFOSs, as explored in [31]. Further,
the research in [33] has established sufficient conditions
for addressing these problems, focusing on a specific class
of SFOSs equipped with state and static output feedback
stabilizing controllers.

Furthermore, the classical bounded real lemma, crucial for
H∞−norm analysis, has been extended to continuous-time
descriptor systems [23], [27], [28], [34], [35], [36]. These
extensions include [34] and other studies obtaining non-strict
LMI-based conditions and [23], [28] obtaining strict LMI-
based conditions. These lemmas, essential in characterizing
system performance and admissibility, vary inmatrix variable
requirements and contribute significantly to establishing
necessary criteria for singular systems. Very recently, Wu and
Yung [37] introduced a novel generalized Lyapunov theorem,
incorporating a fresh generalized bounded real lemma for
addressing singular systems. However, research specifically
addressing bounded real lemmas in SFOSs remains limited,
underlining the importance of these lemmas in characterizing
system performance and ensuring system admissibility. In the
context of establishing the necessary and sufficient criteria

for bounded real lemmas, the SFOSs incorporating the H∞

norm was formulated by [7]. In [5], a strict LMI-based
bounded real lemma for SFOSs was presented. In [5], there
are two matrix variables in the LMIs to be solved. Inspired
by the aforementioned discussions and facts, this brief delves
into the challenges surrounding bounded real lemmas in the
context of H∞

control for SFOSs. Although the focus of this
paper is on the case of 1 ≤ α < 2, the results obtained
can be easily extended to the case of 0 < α < 1 with
appropriate modifications. The key accomplishments of this
study comprise:
1. Development of Novel Stability Conditions: Our

research represents a significant advancement in the
stability analysis of SFOSs. We have developed novel
stability conditions and extended H∞−norm conditions
utilizing strict LMIs with a single indefinite matrix
variable. Additionally, we have introduced a full real
number matrix version of these strict LMIs, designed for
direct application in existing toolboxes. This approach
provides a precise tool for stability analysis and effectively
supports a practical bounded real lemma, making a
substantial contribution to the field.

2. Comparison and Efficiency of Verification Pro-
cess:Compared to existing SFOS approaches detailed
in [29], [30], [31], and [32], our work introduces an
innovative generalized Lyapunov theorem and a novel
bounded real lemma, both specifically tailored for
SFOSs. We emphasize the advantages of univariate LMIs,
as discussed in [37], and bridge traditional singular
systems with modern research through our focus on
bounded real lemmas for SFOSs [5], [7]. While there
are challenges associated with synthesizingH∞ controller
using equality-constrained LMI conditions highlighted
in [7], the strict LMI conditions in [5] provide greater
applicability. Our approach significantly streamlines the
verification process, demonstrated through numerical
examples, reduces verification time, and leverages the
practicality of the MATLAB toolbox, thus simplifying
implementation and managing complexities in real-world
scenarios. Unlike the results obtained in [5] and [7],
our conditions are both necessary and sufficient, and are
expressed using strict LMIs. The previous studies involved
two or more matrix variables in the LMI-based conditions,
with at least one required to be positive definite. Our
approach simplifies this by using only one matrix variable
in the LMI-based conditions, which can be indefinite.
Consequently, our LMI-based conditions feature the
smallest number of decision variables compared to the
strict LMI-based conditions proposed in [5] and [7]. For
high-order descriptor linear systems, solving the LMIs
proposed in this study is considerably more efficient than
those presented in previous studies [5], [7].
The structure of this paper is as follows: Section II

provides background information on linear Caputo SFOSs
and related preliminaries. In Section III, we present the main
results, which include a generalized Lyapunov theorem and
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a generalized bounded real lemma for SFOCs, represented
in terms of strict LMIs involving a single matrix variable.
Section IV offers numerical examples to validate our
theoretical findings and compare them with other studies.
Finally, Section V summarizes the conclusions drawn from
this work.

Notation:
In this paper, N represents the set of natural numbers. The

spectrum of a matrix M is denoted by σ (M ), the trace of
matrix M is represented tr(M ), MT is the transpose of M ,
and ∥M∥ denotes the Frobenius norm of M ; the complex
conjugate of λ∈ C is denoted by λ , and the real part of λ

is denoted as Re(λ ). The Kronecker product is denoted by
⊗. For any square complex matrix X , Her(X ) represents to
X + X∗. The argument of the complex number z is denoted
as arg(z) [38].

II. PROBLEM FORMULATION AND PRELIMINARIES
In this section, we introduce the definition of the fractional-
order derivative utilized, present the problem formulation,
and provide necessary preliminaries. Various definitions of
fractional-order derivatives exist, including the Grunwald–
Letnikov, Riemann–Liouville and Caputo fractional-order
derivatives (refer to [9], [10], [11], and [12] for detailed
explanations). This study specifically adopts the Caputo
fractional-order derivative, as articulated in the following
discussion.
Definition 1 ([9], [10], [11], [12]): Let f (t) be an inte-

grable piecewise continuous function on any finite subinter-
val within the range [0, ∞) . The fractional integral of f (t)
with a positive order α > 0 is expressed as follows:

Jαf (t) :=
1

0 (α)

∫ t

0
(t − τ)α−1f (τ ) dτ, t > 0 (1)

where 0 (·) represents the gamma function.
Definition 2 ([9], [10], [11], [12]): TheCaputo fractional-

order derivative of order α > 0 is defined as:

Dαf (t) =
1

0 (M − α)

∫ t

0

f (M ) (τ )

(t − τ)α+1−M dτ (2)

where f (M ) (τ ) =
dM f (τ )

dτM
with M − 1 ≤ α < M , M∈ N.

Considering the aforementioned issue, the following
equation illustrates a singular fractional-order system with a
disturbance signal:

EDαx = Ax + Bw

z = Cx + Dw (3)

where x ∈ Rn denote the state, w ∈ Rm represent the
exogenous input, z ∈ Rr is the output; The matrices E,A ∈

Rn×n, where rank(E) = r ≤ n, B ∈ Rn×m, C ∈ Rr×n,
and D ∈ Rr×m are constant with appropriate dimensions, and
1 ≤ α < 2.

The transfer function of system (3) is represented by

G(s) = C
(
sαE − A

)−1B. (4)

Definition 3 ([5]): The H∞ norm of the transfer function
G(s) in (4) is defined by

∥G(s)∥∞ = sup
Re(s)≥0

σ (G(s)) . (5)

The unforced SFOS of (3) is written as

EDαx = Ax, 1 ≤ α < 2. (6)

Definition 4 ([5], [39]):

1. A system, as denoted by (6), is considered regular if there
exists s∈ C such that det (sαE − A) is not identically zero.

2. The system (6) is impulse-free if deg
(
det

(
λE − A

))
=

rank(E), where λ ∈ C.
3. The system (6) is stable if λ ∈ σ (E,A) and

∣∣arg (
λ

)∣∣ >
απ
2 , where σ (E,A) := {λ |λ ∈ C and finite,
det

(
λE − A

)
= 0}.

4. The system (6) is admissible if it is regular, impulse-free,
and stable.
The following lemma presented is a complex version Schur

complement.
Lemma 1 ([40]): A complex Hermitian matrix satisfies

the inequality
[
P Q
Q∗ R

]
< 0 if and only if R < 0 and

P− QR−1Q∗ < 0.
Remark 1 ([40]): A Hermitian matrix X1 + jX2 =

(X1 + jX2)∗ > 0 if and only if
[
X1 X2

−X2 X1

]
=

[
X1 X2

−X2 X1

]T
>

0, where X1, X2 ∈ Rn×n and j =
√

−1.
Let θ =

(
1 −

α
2

)
π where α is the fractional-order.

The following theorem provides an important theoretical
foundation for extending the Lyapunov stability theorem to
SFOSs.
Theorem 1 ([30]): The unforced SFOS (6) is admissible if

and only if the following equivalent conditions hold:

(i) There exists a positive definite matrix X ∈ Rn×n and a
matrix Y ∈ R(n−r)×n such that the following LMI holds:

Her
{
e−jθA

(
XET + SY

)}
< 0, (7)

or, equivalently,

Her
{
2⊗A

(
XET + SY

)}
< 0, (8)

where 2 =

[
sin (θ1) − cos (θ1)

cos (θ1) sin (θ1)

]
with θ1 =

απ
2 and

S ∈ Rn×(n−r) is a full column rank matrix satisfying
ES = 0.

(ii) There exists a positive definite matrix X ∈ Rn×n such
that

EX = XTET≥0, Her
{
e−jθAX

}
< 0. (9)

Theorem 2 ([5]): Given a real constant γ > 0. The
SFOS (3) is admissible and ∥G(s)∥∞ < γ if and only if the
following equivalent conditions hold:
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(i) There exist matrices P ∈ Cn×n and Q ∈ C (n−r)×n such
that the following LMI holds:Her

(
e−jθA

(
PET

+SQ
))

∗ ∗

e−jθC
(
PET

+SQ
)

−γ 2Ip ∗

BT 0 −Im

 < 0. (10)

(ii) There exist matrices P0 ∈ Cn×n, Q0 ∈ C (n−r)×n,
V ∈R(n+p)×(n+p), and U ∈R(n+p)×(n+p) such that the
following LMI holds[

e−jθAcU+ejθUTAT
c +BBT

∗

PcE
T
c +SQc + ejθVTAT

c −U −V−VT

]
< 0 (11)

where S satisfied EcS = 0, and

Ec =

[
E 0n×p

0p×n
γ 2

2 Ip

]
,Ac =

[
A 0n×p
C −Ip

]
, B =

[
B

0p×m

]
,

Pc =

[
P 0n×p

0p×n ejθ Ip

]
, Qc =

[
Q0 0(n−r)×p

]
.

A novel form of generalized bounded real lemma for
continuous-time linear descriptor systems with α = 1 has
been introduced in recent research [37]. In the following,
define QE = qqT , where q ∈ Rn×(n−r) is a basis matrix of
kerET .
Lemma 2 ([37]): The system (3) with α = 1 is admissible

and satisfies ∥∥∥C(sE − A)−1B+ D
∥∥∥

∞

< γ (12)

if and only if there is a real symmetric matrix P of size n× n
that satisfies the following LMIs:

ETPE + ATQEA > 0 (13)

and (14), as shown at the bottom of the next page.

III. MAIN RESULTS
This section presents the main results, which can be divided
into two parts. The first part is a generalized Lyapunov
theorem, and the second part is a generalized bounded real
lemma for SFOSs.

A. FRACTIONAL GENERALIZED LYAPUNOV THEOREM
The following is a generalized Lyapunov theorem for SFOSs.
Theorem 3: The SFOS (6) is admissible if and only if the

following equivalent conditions hold:
(i) There exists a Hermitian matrix P ∈ Cn×n such that the

following LMI holds:

ETPE + ATQEA > 0 (15)

and

e−jθETPA+ ejθATPE − ATQEA < 0. (16)

(ii) There exist n× n real matrices Pr = PTr and Pi = −PTi
satisfying[

ETPrE + ATQEA ETPiE
−ETPiE ETPrE + ATQEA

]
> 0, (17)

and [
01 02

−02 01

]
< 0; (18)

where

01 = cos (θ)
(
ETPrA+ ATPrE

)
+ sin (θ)

(
ETPiA+ ATPiE

)
− ATQEA,

02 = cos (θ)
(
ETPiA− ATPiE

)
+ sin (θ)

(
ATPrE − ETPrA

)
.

Proof: First, we prove the sufficiency of part (i).
To demonstrate that the system (6) is regular and impulse-
free, we assume the validity of inequalities (15) and (16).
By employing singular value decomposition specifically on
matrix E , we identify invertible and orthogonal matrices
U ∈ Rn×n and V ∈ Rn×n such that

UTEV =

[
E11 0
0 0

]
(19)

where E11 is a diagonal matrix, whose diagonal entries are
the positive singular values of E . We then decompose U as
U =

[
U1 U2

]
, with U2 forming a basis matrix for kerET .

Setting q = U2. In this case, UT q = UTU2 =

[
0
I

]
. Next,

we decompose UTAV as

UTAV =

[
A11 A12
A21 A22

]
. (20)

Assuming P = PT and that it satisfies inequali-
ties (15) and (16), we obtain

UTPU =

[
P11 P12
PT12 P22

]
.

Following a method similar to that in [37], we deduce that
A22 is invertible when the inequality (15) holds. According to
Theorem 2 in [30] this means the system (6) is regular and
impulse-free.

Next, to demonstrate the stability of system (6), we con-
sider a finite eigenvalue λ and its corresponding eigenvector
v of the system (6), as detailed in reference [41]. Specifically,
we have

λ
αEv = Av. (21)

We pre-multiply and post-multiply inequality (15) and (16)
with v∗ and v, respectively, to derive

v∗ETPEv+ v∗AT qqTAv = v∗ETPEv+
∣∣λα

∣∣2v∗ET qqTEv
= v∗ETPEv > 0; (22)

and

v∗
(
e−jθETPA

)
v+ v∗

(
ejθATPE

)
v− v∗

(
AT qqTA

)
v

= v∗ETPEv
(
e−jθ λ

α
+ ejθ λα

)
−

∣∣λα
∣∣2v∗ET qqTEv

= v∗ETPEv
(
e−jθ λ

α
+ ejθ λα

)
< 0.
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From this, we deduce:
(
e−jθ λα

+ ejθ λα
)

< 0. Conse-

quently, this implies that Re
(
e−jθ λα

)
< 0. Therefore, for

any finite eigenvalues λ ∈ σ (E,A), we have
∣∣arg (

λ
)∣∣ > απ

2
and the system (6) is deemed stable [39].

Second, we establish the necessity of condition (i). Given
that system (6) is admissible, without loss of generality,
we assume it is in Weierstrass form as follows:

E =

[
Ir 0
0 0

]
, A =

[
3 0
0 In−r

]
(23)

where 3 ∈ Rr×r , and it holds that
∣∣arg (

λ
)∣∣ > απ

2 for each

λ ∈ σ (3). We set q =

[
0
In−r

]
and consequently QE =[

0 0
0 In−r

]
. According to reference [5], there exists P11 > 0

satisfying

e−jθ3TP11 + ejθP113 < 0. (24)

Let P =

[
P11 P12
PT12 P22

]
. Assuming the admissibility of

system (6), the expressions on the left-hand sides of
inequalities (15) and (16) can be represented as follows:[

P11 0
0 In−r

]
, (25)

and [
e−jθ3TP11 + ejθP113 e−jθP12

ejθPT12 −I

]
. (26)

Based on (25), we confirm that inequality (15) indeed holds
due to P11 > 0 and In−r > 0. On the other hand, since (24)
holds and P12 can be chosen arbitrarily, inequality (16) is also
satisfied.

Finally, we demonstrate that conditions (i) and (ii) are
equivalent. Consider Pr and Pi as real-valued n× n matrices
such that P = Pr + jPi. The inequality (15) can be
equivalently expressed as:

ETPE + ATQEA = ET (Pr + jPi)E + ATQA

=

(
ETPrE + ATQEA

)
+ jETPiE > 0;

(27)

On the other hand, by applying Euler’s formula and
substituting Pr and Pi into inequality (16), it transforms as
follows: (

cos (θ)
(
ETPrA+ ATPrE

)
+ sin (θ)

(
ETPiA+ ATPiE

)
− ATQEA

)
+ j

(
cos (θ)

(
ETPiA− ATPiE

)
+ sin (θ)

(
ATPrE − ETPrA

))
< 0.

(28)

In accordance with Remark 1, inequality (27) is equivalent
to condition (17) and inequality (28) is equivalent to
condition (18). ■
Recently, the stability analysis of singular fractional-order

systems has been a subject of study, with methods presented
using LMIs that involve more than one matrix variable,
as referenced in [5] and [30]. Theorem 3 marks a significant
advancement in this field. This progression is achieved
through the introduction of a novel stability condition that
utilizes strict LMIs. Notably, this method employs a single
indefinite matrix variable, which, as discussed in [37], offers
a practical solution for enhanced computational efficiency
and user-friendliness. Conversely, to tackle the computational
limitations encountered by existing toolboxes when handling
complex LMIs, Theorem 3 introduces an equivalent condition
using strict LMIs composed entirely of real numbers.
This provides a pragmatic approach to overcoming the
computational challenges in the stability analysis of these
advanced systems.

B. FRACTIONAL GENERALIZED BOUNDED REAL LEMMA
The following theorem provides a bounded real lemma for
SFOSs.
Theorem 4: The system (3) is admissible under w = 0,

and satisfies ∥∥∥C(
sαE − A

)−1B+ D
∥∥∥

∞

< γ (29)

if and only if the following equivalent conditions hold:
(i) There exists a Hermitian matrix P of size n × n that

fulfills:

ETPE + ATQEA > 0 (30)

and[
50 + CTC ETPB+ CTD
BTPE + DTC −γ 2I + DTD+ BTQEPQEB

]
< 0;

(31)

where 50 = e−jθETPA+ ejθATPE − ATQEPQEA.

(ii) There exists a Hermitian matrix P of size n × n that
fulfills:

ETPE + ATQEA > 0 (32)

and  50 ETPB CT

BTPE −γ 2I + BTQEPQEB DT

C D −I

 < 0; (33)

where 50 = e−jθETPA+ ejθATPE − ATQEPQEA.

(iii) There exist n× n real matrices Pr = PTr and Pi = −PTi
such that[

ETPrE + ATQEA ETPiE
−ETPiE ETPrE + ATQEA

]
> 0, (34)

[
ETPA+ ATPE + CTC − ATQEPQEA ETPB+ CTD

BTPE + DTC −γ 2I + DTD+ BTQEPQEB

]
< 0. (14)
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and [
51 52

−52 51

]
< 0 (35)

where

51 =

[
ϒ1 ϒ2
ϒT
2 ϒ3

]
, 52 =

[
81 82
8T

2 83

]
,

with

ϒ1 = cos (θ)
(
ETPrA+ ATPrE

)
+ sin (θ)

(
ETPiA+ ATPiE

)
+ ATQEPrQEA+ CTC,

ϒ2 = ETPrB+ CTD,

ϒ3 = −γ 2I + DTD+ BTQEPrQEB,

81 = cos (θ)
(
ETPiA− ATPiE

)
+ sin (θ)

(
ATPrE − ETPrA

)
+ ATQEPiQEA,

82 = ETPiB,

83 = BTQEPiQE .

Proof: Initially, to confirm the sufficiency of condition
(i), we deduce that under condition (30), system (3) is regular
and impulse-free. When expressed in Weierstrass form, the
system (3) is characterized by:

E =

[
Ir 0
0 0

]
, A =

[
3 0
0 In−r

]
(36)

with corresponding matrices B =

[
B1
B2

]
and C =

[
C1 C2

]
.

Consequently, under these conditions, the transfer func-
tion (4) is expressed as:

C1
(
sαI − 3

)−1B1 + D− C2B2 (37)

Suppose a Hermitian matrix P satisfies (30) and (31) and
is expressed as:

P =

[
P11 P12
P∗

12 P22

]
According to Theorem 3, and drawing from findings

in [37], we find that inequality (30) impliesP11 > 0. Building
on this, expression (31) can be equivalently transformed as
follows:

91

 δ11 δ12 δ13
δ∗

12 δ22 δ23
δ∗

13 δ∗

23 δ33

 92 =

 δ11 ζ12 δ12
ζ ∗

12 ζ22 ζ32
δ∗

12 ζ ∗

32 δ22

 < 0 (38)

where

δ11 = ejθ3TP11 + e−jθP113 + CT
1 C1,

δ12 = e−jθP12 + CT
1 C2,

δ13 = P11B1 + P12B2 + CT
1 D,

δ22 = CT
2 C2 − P22,

δ23 = CT
2 D,

δ33 = −γ 2I + DTD+ BT2 P22B2,

ζ12 = P11B1 + CT
1 (D− C2B2) ,

ζ22 = −γ 2I + (D− C2B2)T (D− C2B2) ,

ζ32= CT
2 (D− C2B2) + B2,

with

91 =

 I 0 0
0 −BT2 I
0 I 0

 and 92 =

 I 0 0
0 −B2 I
0 I 0

 .

By (38), we obtain [
δ11 ζ12
ζ ∗

12 ζ22

]
< 0. (39)

This implies that ejθ3TP11 + e−jθP113 + CT
1 C1 < 0,

demonstrating the stability of 3, given that P11 is positive
definite. Using inequality (39), we can then infer that
∥C1 (sαI − 3)B1 + D− C2B2∥∞ < γ as shown in [42].
Consequently, the system (3) is admissible, and ∥G(s)∥∞ <

γ . In demonstrating the necessity of condition (i) we apply
a methodology analogous to that used in [37]. Specifically,
we assume the system (3) to be in the Weierstrass form
as delineated in (36) and establish its admissibility with
∥G(s)∥∞ < γ . This results in determining a positive define
matrix P11 in accordance with inequality (39). Extending this
approach, we ascertain the existence of matrices P12 and P22

thereby constructing the matrix P =

[
P11 P12
P∗

12 P22

]
. This matrix

complies with conditions (30) and (31), mirroring the logic
applied in the proof of Theorem 3.
Finally, we demonstrate that conditions (i), (ii), and (iii)

are equivalent. Following a similar approach to the proof
of Theorem 3, let’s presume that P = Pr + jPi with
Pr ,Pi ∈ Rn×n and apply Euler’s formula to substitute them
into inequality (31). This leads to the following LMI:

51 + j52 =

[
ϒ1 ϒ2
ϒT
2 ϒ3

]
+ j

[
81 82
8T

2 83

]
< 0.

According to Remark 1, the above LMI is equivalent to[
51 52

−5T
2 51

]
< 0.

Hence, conditions (i) and (iii) are equivalent. Subsequently,
we demonstrate the equivalency of conditions (i) and (ii). The
LMIs (31) and (33) are equivalent by employing the Schur
complement. Hence, conditions (i) and (iii) are equivalent,
completing the proof of Theorem 4. ■
Remark 2: According to references [13], [14], [15], [16],

[42], the results established in Theorems 3 and 4 can also
be extended to the 0 ≤ α < 1 range case. Numerous
methods are available to achieve this extension, each
necessitating extensive derivations and yielding different
outcomes. However, as a result of the concise scope of this
study and the specific concentration on the 1 ≤ α < 2 range,
the results for the 0 ≤ α < 1 case are not included.
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FIGURE 1. The flow chart for verification process using Theorem 4.

Remark 3: In practice, the inherent complexity of
fractional-order differentials complicates the simulation and
validation of systems. This difficulty is further exacerbated
by the relatively undeveloped state of current simulation
tools and their corresponding toolboxes, particularly when
validating high-dimensional systems. The application of
the methods described in references [5], [7] introduces the
challenge of managing complex LMIs. This paper builds on
the work presented in [37], which showcases the advantages
of univariate LMIs, and develops purely real LMIs. This
advancement offers a more streamlined and accessible
method for the subsequent validation of the stability of
fractional-order descriptor systems. Figure 1 displays the
solution flowchart.
Remark 4: We provide brief comparisons between the

new generalized bounded real lemma (Theorem 4) and
those obtained in [5], [7], and [43] as shown in Table 1.
Table 1 systematically compares various bounded real
lemmas, highlighting differences in types, the number of
matrix variables, and the differential orders of the systems
they address. Theorem 3 in reference [5] and Theorem 4
in this paper provide detailed strict LMIs for fractional-
order systems, underscoring their broad applicability to
diverse mathematical challenges. Moreover, the LMIs in
Theorem 4 involve only one matrix variable to be solved,
enhancing the high-order fractional descriptor linear systems,
solving the LMIs in Theorem 4 is more efficient than
those presented in references [5], [7], [43]. However, recent
findings by some researchers indicate that, in certain practical
situations, the limited number of variable matrices can
pose challenges in finding suitable solutions for controller
design. This realization highlights a crucial area for poten-
tial improvement in our methodology, especially under
diverse practical conditions where controller optimization is
paramount.

TABLE 1. Comparisons with existing generalized bounded real lemmas.

IV. ILLUSTRATIVE EXAMPLE
Example 1: The descriptor electrical circuit depicted in [7]

includes resistances R1,R2,R3, inductances L1,L2,L3, and
source voltages e1, e2. By applying Kirchhoff’s laws, the
dynamic equation of the circuit can be derived:

EDαx(t) = Ax(t) + Bw (t)

z(t) = Cx(t)

where

E =

 L1 0 L3
0 L2 L3
0 0 0

 =

 10 0 0
0 5 0
0 0 0

 ,

A =

 −R1 0 −R3
0 −R2 −R3
1 1 −1

 =

 −4 0 −2
0 −2 −5
1 1 −1

 ,

C =

[
0 1 0
1 0 0

]
, B =

 1 0
0 1
0 0

 with x(t) =

iL1 (t)iL2 (t)
iL3 (t)

, w(t) =[
e1
e2

]
and α = 1.5, given γ = 0.5. After solving the

LMIs (34) and (35) in Theorem 4, we obtain

P =

 0.01 −0.01 4416
−0.01 0.04 1129
4416 1129 2.52

 + j

 0 0.06 0.03
−0.06 0 0.24
−0.03 −0.24 0

 .

The solution is indefinite, given the eigenvalues of P as
{±4556.8, 0.043} . The presence of a solution P satisfying
LMIs (17) and (18) indicates the admissibility of the pair
(E,A) . The finite eigenvalues of (E,A) are {−1.6, −0.4} .
Moreover, the maximum singular value of G(jw) indicates
that the peak value is around 0.45, a fact that is also revealed
and illustrated in Figure 2.
Example 2: In this study, we have transformed Theorem 2

in [5] into various formats to facilitate a comparison with the
results of Theorem 4, our own findings. Assuming that P =

Pr + jPi, Q = Qr + jQi, with Pr ,Pi, ∈ Rn×n and Qr ,Qi ∈

R(n−r)×n, we substitute them into LMI (10) and obtain the
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TABLE 2. Comparative analysis of average execution time for LMIs.

FIGURE 2. Maximum singular values of G(jw) illustrated in Example 1.

following expression using the Euler formula:

�r + j�i ≡

 �1 �2 B
�T

2 −γ 2Ip 0
BT 0 −Im

 + j

 �3 �4 0
−�T

4 0 0
0 0 0

 < 0

(40)

where

�1 = cos (θ)
(
APrET + ASQr + EPTr A

T
+ STQTr A

T
)

+ sin (θ)
(
APiET + ASQi + EPTi A

T
+ STQTi A

T
)

,

�2 = cos (θ)
(
EPTr C

T
+ STQTr C

T
)

+ sin (θ)
(
EPTi C

T
+ STQTi C

T
)

,

�3 = cos (θ)
(
APiET + ASQi − EPTi A

T
− STQTi A

T
)

+ sin (θ)
(
EPTi A

T
+ STQTi A

T
− APrET − ASQr

)
,

and

�4 = sin (θ)
(
EPTr C

T
+ STQTr C

T
)

− cos (θ)
(
EPTi C

T
+ STQTi C

T
)

.

The LMI (40) is equivalent to
[

�r �i
−�i �r

]
< 0, which serves

as our basis for comparison.
The experiment’s design revolves around generating

system matrices of predefined dimensions to assess the com-
putational efficiency of two distinct LMI solving methods—
namely, our Theorem 4 and Theorem 2 from [5]. The primary
steps of the experimental process are outlined below:

1: Initialization: The dimensions for the state vectors n,
input vectors m, are defined as presented in Table 1. The
rank of E is set as a random integer between 1 and n

2 , and
γ = 20.

2: Number of Test Systems: To effectively manage the
computational load, especially in consideration of hard-
ware limitations, the experiment strategically adjusts the
number of tested systems based on the system dimen-
sions (n,m). For systems with dimensions of 3 and 6,
we conduct a comprehensive set of 100 tested systems
to ensure robust data collection. As dimensions increase
to 15 and 30—the number of tested systems is adjusted
to 50, balancing the need for detailed analysis with the
computational intensity of larger systems. For dimensions
surpassing 30, recognizing the significantly increased
computational demands and mitigating the strain on our
hardware resources, the number of tested systems is
further reduced to 15. This tiered approach allows for a
thorough investigation across varying system sizes while
accommodating the constraints imposed by our available
hardware infrastructure. The differences in the number of
test sets are presented in Table 1.

3: Matrix Generation and Computation:
(i) The rank of E is set to r , achieved by multiplying

two randomly generated matricesU ∈ Rn×r and V ∈

Rr×n.
(ii) Matrix A is a randomly generated stable matrix.

Matrices B and C are also randomly generated.
(iii) With the generated system matrices, we solve the

LMIs in Theorem 2 [5] and Theorem 4, respectively,
and record the computation times. If theH∞ norm of
(E,A,B,C,D) is greater than γ , the computation is
disregarded, and another random set is selected.

4: Average Computation Time Calculation: After com-
pleting all tested systems for a dimension set, the average
computation times for both LMI solving methods are
calculated and recorded.

The simulation results are shown in Table 2. Table 2
concludes with an evaluation of the computational perfor-
mance of Theorem 4 (our theorem) and Theorem 2 (as
described in [5]) across a range of system dimensions.
The findings highlight the computational efficiency of
Theorem 4, particularly in systems with higher dimensions.
This experiment not only showcases the practical applications
of our theoretical discoveries but also illuminates paths for
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future research and optimization in the LMI solving processes
for singular Caputo fractional-order systems.

V. CONCLUSION
This article introduces a novel generalized Lyapunov theorem
and a generalized bounded real lemma, tailored for SFOSs
characterized by a fractional-order of α. By showcasing the
feasibility of strict LMIs employing only a single matrix
variable, the proposed paper achieves the outlined objectives.
Examples that illustrate the concept are provided to juxtapose
the differences and benefits of the results herein with the
extant literature. In subsequent studies, we intend to delve
deeper into these findings, applying them to the challenge
of designing H∞ controllers for fractional-order descriptor
systems.

REFERENCES
[1] G. Narayanan, M. S. Ali, R. Karthikeyan, G. Rajchakit, S. Sanober, and

P. Kumar, ‘‘Adaptive strategies and its application in the mittag-leffler
synchronization of delayed fractional-order complex-valued reaction-
diffusion neural networks,’’ IEEE Trans. Emerg. Topics Comput. Intell.,
vol. 1, no. 1, pp. 1–14, Aug. 2024.

[2] S. Kumar, R. P. Chauhan, S. Momani, and S. Hadid, ‘‘Numerical
investigations on COVID-19 model through singular and non-singular
fractional operators,’’ Numer. Methods Partial Differ. Equ., vol. 40, no. 1,
Jan. 2024, Art. no. e22707.

[3] S. Shanmugam, M. S. Ali, G. Narayanan, and M. Rhaima, ‘‘Finite-
time boundedness of switched time-varying delay systems with actuator
saturation: Applications in water pollution control,’’ IEEE Access, vol. 12,
pp. 11700–11710, 2024.

[4] G. Narayanan, M. S. Ali, Y. H. Joo, R. Perumal, B. Ahmad, and
H. Alsulami, ‘‘Robust adaptive fractional sliding-mode controller design
for mittag-leffler synchronization of fractional-order PMSG-based wind
turbine system,’’ IEEE Trans. Syst. Man, Cybern. Syst., vol. 53, no. 12,
pp. 7646–7655, Dec. 2023.

[5] S. Marir, M. Chadli, and M. V. Basin, ‘‘Bounded real lemma for singular
linear continuous-time fractional-order systems,’’ Automatica, vol. 135,
Jan. 2022, Art. no. 109962.

[6] S. M. A. Pahnehkolaei, J. Keighobadi, A. Alfi, and H. Modares,
‘‘Compound FAT-based learning control of uncertain fractional-order
nonlinear systems with disturbance,’’ IEEE Control Syst. Lett., vol. 6,
pp. 1519–1524, 2022.

[7] Q.-H. Zhang and J.-G. Lu, ‘‘Bounded real lemmas for singular fractional-
order systems: The 1 < α < 2 case,’’ IEEE Trans. Circuits Syst. II, Exp.
Briefs, vol. 68, no. 2, pp. 732–736, Feb. 2021.

[8] P. P. Arya and S. Chakrabarty, ‘‘A robust internal model-based fractional
order controller for fractional order plus time delay processes,’’ IEEE
Control Syst. Lett., vol. 4, no. 4, pp. 862–867, Oct. 2020.

[9] I. Podlubny, Fractional Differential Equations: An Introduction to
Fractional Derivatives, Fractional Differential Equations, to Methods
of Their Solution and Some of Their Applications. Amsterdam, The
Netherlands: Elsevier, 1998.

[10] K. Diethelm, The Analysis of Fractional Differential Equations: An
Application-Oriented Exposition Using Differential Operators of Caputo
Type. Cham, Switzerland: Springer, 2010.

[11] J. Liouville, ‘‘Memoire sur quelques questions de geometrie et de
mecanique, et sur un nouveau genre de calcul pour resoudre ces questions,’’
J. de l’École Polytechn., vol. 13, pp. 1–69, 1832.

[12] M. Caputo, ‘‘Linear models of dissipation whose Q is almost frequency
independent-II,’’ Geophys. J. Int., vol. 13, no. 5, pp. 529–539, Nov. 1967.

[13] Y.-H. Lan and Y. Zhou, ‘‘LMI-based robust control of fractional-
order uncertain linear systems,’’ Comput. Math. Appl., vol. 62, no. 3,
pp. 1460–1471, Aug. 2011.

[14] C. Li and F. Zhang, ‘‘A survey on the stability of fractional differential
equations,’’ Eur. Phys. J. Special Topics, vol. 193, no. 1, pp. 27–47,
2011.

[15] J. Sabatier, M. Moze, and C. Farges, ‘‘LMI stability conditions for frac-
tional order systems,’’Comput. Math. Appl., vol. 59, no. 5, pp. 1594–1609,
Mar. 2010.

[16] P. Badri and M. Sojoodi, ‘‘Stability and stabilization of
fractional-order systems with different derivative orders: An
LMI approach,’’ Asian J. Control, vol. 21, no. 5, pp. 2270–2279,
Sep. 2019.

[17] R. B. Albadarneh, I. M. Batiha, and M. Zurigat, ‘‘Numerical solutions
for linear fractional differential equations of order 1< α <2 using
finite difference method (ffdm),’’ J. Math. Comput. Sci., vol. 16, no. 1,
pp. 103–111, Mar. 2016.

[18] V. V. Uchaikin and R. Sibatov, Fractional Kinetics in Solids: Anomalous
Charge Transport in Semiconductors, Dielectrics, and Nanosystems.
Singapore: World Scientific, 2013.

[19] E. Sousa, ‘‘How to approximate the fractional derivative of order
1 < α≤ 2,’’ Int. J. Bifurcation Chaos, vol. 22, no. 4, Apr. 2012,
Art. no. 1250075.

[20] G. Zaslavsky, ‘‘Chaos, fractional kinetics, and anomalous transport,’’Phys.
Rep., vol. 371, no. 6, pp. 461–580, Dec. 2002.

[21] F. L. Lewis, ‘‘A survey of linear singular systems,’’ Circuits, Syst., Signal
Process., vol. 5, no. 1, pp. 3–36, Mar. 1986.

[22] L. Dai, Singular Control Systems. Cham, Switzerland: Springer, 1989.
[23] S. Xu and J. Lam,Robust Control and Filtering of Singular Systems. Cham,

Switzerland: Springer, 2006.
[24] J. Y. Ishihara and M. H. Terra, ‘‘On the Lyapunov theorem for singular

systems,’’ IEEE Trans. Autom. Control, vol. 47, no. 11, pp. 1926–1930,
Nov. 2002.

[25] T. Stykel, ‘‘Stability and inertia theorems for generalized Lyapunov
equations,’’ Linear Algebra Appl., vol. 355, nos. 1–3, pp. 297–314,
Nov. 2002.

[26] K. Takaba, N. Morihira, and T. Katayama, ‘‘A generalized Lyapunov
theorem for descriptor system,’’ Syst. Control Lett., vol. 24, no. 1,
pp. 49–51, Jan. 1995.

[27] I. Masubuchi, Y. Kamitane, A. Ohara, and N. Suda, ‘‘H∞ control for
descriptor systems: A matrix inequalities approach,’’ Automatica, vol. 33,
no. 4, pp. 669–673, Apr. 1997.

[28] M. Chadli, P. Shi, Z. Feng, and J. Lam, ‘‘New bounded real lemma
formulation and control for continuous-time descriptor systems,’’ Asian
J. Control, vol. 19, no. 6, pp. 2192–2198, Nov. 2017.

[29] C. Lin, B. Chen, P. Shi, and J.-P. Yu, ‘‘Necessary and sufficient
conditions of observer-based stabilization for a class of fractional-
order descriptor systems,’’ Syst. Control Lett., vol. 112, pp. 31–35,
Feb. 2018.

[30] S. Marir, M. Chadli, and D. Bouagada, ‘‘New admissibility conditions for
singular linear continuous-time fractional-order systems,’’ J. Franklin Inst.,
vol. 354, no. 2, pp. 752–766, Jan. 2017.

[31] X. Zhang and Y. Chen, ‘‘Admissibility and robust stabilization of
continuous linear singular fractional order systems with the frac-
tional order α: The 0<α<1 case,’’ ISA Trans., vol. 82, pp. 42–50,
Nov. 2018.

[32] H.-S. Ahn and Y. Chen, ‘‘Necessary and sufficient stability condition
of fractional-order interval linear systems,’’ Automatica, vol. 44, no. 11,
pp. 2985–2988, Nov. 2008.

[33] Y. Ji and J. Qiu, ‘‘Stabilization of fractional-order singular uncertain
systems,’’ ISA Trans., vol. 56, pp. 53–64, May 2015.

[34] H.-S. Wang, C.-F. Yung, and F.-R. Chang, ‘‘Bounded real lemma and H∞

control for descriptor systems,’’ IEE Proc.-Control Theory Appl., vol. 145,
no. 3, pp. 316–322, 1998.

[35] T. Reis and T. Stykel, ‘‘Positive real and bounded real balancing for model
reduction of descriptor systems,’’ Int. J. Control, vol. 83, no. 1, pp. 74–88,
Jan. 2010.

[36] T. Reis and M. Voigt, ‘‘The Kalman–Yakubovich–Popov inequality for
differential-algebraic systems: Existence of nonpositive solutions,’’ Syst.
Control Lett., vol. 86, pp. 1–8, Dec. 2015.

[37] J. Wu and C. Yung, ‘‘A new generalized bounded real lemma for
continuous-time descriptor systems,’’ Asian J. Control, vol. 24, no. 5,
pp. 2729–2737, Sep. 2022.

[38] E. M. Stein and R. Shakarchi, Complex Analysis. Princeton, NJ, USA:
Princeton Univ. Press, 2010.

[39] Y. Yu, Z. Jiao, and C.-Y. Sun, ‘‘Sufficient and necessary condition
of admissibility for fractional-order singular system,’’ Acta Automatica
Sinica, vol. 39, no. 12, pp. 2160–2164, Dec. 2013.

VOLUME 12, 2024 106311



M.-S. Lin et al.: Bounded Real Lemma for Singular Caputo FOSs

[40] R. A. Horn and C. R. Johnson, Matrix Analysis. Cambridge, U.K.:
Cambridge Univ. Press, 2012.

[41] I. K. Dassios and D. I. Baleanu, ‘‘Caputo and related fractional derivatives
in singular systems,’’ Appl. Math. Comput., vol. 337, pp. 591–606,
Nov. 2018.

[42] S. Liang, Y.-H. Wei, J.-W. Pan, Q. Gao, and Y. Wang, ‘‘Bounded real
lemmas for fractional order systems,’’ Int. J. Autom. Comput., vol. 12, no. 2,
pp. 192–198, Apr. 2015.

[43] Q.-H. Zhang and J.-G. Lu, ‘‘H∞ control for singular fractional-order
interval systems: The 0<α< 1 case,’’ ISA Trans., vol. 110, pp. 105–116,
Sep. 2021.

MING-SHUE LIN received the M.S. degree
in electrical engineering from National Taiwan
Ocean University, Keelung, Taiwan, in 2017,
where he is currently pursuing the Ph.D. degree
in electrical engineering. His research interests
include fractional differential control systems,
descriptor systems, and the application of the
barrier method in control systems.

JENQ-LANG WU received the Ph.D. degree
in electrical engineering from National Taiwan
University of Science and Technology, Taipei,
Taiwan, in 1996. He is currently a Professor of
electrical engineering with National TaiwanOcean
University. His current research interests include
nonlinear control systems, switched control sys-
tems, and networked control systems. He was a
recipient of the 2009 Ta-YouWuMemorial Award
of National Science Council of Taiwan.

ARUMUGAM ARUNKUMAR received the
B.Sc., M.Sc., and M.Phil. degrees in mathematics
from Bharathiar University, Coimbatore, India,
in 2006, 2008, and 2009, respectively, and
the Ph.D. degree in mathematics from Anna
University, Chennai, India, in 2013. He was
an Assistant Professor at the Department of
Mathematics, Karpagam University, Coimbatore,
from 2014 to 2016. He was a Postdoctoral
Research Fellow at the Department of Mathe-

matics, Yangzhou University, China, from 2017 to 2022. He is currently
working as a Postdoctoral Research Fellowwith the Department of Electrical
Engineering, National Taiwan Ocean University, Keelung, Taiwan. He has
published more than 35 research papers in Science Citation Index journals.
His current research interests include nonlinear networked systems and its
security control, robust control for uncertain systems, neural networks, and
delay differential systems.

106312 VOLUME 12, 2024


