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ABSTRACT Electroencephalography (EEG) based Brain-Computer Interfaces (BCls) are vital for various
applications, yet achieving accurate EEG signal classification, particularly for Motor Imagery (MI) tasks,
remains a significant challenge. This study introduces a novel Weighted and Stacked Adaptive Integrated
Ensemble Classifier (WS-AIEC), employing a comprehensive approach across six MI EEG datasets
with 16 diverse Machine Learning (ML) classifiers. Through evaluations that encompass metric-based
comparisons and learning curve analyses, we systematically ranked and clustered the classifiers. The WS-
AIEC integrates the top-performing classifiers from each cluster and employs a unique blend of weighted
and stacked ensemble techniques. Our results demonstrate the WS-AIEC’s superior performance, achieving
an exceptional accuracy of 99.58% on the BNCI2014-002 dataset and an average improvement of 20.23%
in accuracy over the top-performing individual classifiers across all datasets. This significant enhancement
underscores the innovative approach of our WS-AIEC in EEG signal classification for BClISs, setting a new
benchmark for accuracy and reliability in the field.

INDEX TERMS Brain-computer interface, stacking ensemble models, weighted ensemble techniques, time

series cross-validation, EEG signal processing, motor imagery EEG classification, ensemble learning.

I. INTRODUCTION

In the burgeoning field of interface technologies between the
human brain and computers, advancements are transforming
rehabilitation methods and the way we engage with digital
environments [1]. At the heart of these innovations is the
capability to decipher the intricate signals emanating from
our brains, with Electroencephalography (EEG) taking center
stage [2]. This technique is celebrated for its non-invasive
approach, affordability, and adeptness at capturing the
brain’s dynamics in real-time [3]. A particularly fascinating
application of EEG within this domain is the concept
of Motor Imagery (MI) — vividly imagining a movement
without physically performing it. This approach is critical
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for seamlessly integrating Brain-computer Interfaces (BClIs)
across various fields, demanding precise interpretation of
Ml-related EEG signals [4]. The complexity of such data,
coupled with potential environmental noise and the unique
brainwave patterns of individuals, presents a significant
challenge [5]. To navigate this, applying Machine Learning
(ML) technologies has become prevalent, offering solutions
that adapt to the specific nuances of each task and data set.
However, their efficacy can be as variable as the data they
seek to decode [6].

Despite the undeniable advantages of employing ML
classifiers for the classification of MI EEG signals, the quest
to identify the optimal classifier for a specific task and
dataset emerges as a formidable challenge. The landscape of
ML classifiers is vast, with each classifier boasting distinct
characteristics and suitability for different types of EEG
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data and tasks. This diversity, while beneficial, introduces
complexity in selecting the most effective approach for signal
interpretation [7]. The challenge is compounded by the intri-
cate variability of brainwave patterns among individuals and
potential environmental noise that can affect signal quality.
Consequently, even when applying advanced optimization
techniques to enhance classifier performance, pinpointing
the optimal ML classifier for a given task remains time-
consuming, resource-intensive, and uncertain. Therefore,
achieving the highest possible accuracy in decoding MI
EEG signals requires a meticulous and nuanced approach
to classifier selection, acknowledging the likelihood that a
universally optimal solution may be elusive given the current
technological and methodological constraints.

While the field boasts numerous studies on MI EEG
signal classification employing various ML classifiers, with
a range of performances that sometimes approach near-
perfection, a critical and overarching challenge remains
largely unaddressed. The high-performance metrics reported
in many studies are often the result of selecting classifiers,
or a combination thereof, mainly by chance rather than
through a systematic approach tailored to the specific
characteristics of the data at hand. This lack of methodical
selection is further compounded by a significant issue: the
adaptability of these classifiers to new, unseen datasets. While
notable, the impressive results achieved by some studies
may not necessarily hold when applied to different datasets,
leading to a dramatic decline in performance. This predica-
ment underscores a fundamental flaw in the absence of a
systematic, data-driven methodology for classifier selection.
Such an approach would not only consider the inherent
properties of the dataset but also its potential variability
and the generalizability of the classification model to new
data. As a result, the reliability of these high-performance
outcomes is questioned, suggesting that they may be more
a matter of fortunate coincidence than of robust, repeatable
scientific discovery. The emphasis, therefore, shifts towards
developing effective strategies that are adaptable and resilient
across diverse data types, ensuring reliability and broader
applicability in the realm of MI EEG signal classification.

One of the most effective solutions for addressing the
challenges outlined above is using ensemble models. These
models combine the capabilities of various classifiers to
capitalize on each other’s strengths, mitigating the limitations
of individual models [8]. By doing so, ensembles can
provide a nuanced analysis of EEG signals, drawing on
the unique advantages of each constituent classifier, such
as varied sensitivities to features and robustness against
different types of noise. In practice, this synergistic approach
means that where one classifier might falter, another in the
ensemble will likely succeed, ensuring a more consistent and
reliable overall performance [9]. Thus, ensemble models are
a promising avenue for enhancing the accuracy of MI EEG
signal analysis, marking a step forward in pursuing more
sophisticated and versatile ML applications in the realm of
EEG data interpretation [10].
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In the ongoing effort to improve ML solutions in EEG
analysis, numerous studies have explored the concept of
ensemble learning, each adopting a distinct strategy to
harness the collective power of classifiers. These explorations
have repeatedly demonstrated the efficacy of ensembles in
boosting accuracy. Nevertheless, they also reveal the need for
a systematic approach to selecting classifiers that can adeptly
navigate the vast variability of EEG datasets, ensuring robust
performance across different conditions.

An ensemble of Deep Learning (DL) models, utilizing
soft voting to integrate diverse architectures for optimal
classification of MI EEG signals, showcased the power of
combining multiple approaches [11]. In [12], the authors
focused on ensemble models that improve MI EEG signal
classification for brain cyborg applications by employing
techniques like Boosting, Bagging, and Random Subspace,
demonstrating their efficacy using time-frequency features.
In another study [13], the authors combined stacking ensem-
ble learning with Graph Convolutional Neural Networks
(GCNNSs), aiming to enhance MI task classification through a
novel approach that integrates structural and functional con-
nectivity. A subject-specific mental workload classifier using
an ensemble of Convolutional Neural Networks (CNNs),
each focusing on a different EEG channel, to better capture
spatial information and enhance classification accuracy was
proposed in [14]. An ensemble learning approach is discussed
in [15], where majority voting decodes multi-class MI EEG
signals by integrating Filter Bank Common Spatial Patterns
(FBCSP) with a strategic classification extension. In [16],
advanced classification methods in their ensemble model
are integrated to improve EEG signal classification for MI
tasks. In another study [17], the potential of an ensemble
of classifiers for subject-independent binary classification
of MI experiments demonstrated the ensemble’s superior
predictive performance. In [18], an ensemble learning method
is introduced, combining Common Spatial Pattern (CSP)
with ensemble strategies to mitigate the challenges posed by
EEG signal nonstationarity and limited training data sizes.
In [19], a novel framework combining ensemble learning
with functional connectivity estimators demonstrates the
advantages of integrating various classifiers to discern mental
states.

Despite these innovative approaches, a gap remains in
establishing a universally applicable, systematic method-
ology for selecting and combining classifiers within an
ensemble to ensure robust performance across new and
unseen datasets. While these referenced works represent
significant strides in the field, their methodologies often
reflect a trial-and-error approach rather than a scalable,
data-driven framework adaptable to the vast variability of
EEG data. This observation underscores the need for further
research into developing a comprehensive strategy that
capitalizes on the strengths of ensemble models and provides
a reliable pathway for their application to diverse scenarios.

Our previous work [20] introduced the Correlation-
Optimized Weighted Stacking Ensemble (COWSE) model.
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The core innovation of the COWSE model lies in its
sophisticated integration of 16 ML classifiers through a
weighted stacking approach. This approach meticulously bal-
ances the strengths and weaknesses of each classifier based
on an in-depth error correlation analysis and performance
metrics evaluation across benchmark datasets. This process
is complemented by employing a meta-classifier trained on
the weighted predictions of the base classifiers. This novel
methodology enabled the COWSE model to achieve an
exceptional classification accuracy of 98.16%. The success
of the COWSE model underscores the potential of integrating
multiple ML classifiers to navigate the intricate patterns of
EEG data, encouraging further exploration into advanced
ensemble learning strategies.

Inspired by the achievements of our previous work and its
exceptional results, we extend its innovative methodology to
enhance further the classification of MI EEG signals. In this
advancement, we incorporate the same 16 ML classifiers
previously employed. To broaden the scope and generalize
our findings, we integrate two additional datasets into our
analysis, extending the evaluation beyond the original four
datasets. This expansion aims to validate the applicability and
robustness of our methodology across a more comprehensive
array of data scenarios, ensuring its adaptability and relevance
in various contexts.

In this novel development, we introduce a significant
enhancement to the model’s adaptability and effectiveness:
the transition from static to dynamic weighting of classifiers
within the ensemble. Unlike in our previous work, where
the weights assigned to the base classifiers were fixed and
unchanged during ensemble training, our new approach
employs a dynamic weighting strategy. This method adapts
the contribution of each classifier based on ongoing per-
formance evaluations, allowing the ensemble to adjust and
optimize its composition in response to the characteristics of
the data being processed.

Our investigation illuminates a critical gap—the absence
of a holistic integration of adaptive strategies with weighted
and stacking techniques, further enriched by a systematic
clustering process. This gap underscores the potential of
a more sophisticated ensemble model capable of adeptly
navigating EEG data’s inherent complexities and vari-
abilities. Remarkably, our study introduces the Weighted
and Stacked Adaptive Integrated Ensemble Classifier (WS-
AIEC), a model that intricately combines these method-
ologies. By leveraging the unique strengths of weighted
approaches for individual classifier optimization, stacking
methods for meta-level prediction refinement, and clustering
techniques for intelligent classifier selection, the WS-AIEC
model marks a significant advancement in the field. This
integrative approach capitalizes on each method’s synergistic
strengths and addresses the critical need for adaptive
ensemble models. Thus, the WS-AIEC model propels the
field towards a new paradigm, establishing a comprehensive
framework to enhance the accuracy and reliability of MI
EEG-based BCls.
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In this study, our primary objective is to develop an
ensemble model that integrates multiple classifiers to lever-
age their combined strengths. This approach differs from
evaluating individual classifiers against the best models in the
literature, as we aim to demonstrate that our ensemble model
can achieve superior overall performance through strategic
synergy. Thus, we focus on optimizing the ensemble rather
than enhancing individual classifiers.

We focus on assessing the performance of various ML
classifiers applied to MI EEG signals, explicitly focusing on
conventional ML techniques. Unlike DL approaches, these
traditional methods require an initial feature extraction phase
before classification [21]. Therefore, we concentrated on
employing ML models, deliberately omitting DL. models due
to the divergence in our research objectives.

While the surveyed studies may use a broad array of
feature extraction techniques, our study employs CSP for
feature extraction. However, a comparative analysis of feature
extraction methodologies is not the central aim of our
investigation. The “No Free Lunch” theorem [22], which
postulates that no single approach consistently outperforms
others in pattern classification, underscores the importance
of understanding the task’s nature and the dataset’s specifica-
tions when selecting the most effective classifier.

This work introduces the WS-AIEC, a novel EEG signal
classification approach within the BCIs domain, with our
contributions being threefold:

o First, we present a comprehensive evaluation of
16 diverse ML classifiers across six MI EEG datasets,
employing a rigorous metric-based comparison and
learning curve analyses.

« Second, we develop a unique ensemble model that inte-
grates the top-performing classifiers within each cluster
through an innovative combination of weighted and
stacked ensemble techniques, dynamically optimizing
classifier contributions based on performance.

« Lastly, we demonstrate the superior performance of
WS-AIEC, achieving unprecedented accuracy levels on
multiple benchmark datasets, thus marking a significant
advancement in EEG-based BClIs.

Following the Introduction, the Methodology section
presents our experimental setup, detailing the datasets,
classifiers, and our innovative ensemble model. The Results
and Discussion sections provide an exhaustive analysis
of the results, discussing their implications and potential
limitations. The Conclusion section summarises our findings,
highlights our proposed model’s performance and limits, and
identifies promising avenues for future research.

Il. METHODOLOGY

This study’s methodology is designed to evaluate and
integrate a diverse array of ML classifiers systematically.
Our approach encompasses a comprehensive evaluation of
classifiers across multiple datasets, the development of a
novel algorithm for optimal ensemble construction, and a
rigorous assessment of the ensemble model’s performance.
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This section delineates the various components of our
methodology, including the datasets and the classifiers used,
the evaluation of the classifiers, and the design of the
ensemble model.

A. DATASETS

The selection and analysis of datasets play a pivotal role in
the robust evaluation of ML classifiers for MI EEG signal
classification. A comprehensive and diverse set of datasets
ensures that the classifiers and the proposed ensemble model
are tested across various conditions, including varying sub-
jects, channels, classes, trial durations, and sampling rates.
Such diversity is crucial for assessing the generalizability
and adaptability of the classification methods to different
scenarios.

This study has meticulously chosen six datasets, each
representing a unique configuration of parameters that
challenge and evaluate the classifiers’ capabilities. Each
dataset has been selected based on its prevalence in MI EEG
research, contribution to a comprehensive evaluation, and
the opportunity it presents to advance our understanding of
classifier performance in BCI technology. Table (1) provides
an overview of the datasets utilized in this study, highlighting
their specific characteristics and configurations.

B. CLASSIFIER SELECTION AND DESCRIPTION

Selecting individual classifiers is paramount in constructing a
robust ensemble model. For this study, our classifier selection
is informed by an in-depth analysis of each classifier’s
performance in handling high-dimensional neural data and
their historical efficacy in MI EEG tasks. This strategic
selection aims to capitalize on each classifier’s unique
advantages to the ensemble, from linear models adept at
simplifying complex relationships through straightforward
decision boundaries to non-linear classifiers capable of
navigating the intricate structures within EEG signals. This
phase of our study introduces a nuanced perspective on
classifier integration, focusing on the individual merits of
each model and their synergistic potential when combined
within an ensemble framework. Our ensemble model seeks
to leverage:

1) LINEAR MODELS
Efficiency and interpretability, crucial for understanding
the underlying patterns within EEG signals. This category
includes:

o Logistic Regression (LR)

o Linear Discriminant Analysis (LDA)

« Perceptron (PC)

o Stochastic Gradient Descent (SGD)

« Ridge Classifier (RC)

o Support Vector Machines (SVM)

2) NON-LINEAR AND INSTANCE-BASED LEARNING
Flexibility in capturing complex, non-linear interactions
between features, comprising:

VOLUME 12, 2024

« k-Nearest Neighbors (KN)
« SVM with Radial Basis Function (SVM-rbf)

3) DECISION TREE-BASED MODELS
A structural approach to decision-making, offering insights
into feature importance and data segmentation, including:

o Decision Trees (DT)

« Random Forest (RF)

o Extra Trees (ET)

4) BOOSTING MODELS
Sequential refinement of predictions, enhancing adaptability
and learning from diverse data representations:

o Gradient Boosting (GB)

o AdaBoost (AB)

5) NEURAL NETWORKS
Advanced level of abstraction and feature extraction, repre-

sented by:
o Multi-layer Perceptron (MLP)

6) QUADRATIC MODELS
Handling more complex decision boundaries with models
like:

o Quadratic Discriminant Analysis (QDA)

7) NAIVE BAYES CLASSIFIER
Utilizing probabilistic approaches, this category includes:

« Naive Bayes (NB)

We aim to underscore the ensemble’s capacity to
incorporate diverse learning strategies through this clas-
sifier categorization, enhancing its performance and
generalizability.

C. PREPROCESSING, FEATURE EXTRACTION, AND DATA
SPLITTING

The preprocessing and feature extraction phases are critical
for preparing the MI EEG data for classification, ensuring
that the input to the ML models is of high quality and
relevance. This subsection outlines the steps to preprocess
the data, extract meaningful features, and split the datasets
for training/validation and testing purposes.

1) PREPROCESSING

The raw EEG signals were first subjected to a band-pass
filtering process to enhance the signal quality by reducing
noise and focusing on the frequency bands most relevant to
MI tasks. Utilizing the MNE-Python toolbox [29], a finite
impulse response (FIR) filter with a Hamming window was
applied, selectively allowing frequencies in the 7-30 Hz
range to pass. This frequency range was chosen to capture
the alpha (8)-13 Hz) and beta (14-30 Hz) bands, which
are significantly involved in MI activities. This selection is
supported by extensive literature, including [30] and [31],
which show that the 8-30 Hz range is commonly used in
MI studies, reinforcing the relevance and appropriateness
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TABLE 1. Datasets.

Dataset Subjects | Channels | Classes Trials / Class Trial Duration Sampling rate Sessions
BNCI2014_001 [23] 9 22 4 144 4s 250Hz 2
BNCI2014_002 [24] 14 15 2 80 5s 512Hz 1
BNCI2014_004 [25] 9 3 2 360 4.5s 250Hz 5
BNCI2015_001 [26] 12 13 2 200 Ss 512Hz 2
Zhou2016 [27] 4 14 3 160 5s 250Hz 3
AlexMI [28] 8 16 3 20 3s 512Hz 1

of our chosen frequency range. The filter parameters were
carefully adjusted for each dataset to accommodate the
EEG data’s specific characteristics and recording conditions.
The stop band frequencies were set to begin at 5 Hz and
extend to 32 Hz, ensuring a clear delineation from the
passband. The filter was designed to achieve a minimum
attenuation of -40 dB in these stop bands, which helps in
effectively suppressing frequencies outside the desired range.
Additionally, the transition bands were defined from 5-7 Hz
and 30-32 Hz, allowing for a smooth transition while
maintaining the integrity of the passband frequencies.

2) FEATURE EXTRACTION

Following the preprocessing step, the CSP algorithm was
employed for feature extraction. CSP is renowned for its
efficacy in enhancing the signal-to-noise ratio by optimizing
the variance differentiation between contrasting classes.
This optimization amplifies the distinctiveness of the sig-
nals associated with various MI tasks and significantly
improves the spatial pattern recognition critical for accurate
classification [32].

3) DATA SPLITTING

To accurately evaluate the performance of our ensemble
model and individual classifiers, we followed a structured
approach to data splitting that respects the temporal depen-
dencies inherent in EEG data. For each dataset, all trials from
all classes and sessions were first combined and then sorted
chronologically within each subject. The chronologically
sorted data for each subject was then split into 80% for
training/validation and 20% for testing. Within the 80%
training/validation split, we employed Time Series Cross-
Validation (TSCV) using scikit-learn to ensure that the
temporal order of the data was maintained. This method
prevents future data from being used in the training process,
maintaining the integrity of the temporal sequence. The
results presented in this study are the average accuracies
calculated across all subjects, ensuring that the reported
performance metrics reflect a comprehensive evaluation
of the ensemble model’s effectiveness for each individual
subject.

D. MODEL TRAINING, VALIDATION, AND EVALUATION

Our model training, validation, and evaluation approach is
designed to optimize classifier performance and rigorously
test the ensemble model constructed from these classifiers.
Initially, as detailed in Data Splitting, the datasets were

103630

partitioned into two subsets for a comprehensive model
assessment and refinement environment.

A pivotal component of our methodology involved fine-
tuning the cross-validation strategy to fit our data’s temporal
nature perfectly. Through an extensive grid search hyper-
parameter optimization process, which included evaluating
the number of folds in TSCV, we identified the optimal
configuration as an 8-fold TSCV. This setup ensured that
each data segment was utilized efficiently for training and
validation across different phases, providing a holistic view
of each classifier’s performance under varying conditions.

Furthermore, our study delved into the influence of
training data volume on the effectiveness of the classifiers.
By incrementally increasing the amount of data used for
training from 10% to the entirety of the training/validation
set, we could discern the relationship between data volume
and classification accuracy.

Following the training phase, our evaluation involved
an in-depth analysis of the classifiers’ performance on the
dedicated testing set. Learning curves were meticulously
plotted to visualize and understand the learning progression
across training iterations. These curves, alongside other
performance metrics, played a crucial role in the comparative
analysis of the classifiers, facilitating a data-driven selection
process for the ensemble model.

The innovation of our methodology shines in the ensemble
model’s construction. Instead of a straightforward selection
of top-performing classifiers, our approach employed a
nuanced clustering technique. Classifiers were grouped
based on their performance metrics across various datasets,
employing hierarchical clustering to identify patterns of
similarity. This strategy allowed us to cherry-pick the most
efficient classifier from each cluster, assembling an ensemble
that embodies a harmonious balance of diversity and peak
performance.

As the culmination of our methodology, the ensemble
model was benchmarked against individual classifiers to
evaluate its superiority. This comparative analysis was
essential not only to showcase the ensemble’s efficacy but
also to validate the effectiveness of our novel ensemble
construction strategy.

E. MULTIFACETED CLASSIFIER EVALUATION FOR
ENSEMBLE MODEL OPTIMIZATION

We implemented two distinct approaches for ranking the
classifiers to construct an effective ensemble model, ensuring
a comprehensive evaluation based on varied criteria. These
approaches are detailed below.
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1) COMPREHENSIVE PERFORMANCE ASSESSMENT AND
RANKING OF THE CLASSIFIERS

In the first approach, we focused on the actual performance
metrics of the classifiers across the six datasets used
in our study. We calculated average scores for accuracy,
precision, recall, F1 score, Area Under the Receiver
Operating Characteristic Curve (AUC-ROC), and kappa.
The classifiers were then ranked based on an overall
score derived from these metrics, directly comparing their
effectiveness in our context. We calculated each classifier’s
overall performance score S; based on multiple metrics. Let
Wa;» WPr;s WR;, WF1,;, WAUC;» Wk; be the weights for accuracy,
precision, recall, F1 score, AUC-ROC, and kappa, respec-
tively. The overall performance score S; for each classifier
is then:

Si = wa; - Ai +wpy, - Pri+wg, - Ri + wr1, - F1i + waug,
AUC; +w, - Ki (1)

where

o A, is the accuracy of classifier i;

o Pr; is the precision of classifier i;

e R; is the recall of classifier i;

e F1;is the F1 score of classifier i;

e AUC; is the AUC-ROC of classifier i;

o K; is the kappa score of classifier i.

In the current analysis, each performance metric is given
equal importance, reflecting a balanced approach to classifier
assessment. However, the methodology is designed to be
adaptable, allowing for assigning different weights to metrics
as dictated by their significance to specific tasks within the
domain.

2) EVALUATION OF CLASSIFIER EFFICIENCY THROUGH
LEARNING CURVE ANALYSIS

The second approach in our study evaluates the classifiers’
learning dynamics by examining the learning curves. These
curves reveal how well a model generalizes from the training
data to unseen data as the number of training examples
increases. Three key parameters derived from the learning
curves—Area Under the Curve of Cross-Validation (AUC-
CV) scores, Convergence Rates (CR), and Performance
Stability (PS)—were analyzed to rank classifiers based on
their learning efficiency and stability over time.

o AUC-CV: The AUC-CV represents the classifier’s
ability to maintain high performance across different
training data sizes. It is calculated as the area under
the learning curve plot, with the x-axis representing the
number of training examples and the y-axis representing
the cross-validation score. A higher AUC-CV indicates
a model that learns effectively and performs well across
varying training data. Mathematically, it is given by the
integral:

b
AUCCV,,'Z/ CV;i(t)dt 2)
a
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where a and b represent the minimum and maximum
training sizes, respectively, and CV;(¢) is the continuous
function of cross-validation scores of classifier i across
training size ¢.

o CR: CR measures the rate at which the classifier’s train-
ing score converges to its validation score, indicative of
the model’s ability to generalize from the training to the
validation set. A lower CR suggests that the classifier
is learning generalizable patterns more quickly. It is
defined as the absolute difference between the final
training score mean, and the final cross-validation score
mean:

CR; = [Mean(TSM;) — Mean(CVM;)| 3)

where TSM; is training score mean and CVM; is cross-
validation score mean of classifier i at the largest training
size considered.

o PS: PS quantifies the variability in the classifier’s
performance across different training sizes, with a
lower PS indicating a more stable performance. It is
the average standard deviation of the cross-validation
scores:

1 &
PS; = 0 206'%,/ 4)
=

where ocy,; is the standard deviation of the cross-
validation scores at the j-th training size, and #n is the

total number of training sizes analysed.
Weights wayc, wer, wps were assigned to each parameter

to reflect their relative importance, given the specific goals
of the study and the characteristics of the task at hand.
In this analysis, equal weights were used to avoid biasing the
model towards any particular aspect of learning efficiency or
stability:

L; = wayc -AUCcv i +wcr - CR; +wps - PS;  (5)

This combined score for learning curve parameters L;
is a comprehensive measure of a classifier’s effectiveness,
considering its performance, learning rate, and stability,
which are crucial for real-world applications where data
variability and volume can be unpredictable.

F. CLASSIFIER CLUSTERING AND OPTIMAL SELECTION
FOR ENSEMBLE CONSTRUCTION

To construct our ensemble model strategically, we employed
clustering techniques to group classifiers based on their per-
formance characteristics across multiple evaluative dimen-
sions. Hierarchical clustering, guided by the Euclidean
distance metric, allowed us to identify natural groupings
among classifiers:

> ik —fia)? (6)

k=1

D@, j) =

where D(i,j) quantifies the similarity between classifiers
i and j, with f;; and f; representing their performance
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feature values and m being the number of considered features.
By analyzing distances in this multidimensional feature
space, we can discern clusters of classifiers that perform
similarly, facilitating a more nuanced selection for our
ensemble.

The optimal number of clusters was determined using the
Elbow method, which examines the within-cluster sum of
squares versus the number of clusters. This analysis is crucial
for balancing diversity and redundancy in the ensemble’s
decision-making process.

Within each identified cluster, we selected the best-
performing classifier based on an average rank that integrates
performance metrics ranking and learning curves parameters
ranking:

R; = ws - Rsi + wic - Rici 7
where
o Ryg; is the rank of classifier i based on direct performance
metrics;

e Rjcjis the rank of classifier i based on learning curves

parameters ranking.

Weights wg and wrc correspond to the importance of direct
performance metrics and learning curve parameters, respec-
tively. The chosen classifiers are then weighted inversely
proportional to their average rank R;:

Wi = — ®)

This static weight calculation is pivotal for the initial
phase of the ensemble model construction, specifically
in strategically selecting the meta-classifier and the base
classifiers. The weight w; assigned to each classifier serves
a dual purpose:

o Meta-Classifier Selection: The classifier with the
highest static weight (i.e., the lowest average rank)
is designated as the meta-classifier. This classifier is
deemed to have the most robust performance across
multiple datasets and metrics, making it ideal for
integrating the predictions from the base classifiers.

o Base Classifier Selection: The remaining classifiers,
ranked according to their static weights, are selected as
base classifiers. While diverse in their methodological
approaches and performance characteristics, these clas-
sifiers contribute valuable predictive perspectives to the
ensemble.

It’s imperative to note that this static weight assignment is
solely for the initial selection and categorization of the meta
and base classifiers. For the base classifiers, post-selection,
we transition to a dynamic weight adjustment mechanism
during the ensemble’s training phase. This approach allows
the ensemble to adaptively recalibrate the influence of each
base classifier based on real-time performance metrics,
specifically accuracy on a validation subset. The dynamic
weighting formula introduced in the subsequent section
enables this live adjustment, ensuring the ensemble’s predic-
tions are continually optimized in response to the evolving
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performance landscape of the base classifiers. We establish
a comprehensive and adaptive ensemble model by clearly
distinguishing between using static weights for the initial
selection of meta and base classifiers and applying dynamic
weights for ongoing optimization of the base classifiers. This
model leverages the individual strengths of diverse classifiers
and maintains flexibility and responsiveness to data dynamics
and classifier performance changes over time.

After evaluating individual classifiers, we introduce the
WS-AIEC. This ensemble model is an innovative amal-
gamation of the strengths of both weighted and stacked
approaches, designed to adaptively integrate classifier pre-
dictions in a framework suited for the intricacies of MI
EEG data. As depicted in Figure 1, the methodology
progresses through four distinct phases, starting with data
preprocessing and culminating in the final comparative
evaluation.

G. DYNAMIC WEIGHT ADJUSTMENT FOR BASE
CLASSIFIERS

Building upon the framework outlined for classifier cluster-
ing and optimal selection, our ensemble model introduces a
novel approach to dynamic weight adjustment for the base
classifiers. This method aims to optimize the ensemble’s
performance by adjusting the contributions of the base
classifiers in real time based on their predictive accuracy on
a validation subset of the training data.

1) DYNAMIC WEIGHT CALCULATION

The dynamic weight adjustment process is executed during
the training phase of the ensemble model. After selecting the
base classifiers and the meta-classifier using the methodology
described in the previous section, we further refine the
ensemble by dynamically adjusting the weights of the base
classifiers. This is achieved by monitoring the performance of
each base classifier on a validation subset, which constitutes
20% of the training data reserved specifically for this purpose.
The dynamic weight w; ; for classifier i at training epoch ¢ is
calculated as follows:

exp(a - ACC; )
> =1 exp(e - ACCjp)

&)

Wit =

where
e ACC;; is the accuracy of classifier i on the validation
subset at epoch t;
e « is a scaling parameter that controls the rate at which
the weights adjust to the classifier’s accuracy changes;
« nis the ensemble’s total number of base classifiers.
This equation ensures that classifiers with higher accuracy
on the validation subset receive a larger share of the overall
vote in the ensemble prediction. The scaling parameter o
allows for the adjustment of the sensitivity of the weights to
changes in classifier performance, enabling the ensemble to
adapt more quickly or more smoothly to the evolving data
characteristics.
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Flowchart for the Novel WS-AIEC Construction in Ml EEG Classification
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FIGURE 1. Sequential overview of the WS-AIEC methodology. The flowchart delineates a comprehensive four-phase process from initial data
preparation to the final comparative evaluation. It encapsulates steps including preprocessing, classifier evaluation, ensemble construction using the
novel WS-AIEC approach, and performance assessment against top benchmark classifiers.

To optimize the selection of o based on the unique
characteristics of each dataset, we employ automated o
tuning using Bayesian Optimization. This advanced method
systematically explores the parameter space of «, evaluating
its impact on ensemble performance through a guided search
that balances the exploration of new parameter values with the
exploitation of known high-performing values. By leveraging
Bayesian Optimization, we ensure that « is tuned to the
optimal setting that maximizes the predictive performance of
the ensemble model while considering the specificities and
variability inherent to each dataset.

This approach enhances the ensemble model’s responsive-
ness to changes in base classifier performance and customizes
the dynamic weight adjustment process to the unique features
and challenges presented by the data, further optimizing the
ensemble’s accuracy and adaptability.

2) FEATURE MATRIX CONSTRUCTION

The dynamically weighted predictions of the base classifiers
are aggregated to construct a feature matrix. This matrix
serves as the input for the meta-classifier, effectively
transforming the ensemble’s diverse predictive signals into a
cohesive dataset for final decision-making.

The feature matrix, denoted as F, is constructed by
compiling the weighted predictions from each base classifier
for all instances in the training dataset. Each row in
F corresponds to a single instance, while each column
represents the weighted prediction from one of the base
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classifiers. The formation of F is described by

Fij=wj:- Pij (10)
where

e Fj;is the element of the feature matrix corresponding
to the i-th instance and the prediction from the j-th base
classifier;

e wj, is the dynamic weight of the j-th classifier at
training epoch ¢, as recalculated at each epoch based on
Equation (9);

e P;; is the prediction of the j-th classifier for the i-th
instance.

This matrix effectively captures the varying contributions
of each base classifier to the ensemble’s predictive power,
dynamically adjusting to each classifier’s evolving accuracy
over the training process.

3) FINAL PREDICTION BY META-CLASSIFIER

The meta-classifier, having been trained on the feature matrix
F, is equipped to make the final prediction by effectively
integrating the insights provided by the base classifiers. The
final ensemble prediction for a new instance is given by

y; = Meta-Classifier(F;) (11)
where
e ¥; is the predicted label for the i-th instance by the
ensemble;
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o Fjis the i-th row of the feature matrix, representing the
weighted predictions of all base classifiers for the i-th
instance;

o Meta-Classifier denotes the prediction function of the
meta-classifier.

The meta-classifier’s ability to act on the dynamically
generated feature matrix enables the ensemble model to
leverage the collective strengths of its components. By adjust-
ing the influence of each base classifier based on real-time
performance and synthesizing their predictions, the ensemble
achieves a high degree of adaptability and robustness. This
method ensures that the ensemble model captures the diverse
predictive signals from its base classifiers and remains
responsive to data characteristics and classifier performance
changes, leading to improved predictive accuracy on unseen
data.

The algorithmic description presented in Algorithm 1
outlines the step-by-step process of constructing the WS-
AIEC, from the initial data preparation to the final decision-
making phase, emphasizing its adaptive weighting and
stacking mechanism.

The effectiveness of the WS-AIEC will be rigorously
evaluated and compared with top-performing individual clas-
sifiers from the initial ranking phase. The results section will
detail this comparative analysis, highlighting the advantages
of our adaptive ensemble approach.

Ill. RESULTS

We commence the results with a direct comparison of classi-
fier performances. This comparison is delineated in a series
of subtables, each corresponding to a distinct dataset. The
subtables summarise each classifier’s performance metrics,
including accuracy, precision, recall, Fl-score, AUC-ROC,
and kappa scores, as presented in Table 2.

Following the tabulated comparisons, we visually depict
these performance metrics to illustrate classifiers’ differences
better. Figure 2 presents a comprehensive visual analysis of
each classifier’s accuracy across the datasets. These bar charts
highlight the individual and average accuracies, offering a
clear visual representation that complements the detailed data
in the tables. This juxtaposition of visual and numerical data
underlines the relative performance of classifiers, shedding
light on those that consistently exceed average accuracy
and those that do not meet the benchmark. Such insights
are invaluable for informing subsequent decisions regarding
classifier selection for the development of robust ensemble
methods.

Proceeding with individual dataset analyses, we synthesize
the results into a comprehensive overview, encapsulating
the performance metrics across all datasets. This unified
perspective is crucial for identifying broader trends and
setting the groundwork for the ranking of classifiers. Table 3
provides this summary, offering a panoramic view of the
classifiers’ performance and facilitating their subsequent
evaluation.
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Algorithm 1 WS-AIEC Construction With Dynamic Weight
Assignments
1: Begin with the selection of diverse MI EEG datasets.
2: Preprocess data using band-pass filtering and CSP for
feature extraction.
3: Split data into training/validation (80%) and testing sets
(20%) using TSCV.
4: for each dataset do
5:  Train classifiers using TSCV and plot learning curves.

6:  Evaluate classifiers based on accuracy, precision,
recall, F1 score, AUC-ROC, and kappa.
7.  Evaluate classifiers based on AUC-CV, CR, and PS.
8: end for
9: Rank classifiers based on comprehensive performance
assessment and learning curve analysis.

10: Apply hierarchical clustering to group classifiers based
on two ranking approaches.

11: Determine the optimal number of clusters using the
elbow method.

12: for each cluster do

13:  Select the top-performing classifier in each cluster

based on average rank from all evaluation approaches.

14: end for

15: Assign static weights inversely proportional to the overall
ranking for initial classifier selection. The classifier with
the highest rank is designated as the meta-classifier. The
rest are selected as base classifiers.

16: Dynamically adjust weights of base classifiers using
Bayesian Optimization based on their performance on the
validation set during training.

17: Generate a feature matrix from the dynamically weighted
predictions of the base classifiers.

18: Train the meta-classifier on this feature matrix.

19: Synthesize the final decision output by the meta-
classifier.

20: Evaluate and compare the WS-AIEC performance with
top-performing classifiers from the initial phase.

21: return The final decision and performance comparison
results.

Advancing from the groundwork laid by the performance
metrics, our focus shifts to the classifiers’ learning curves,
a vital component in assessing their efficiency. Learning
curves yield insights into how classifier performance evolves
by including increasingly more significant data subsets. They
are crucial to gauging the trade-off between learning and
overfitting and the classifiers’ generalization ability.

For brevity and clarity, we present the learning curves from
just one representative dataset, BNCI2014-002 (Figure 3),
as an exemplar. While learning curves were generated
for all datasets, they exhibit similar patterns and trends.
The selected figure for BNCI2014-002 provides a detailed
visual representation of how each classifier’s performance
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TABLE 2. Comparison of the classifiers based on their performances.

(a) BNCI2014-001

(b) BNCI2014-002

Classifier | Accuracy Precision| Recall| F1- AUC- | Kappa| RanK
Score
ROC

MLP 0.6734 0.6793 0.6734| 0.6729| 0.7816] 0.5640| 1
SVM-rbf | 0.6638 0.6709 0.6638| 0.6623| 0.7752| 0.5516| 2
LR 0.6619 0.6694 0.6619| 0.6619| 0.7739| 0.5489| 3
LDA 0.6600 0.6669 0.6600| 0.6595| 0.7724| 0.5462| 4
QDA 0.6561 0.6590 0.6561| 0.6548| 0.7696| 0.5409| 5
SVM 0.6542 0.6618 0.6542| 0.6536| 0.7687| 0.5389| 6
RC 0.6542 0.6560 0.6542| 0.6506| 0.7679| 0.5378| 7
RF 0.6351 0.6396 0.6351| 0.6351| 0.7552| 0.5129| 8
ET 0.6341 0.6403 0.6341| 0.6338| 0.7550| 0.5119| 9
GB 0.6312 0.6379 0.6312| 0.6315| 0.7529| 0.5081| 10
SGD 0.6255 0.6476 0.6255| 0.6097| 0.7509| 0.5007| 11
KN 0.6188 0.6354 0.6188| 0.6194| 0.7456| 0.4922| 12
NB 0.6073 0.6105 0.6073| 0.6025| 0.7360| 0.4755| 13
PC 0.5852 0.6452 0.5852| 0.5556| 0.7219| 0.4448| 14
DT 0.5527 0.5554 0.5527| 0.5510 0.7002| 0.4026| 15
AB 0.5508 0.5650 0.5508] 0.5460| 0.6986| 0.3994| 16

Classifier | Accuracy Precision| Recall| F1- AUC- | Kappa| RanK
Score
ROC

LR 0.7768 0.7852 0.7768| 0.7768| 0.7796] 0.5515] 1
SVM-rbf | 0.7723 0.7861 0.7723] 0.7719| 0.7765| 0.5449| 2
RC 0.7723 0.7846 0.7723] 0.7724| 0.7758| 0.5440| 3
SVM 0.7723 0.7843 0.7723] 0.7720| 0.7754| 0.5436| 4
ET 0.7701 0.7823 0.7701 0.7699| 0.7732| 0.5388| 5
MLP 0.7701 0.7805 0.7701| 0.7700| 0.7724| 0.5379| 6
LDA 0.7634 0.7778 0.7634| 0.7631| 0.7670| 0.5278| 7
SGD 0.7634 0.7735 0.7634| 0.7564| 0.7640| 0.5203| 8
GB 0.7589 0.7746 0.7589| 0.7586| 0.7639| 0.5197| 9
RF 0.7589 0.7703 0.7589| 0.7588| 0.7628| 0.5168| 10
DT 0.7589 0.7644 0.7589| 0.7580| 0.7585| 0.5118] 11
KN 0.7545 0.7708 0.7545| 0.7546| 0.7608| 0.5117| 12
AB 0.7500 0.7643 0.7500| 0.7501| 0.7545| 0.4989| 13
QDA 0.7478 0.7572 0.7478| 0.7482| 0.7505| 0.4930| 14
PC 0.7210 0.7543 0.7210| 0.6900| 0.7285| 0.4505| 15
NB 0.7143 0.7200 0.7143] 0.7141| 0.7153] 0.4257| 16

(c) BNCI2014-004

(d) BNCI2015-001

Classifier | Accuracyl Precision| Recall| F1- AUC- | Kappa] Rank Classifier | Accuracyl Precision| Recall| F1- AUC- | Kappal Rank
Score Score
ROC ROC
SVM-rbf | 0.7331 0.7400 0.7331| 0.7312 0.7345| 0.4677| 1 SVM-rbf | 0.8312 0.8361 0.8312| 0.8309| 0.8325| 0.6627| 1
LDA 0.7322 0.7387 0.7322| 0.7315| 0.7344| 0.4664| 2 MLP 0.8299 0.8328 0.8299| 0.8297| 0.8304| 0.6594| 2
MLP 0.7311 0.7359 0.7311| 0.7304| 0.7325| 0.4631| 3 SVM 0.8274 0.8319 0.8274| 0.8271| 0.8287| 0.6551| 3
LR 0.7297 0.7375 0.7297| 0.7284| 0.7329| 0.4631| 4 LR 0.8267 0.8301 0.8267| 0.8266| 0.8277| 0.6534| 4
SVM 0.7304 0.7364 0.7304| 0.7291| 0.7322| 0.4624| 5 RF 0.8205 0.8249 0.8205| 0.8201| 0.8213| 0.6408| 5
QDA 0.7304 0.7371 0.7304| 0.7289| 0.7320| 0.4618| 6 KN 0.8201 0.8248 0.8201| 0.8197| 0.8215| 0.6407| 6
RC 0.7290 0.7360 0.7290| 0.7282| 0.7314| 0.4605| 7 RC 0.8191 0.8216 0.8191| 0.8190| 0.8195| 0.6379| 7
RF 0.7296 0.7340 0.7296| 0.7296| 0.7305| 0.4593| 8 ET 0.8170 0.8233 0.8170| 0.8163| 0.8188| 0.6344| 8
GB 0.7257 0.7304 0.7257| 0.7257| 0.7270| 0.4523| 9 LDA 0.8160 0.8191 0.8160 0.8158| 0.8164| 0.6318| 9
NB 0.7173 0.7226 0.7173| 0.7161| 0.7183| 0.4348| 10 GB 0.8153 0.8184 0.8153| 0.8152| 0.8164| 0.6307| 10
ET 0.7120 0.7151 0.7120| 0.7122| 0.7121| 0.4228| 11 AB 0.8090 0.8121 0.8090| 0.8090| 0.8096| 0.6180| 11
AB 0.7079 0.7140 0.7079| 0.7071| 0.7104| 0.4186| 12 QDA 0.7948 0.8007 0.7948| 0.7928| 0.7957| 0.5899| 12
KN 0.7081 0.7116 0.7081| 0.7082| 0.7081| 0.4152| 13 NB 0.7917 0.8081 0.7917| 0.7839| 0.7920| 0.5826| 13
DT 0.6885 0.6918 0.6885| 0.6882| 0.6876| 0.3749| 14 DT 0.7802 0.7828 0.7802| 0.7800| 0.7810| 0.5603| 14
PC 0.6964 0.6855 0.6964| 0.6498| 0.6911| 0.3830| 15 SGD 0.7660 0.8010 0.7660| 0.7557| 0.7696| 0.5363| 15
SGD 0.6736 0.6955 0.6736| 0.6300| 0.6820| 0.3634| 16 PC 0.7535 0.8181 0.7535| 0.7228| 0.7578| 0.5155| 16
(e) Zhou2016 (f) AlexMI
Classifier | Accuracyl Precision| Recall| F1- AUC- | Kappal Rank Classifier | Accurac)yl Precision| Recall| F1- AUC- | Kappal Rank
Score Score
ROC ROC

ET 0.8019 0.8084 0.8019] 0.8015| 0.8517| 0.7026| 1 KN 0.8333 0.8713 0.8333| 0.8269| 0.8661| 0.7427| 1
MLP 0.7910 0.7943 0.7910[ 0.7902| 0.8442| 0.6865| 2 SVM 0.8056 0.8727 0.8056| 0.8182| 0.8489| 0.7040| 2
RF 0.7903 0.7959 0.7903| 0.7895| 0.8428| 0.6850| 3 RC 0.8056 0.8389 0.8056| 0.8025| 0.8494| 0.6998| 3
SVM-rbf | 0.7860 0.7946 0.7860| 0.7849| 0.8408| 0.6792| 4 SVM-rbf | 0.7778 0.8505 0.7778| 0.7837| 0.8327| 0.6649| 4
KN 0.7796 0.7958 0.7796| 0.7796| 0.8365| 0.6699| 5 MLP 0.7772 0.8227 0.7772| 0.7784| 0.8327| 0.6596| 5
GB 0.7801 0.7883 0.7801| 0.7807| 0.8355| 0.6696| 6 LR 0.7770 0.8217 0.7770| 0.7764| 0.8321| 0.6575| 6
SVM 0.7795 0.7856 0.7795| 0.7788| 0.8361| 0.6695| 7 NB 0.7500 0.7847 0.7500| 0.7601| 0.7938| 0.6111| 7
LDA 0.7754 0.7792 0.7754| 0.7745| 0.8327| 0.6628| 8 ET 0.7222 0.8019 0.7222| 0.7352| 0.7994| 0.5819| 8
LR 0.7745 0.7788 0.7745| 0.7737| 0.8319| 0.6617| 9 SGD 0.7222 0.7889 0.7222| 0.7313| 0.7929| 0.5853| 9
RC 0.7672 0.7698 0.7672| 0.7654| 0.8269| 0.6509| 10 PC 0.7222 0.7403 0.7222| 0.7222| 0.7892| 0.5689| 10
PC 0.7410 0.8079 0.7410| 0.7311| 0.8120| 0.6162| 11 RF 0.6944 0.7875 0.6944| 0.7094| 0.7827| 0.5465| 11
SGD 0.7417 0.7759 0.7417| 0.7360| 0.8111| 0.6156| 12 GB 0.6944 0.7431 0.6944| 0.7009| 0.7763| 0.5376| 12
QDA 0.7381 0.7455 0.7381| 0.7374| 0.8035| 0.6061| 13 LDA 0.6667 0.7569 0.6667| 0.6887| 0.7596| 0.5000| 13
AB 0.7274 0.7352 0.7274| 0.7252| 0.7955| 0.5902| 14 DT 0.6667 0.7148 0.6667| 0.6741| 0.7434| 0.4970| 14
DT 0.7048 0.7098 0.7048| 0.7023| 0.7783| 0.5565| 15 AB 0.6111 0.6501 0.6111| 0.5775| 0.5814| 0.4429| 15
NB 0.6805 0.6882 0.6805| 0.6745| 0.7589| 0.5186| 16 QDA 0.5556 0.6954 0.5556| 0.5529| 0.7161| 0.3808| 16

evolves with increasing training data, encapsulating the
trends generally representative across other datasets.

Table 4 quantifies the learning curve data for all datasets to
complement this visual analysis and provide a comprehensive
overview. Each subtable ranks the classifiers based on the
critical metrics derived from their learning curves, including
AUC-CV, CR, and PS, evaluated in raw and normalized
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forms for a thorough comparative analysis. The normalization
process was applied to each metric to ensure a fair comparison
across classifiers, and the ranks were calculated based on the
average of these normalized scores.

Furthermore, for a consolidated perspective, Table 5 amal-
gamates the individual learning curve metrics into a ranking
across all datasets. This approach offers a comparative view
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FIGURE 2. Comparative analysis of the accuracy for all classifiers across all datasets. Each chart plots the accuracy of individual
classifiers, with the dashed line indicating the average accuracy across all classifiers for the respective dataset. These visualizations
facilitate the identification of classifiers that consistently outperform the average and those that fall short, thereby informing decisions
about classifier selection for ensemble methods.

TABLE 3. Aggregated performance metrics and ranking of classifiers across all datasets.

Classifier Accuracy Precision Recall F1 Score AUC - ROC Kappa Overall Rank
Score

SVM 0.7616 0.7788 0.7616 0.7631 0.7983 0.5956 0.7432 1
SVM-rbf 0.7607 0.7797 0.7607 0.7608 0.7987 0.5952 0.7426 2
MLP 0.7622 0.7743 0.7622 0.7619 0.7990 0.5951 0.7424 3
LR 0.7579 0.7706 0.7579 0.7576 0.7965 0.5897 0.7384 4
RC 0.7579 0.7678 0.7579 0.7564 0.7952 0.5885 0.7373 5
KN 0.7524 0.7683 0.7524 0.7514 0.7898 0.5787 0.7322 6
ET 0.7429 0.7619 0.7429 0.7448 0.7850 0.5654 0.7238 7
RF 0.7381 0.7587 0.7381 0.7404 0.7826 0.5602 0.7197 8
LDA 0.7356 0.7564 0.7356 0.7389 0.7804 0.5558 0.7171 9
GB 0.7343 0.7488 0.7343 0.7354 0.7787 0.5530 0.7141 10
SGD 0.7154 0.7471 0.7154 0.7032 0.7618 0.5203 0.6938 11
QDA 0.7038 0.7325 0.7038 0.7025 0.7612 0.5121 0.6860 12
NB 0.7102 0.7224 0.7102 0.7085 0.7524 0.5081 0.6853 13
PC 0.7032 0.7419 0.7032 0.6786 0.7501 0.4965 0.6789 14
DT 0.6920 0.7032 0.6920 0.6923 0.7415 0.4839 0.6675 15
AB 0.6927 0.7068 0.6927 0.6858 0.7250 0.4947 0.6663 16

of the classifiers’ ability to generalize from the data distilled
into a singular, cohesive ranking system.

After evaluating our classifiers’ individual and collective
learning capabilities through detailed curve analysis, we now
consolidate our findings. Table 6 provides an overarching
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view of the classifiers, amalgamating the insights from the
various evaluation metrics into a single composite score.
Having established a comprehensive ranking system with
Table 6, we now focus on the relational dynamics between
classifiers through cluster analysis. Figure 4 provides a visual
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Learning Curve for All Classifiers on BNCI2014-002 Dataset
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FIGURE 3. Learning curves for all classifiers on the BNCI2014-002 dataset demonstrate the training and cross-validation score
progression with increasing data volume. This plot provides insights into each classifier's learning efficiency and potential overfitting

characteristics.

interpretation of this analysis, illustrating how classifiers with
similar performance profiles can be grouped to inform our
ensemble model’s structure.

Informed by the cluster analysis in Figure 4, we pinpoint
the most effective classifiers within each identified cluster.
Table 7 presents these classifiers along with their normalized
weights, signifying their contribution to the diversity and
efficacy of our proposed ensemble model.

Equipped with the insights gleaned from the cluster
analysis, we constructed an ensemble model integrating the
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strengths of the best classifiers from each cluster. Finally,
we highlight the outcomes of our comprehensive methodol-
ogy, comparing the ensemble model’s classification accuracy
against those of the top-performing individual classifiers
across all datasets. Figure 5 visually contrasts the accuracies,
while Table 8 provides a detailed performance comparison.
These results collectively demonstrate the ensemble model’s
superior ability to leverage the combined strengths of the
classifiers, potentially enhancing prediction performance
significantly.
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TABLE 4. Learning curve analysis: Classifier performance across different datasets.

(a) BNCI2014-001

(b) BNCI2014-002

Classifier | AUC-| CRR | PSR AUC-| CRN | PSN Rank Classifier | AUC-| CRR | PSR AUC-| CRN | PSN Rank
CVR CVN CVR CVN
LR 717 0.122 | 0.082 | 0.588| 0.160 | 0.331 | 1 SVM-rbf | 994 0.034 | 0.074 | 0.113]| 0.040 | 0.728 | 1
NB 681 0.066 | 0.066 | 0.839| 0.057 | 0.000 | 2 KN 1002 | 0.183 | 0.071 | 0.000| 0.428 | 0.632 | 2
PC 657 0.036 | 0.073 | 1.000| 0.000 | 0.143 | 3 NB 931 0.020 | 0.053 | 1.000| 0.004 | 0.044 | 3
SVM 735 0.139 | 0.094 | 0.470| 0.192 | 0.571 | 4 GB 993 0.199 | 0.070 | 0.128| 0.471 | 0.603 | 4
LDA 694 0.123 | 0.094 | 0.745| 0.162 | 0.571 | 5 QDA 952 0.035 | 0.067 | 0.704| 0.043 | 0.528 | 5
RC 692 0.112 | 0.099 | 0.760| 0.142 | 0.673 | 6 LR 993 0.043 | 0.077 | 0.132| 0.063 | 0.855 | 6
MLP 800 0.139 | 0.107 | 0.023| 0.192 | 0.837 | 7 SGD 949 0.028 | 0.077 | 0.741| 0.024 | 0.826 | 7
SGD 668 0.133 | 0.085 | 0.926| 0.180 | 0.388 | 8 PC 934 0.019 | 0.077 | 0.959| 0.000 | 0.838 | 8
AB 683 0.165 | 0.074 | 0.820| 0.240 | 0.163 | 9 ET 998 0.363 | 0.076 | 0.063| 0.900 | 0.804 | 9
SVM-rbf 804 0.159 | 0.115 | 0.000| 0.229 | 1.000 | 10 RC 989 0.032 | 0.080 | 0.178| 0.034 | 0.928 | 10
KN 772 0.237 | 0.101 | 0.217| 0.373 | 0.714 | 11 SVM 993 0.038 | 0.079 | 0.133| 0.050 | 0.902 | 11
QDA 724 0.143 | 0.105 | 0.540| 0.199 | 0.796 | 12 AB 980 0.111 | 0.072 | 0.317| 0.239 | 0.686 | 12
GB 766 0.335 | 0.105 | 0.256| 0.555 | 0.796 | 13 MLP 1001 | 0.065 | 0.082 | 0.016| 0.119 | 1.000 | 13
ET 794 0.485 | 0.108 | 0.063| 0.833 | 0.857 | 14 LDA 988 0.033 | 0.079 | 0.198| 0.037 | 0919 | 14
RF 792 0.500 | 0.107 | 0.081| 0.861 | 0.837 | 15 RF 990 0.360 | 0.074 | 0.152| 0.892 | 0.736 | 15
DT 681 0.575 | 0.088 | 0.837| 1.000 | 0.449 | 16 DT 950 0.402 | 0.051 | 0.730| 1.000 | 0.000 | 16
(c) BNCI2014-004 (d) BNCI2015-001
Classifier | AUC-| CRR | PSR AUC-| CRN | PSN Rank Classifier | AUC-| CRR | PSR AUC-| CRN | PSN Rank
CVR CVN CVR CVN
LR 3206 | 0.013 | 0.053 | 0.000| 0.011 | 0.982 | 1 NB 2275 | 0.022 | 0.060 | 0.000| 0.021 | 0.867 | 1
LDA 3202 | 0.014 | 0.053 | 0.011| 0.013 | 0.993 | 2 RC 2245 | 0.066 | 0.053 | 0.366| 0.122 | 0.517 | 2
NB 3082 | 0.008 | 0.049 | 0.281| 0.000 | 0.822 | 3 LDA 2245 | 0.066 | 0.053 | 0.361| 0.123 | 0.531 | 3
RC 3202 | 0.014 | 0.053 | 0.011| 0.014 | 1.000 | 4 LR 2256 | 0.072 | 0.054 | 0.227| 0.138 | 0.570 | 4
SVM 3191 | 0.017 | 0.051 | 0.036| 0.023 | 0.925 | 5 SGD 2214 | 0.014 | 0.052 | 0.747| 0.000 | 0.482 | 5
SVM-rbf 3124 | 0.039 | 0.040 | 0.184| 0.078 | 0.425 | 6 SVM 2232 | 0.091 | 0.045 | 0.527| 0.182 | 0.186 | 6
QDA 3160 | 0.017 | 0.051 | 0.106| 0.022 | 0.891 | 7 RF 2266 | 0.431 | 0.052 | 0.114| 0.980 | 0.485 | 7
MLP 3162 | 0.036 | 0.049 | 0.100| 0.071 | 0.805 | 8 AB 2239 | 0.173 | 0.045 | 0.433| 0.375 | 0.169 | 8
GB 3082 | 0.079 | 0.039 | 0.280| 0.182 | 0.388 | 9 SVM-rbf | 2193 | 0.128 | 0.041 | 1.000| 0.269 | 0.000 | 9
SGD 3063 | 0.020 | 0.046 | 0.323| 0.029 | 0.687 | 10 GB 2235 | 0.225 | 0.049 | 0.482| 0.497 | 0.347 | 10
RF 3005 | 0.351 | 0.034 | 0.453| 0.886 | 0.168 | 11 PC 2243 | 0.041 | 0.063 | 0.383| 0.065 | 1.000 | 11
AB 3076 | 0.047 | 0.046 | 0.294| 0.099 | 0.674 | 12 KN 2247 | 0.240 | 0.053 | 0.342| 0.533 | 0.546 | 12
KN 2982 | 0.137 | 0.038 | 0.505| 0.333 | 0.336 | 13 MLP 2255 | 0.160 | 0.058 | 0.244| 0.345 | 0.778 | 13
ET 2999 | 0.352 | 0.037 | 0.467| 0.889 | 0.277 | 14 QDA 2229 | 0.102 | 0.056 | 0.555| 0.208 | 0.656 | 14
DT 2818 | 0.395 | 0.030 | 0.889| 1.000 | 0.000 | 15 DT 2218 | 0.437 | 0.052 | 0.688| 0.994 | 0.501 | 15
PC 2761 | 0.038 | 0.049 | 1.000| 0.076 | 0.799 | 16 ET 2228 | 0.439 | 0.053 | 0.576| 1.000 | 0.554 | 16
(e) Zhou2016 (f) AlexMI
Classifier | AUC-| CRR | PSR AUC-| CRN | PSN Rank Classifier | AUC-| CRR | PSR AUC-| CRN | PSN Rank
CVR CVN CVR CVN
SVM-rbf | 907 0.067 | 0.051 | 0.000| 0.146 | 0.060 | 1 SVM 251 0.154 | 0.112 | 0.213] 0.172 | 0.506 | 1
RC 879 0.035 | 0.056 | 0.214| 0.057 | 0.350 | 2 KN 255 0.121 | 0.125 | 0.160| 0.034 | 0.736 | 2
SVM 891 0.039 | 0.057 | 0.121| 0.069 | 0.446 | 3 RC 267 0.112 | 0.139 | 0.000| 0.000 | 1.000 | 3
LDA 873 0.037 | 0.056 | 0.264| 0.062 | 0.336 | 4 NB 231 0.158 | 0.087 | 0.468| 0.190 | 0.034 | 4
RF 896 0.277 | 0.051 | 0.085| 0.734 | 0.026 | 5 PC 257 0.200 | 0.124 | 0.128| 0.362 | 0.724 | 5
LR 884 0.036 | 0.061 | 0.175| 0.061 | 0.703 | 6 LR 254 0.204 | 0.122 | 0.165| 0.379 | 0.692 | 6
PC 827 0.014 | 0.055 | 0.615| 0.000 | 0.304 | 7 SVM-rbf 252 0.141 | 0.129 | 0.192| 0.121 | 0.812 | 7
AB 842 0.083 | 0.051 | 0.501| 0.192 | 0.000 | 8 MLP 263 0.191 | 0.131 | 0.054| 0.328 | 0.845 | 8
GB 880 0.191 | 0.052 | 0.211| 0.491 | 0.098 | 9 RF 252 0.316 | 0.116 | 0.189| 0.845 | 0.569 | 9
MLP 886 0.062 | 0.059 | 0.161| 0.134 | 0.568 | 10 AB 191 0.233 | 0.085 | 1.000| 0.500 | 0.000 | 10
ET 876 0.269 | 0.056 | 0.235| 0.710 | 0.363 | 11 QDA 260 0.354 | 0.125 | 0.094| 1.000 | 0.736 | 11
SGD 838 0.048 | 0.063 | 0.528| 0.095 | 0.776 | 12 ET 258 0.300 | 0.129 | 0.112] 0.776 | 0.813 | 12
KN 829 0.151 | 0.057 | 0.604| 0.380 | 0.427 | 13 LDA 249 0.166 | 0.131 | 0.231| 0.224 | 0.842 | 13
QDA 839 0.052 | 0.066 | 0.524| 0.104 | 1.000 | 14 GB 229 0.266 | 0.122 | 0.503| 0.638 | 0.689 | 14
NB 782 0.042 | 0.064 | 0.964| 0.076 | 0.874 | 15 SGD 249 0.200 | 0.136 | 0.227| 0.362 | 0.949 | 15
DT 777 0.373 | 0.063 | 1.000| 1.000 | 0.811 | 16 DT 209 0.316 | 0.124 | 0.762| 0.845 | 0.732 | 16
Note: AUC-CVR = AUC-CV Raw, CRR = Convergence Rate Raw, PSR = Performance Stability Raw, AUC-CVN = AUC-CV Normalized, CRN =

Convergence Rate Normalized, PSN = Performance Stability Normalized.

IV. DISCUSSION

This study presents the development and evaluation of the
WS-AIEC, a novel approach for enhancing MI EEG signal
classification. Our results demonstrate that the WS-AIEC
significantly outperforms traditional classifiers, achieving
remarkable accuracies of 96.88%, 99.58%, 96.25%, 98.75%,
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94.58%, and 95.00% on the BNCI2014-001, BNCI2014-002,
BNCI2014-004, BNCI2015-001, Zhou2016, and AlexMI
datasets, respectively. These results highlight the effective-
ness of the WS-AIEC model in dealing with the complexities
and variabilities inherent in EEG data, particularly in MI
tasks.
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TABLE 5. Consolidated learning curve rankings of classifiers across all datasets.

Classifier NB PC SGD | RC SVM | AB LDA | SVM-| LR QDA | MLP | GB KN DT RF ET
rbf
Rank 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

TABLE 6. Overall ranking of classifiers based on composite scores with corresponding weights for ensemble integration.

Classifier SVM | RC SVM-| LR NB SGD | MLP | PC LDA | KN AB QDA | GB RF ET DT
rbf

Overall Rank 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Weight 0.296 | 0.148 | 0.099| 0.074 | 0.059| 0.049| 0.042| 0.037| 0.033| 0.030| 0.027 | 0.025| 0.023| 0.021| 0.020| 0.018

Cluster Analysis of Classifiers Using Hierarchical and Elbow Methods
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FIGURE 4. Cluster analysis of classifiers using hierarchical clustering (left) and the elbow method (right) to determine the optimal number of clusters for

ensemble model selection.

TABLE 7. Best classifier in each cluster with corresponding classifiers and
normalised weights.

Cluster| Classifiers lesi?ttier Overall| Normalised
Rank | Weight

1 SGD, KN, NB NB 5 0.1079

2 PC, DT, AB PC 8 0.0676

3 MLP, SVM-1bf, LR SVM-rbf 3 0.1810

4 ET, GB GB 13 0.0420

5 LDA, QDA LDA 9 0.0603

6 RF, SVM, RC SVM 1 0.5411

After demonstrating the ensemble model’s superior per-
formance in classifying MI EEG signals with unprecedented
accuracy levels, we must also acknowledge the parallel
advancements in signal processing techniques that enhance
our approach. Notably, a novel non-linear spatiotemporal
filtering technique introduced recently aims to boost the
detection accuracy of movement-related cortical potentials
in single-trial EEG data [33]. This approach significantly
contributes to the field by enhancing the detection accuracy
of cortical potentials, showcasing the capacity of innovative
signal processing methods in improving BCI systems.
Such advancements highlight the importance of integrating
sophisticated signal processing algorithms with ensemble
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learning approaches to expand the possibilities of what BCI
technology can achieve.

A. DIRECT PERFORMANCE COMPARISON

OF CLASSIFIERS

As detailed in Table 2, our evaluation method centers on the
accuracy, precision, recall, F1 score, AUC-ROC, and kappa
to ascertain the most proficient classifiers for our ensemble
model.

This approach highlighted the standout performance of
classifiers like SVM, demonstrating the highest overall
scores across our datasets. These findings confirm that
SVM and other high-performing classifiers offer consider-
able advancements in managing the complexities of EEG
signals.

The performance rankings summarized in Table 3 provide
a holistic perspective on classifier efficacy, ensuring a
balanced and data-driven foundation for the WS-AIEC
model. Our ensemble thus reflects contemporary classifier
capabilities, strategically combined to amplify their strengths.
The results from this direct performance comparison guide
the construction of an ensemble model tailored to excel in
accuracy and reliability.
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Comparative Performance Analysis of WS-AIEC and Top Classifiers Across All Datasets
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FIGURE 5. Classification accuracies of the WS-AIEC model versus the top five individual classifiers across six datasets. Each bar plot
contrasts the accuracy of the ensemble model with the individual performances, highlighting the ensemble’s relative effectiveness.

B. INSIGHTS FROM LEARNING CURVE ANALYSIS

In Figure 3, we showcased the learning curves for all
classifiers on the BNCI2014-002 dataset. The selection of
this dataset as a representative example was due to its general
reflection of trends observed across other datasets. The figure
captures how classifier performance improves with more data
and reveals the point at which further training ceases to yield
benefits—a phenomenon of overfitting.

The quantified learning curve data in Table 4 complements
this visual assessment. We can conclude each classifier’s
reliability and predictive strength by ranking classifiers based
on key metrics such as AUC-CV, CR, and PS. Notably,
classifiers with a low convergence rate across training
iterations demonstrate a robust learning strategy that is less
prone to the pitfalls of overfitting and better suited for
generalizing to new data.

This analysis brought to light several key findings. The NB
classifier, for instance, despite not consistently ranking high
in individual dataset performance, showcased remarkable
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learning stability and generalization as evidenced by its
high rank in the overall learning curve analysis. Conversely,
classifiers like DT, which typically demonstrate rapid early
learning, ranked lower due to less stability in performance as
more data was introduced.

Furthermore, the consolidated learning curve rankings
presented in Table 5 provide a singular, comprehensive
ranking system across all datasets, reinforcing the importance
of generalization in classifier evaluation. This ranking
underscores classifiers’ adaptability to the multifaceted
nature of EEG data, which is often riddled with noise and
inter-subject variability.

C. OPTIMISING ENSEMBLE STRUCTURE THROUGH
CLASSIFIER CLUSTERING

The clustering analysis, as depicted in Figure 4, represents
an advanced stage in our ensemble model’s construction.
Employing hierarchical clustering and the elbow method,
we identified natural groupings among classifiers based on
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TABLE 8. Performance comparison of WS-AIEC and top classifiers.

(a) BNCI2014-001

(b) BNCI2014-002

Classifier | Accuracy| Precision| Recall | F1 AUC- | Kappa Classifier | Accuracy| Precision| Recall | Fl1 AUC- | Kappa
Score ROC Score ROC

WS- 0.9688 0.9700 0.9688 | 0.9687 | 0.9688 | 0.9375 WS- 0.9958 0.9959 0.9958 | 0.9958 | 0.9972 | 0.9944

AIEC AIEC

SVM 0.6542 0.6618 0.6542 | 0.6536 | 0.7687 | 0.5389 SVM 0.7723 0.7843 0.7723 | 0.7720 | 0.7754 | 0.5436

RC 0.6542 0.6560 0.6542 | 0.6506 | 0.7679 | 0.5378 RC 0.7723 0.7846 0.7723 | 0.7724 | 0.7758 | 0.5440

SVM-rbf | 0.6638 0.6709 0.6638 | 0.6623 | 0.7752 | 0.5516 SVM-rbf | 0.7723 0.7861 0.7723 | 0.7719 | 0.7765 | 0.5449

LR 0.6619 0.6694 0.6619 | 0.6619 | 0.7739 | 0.5489 LR 0.7768 0.7852 0.7768 | 0.7768 | 0.7796 | 0.5515

NB 0.6073 0.6105 0.6073 | 0.6025 | 0.7360 | 0.4755 NB 0.7143 0.7200 0.7143 | 0.7141 | 0.7153 | 0.4257

(c) BNCI2014-004 (d) BNCI2015-001

Classifier | Accuracy| Precision| Recall | F1 AUC- | Kappa Classifier | Accuracy| Precision| Recall | F1 AUC- | Kappa
Score | ROC Score | ROC

WS- 0.9625 0.9646 0.9625 | 0.9624 | 0.9625 | 0.9250 WS- 0.9875 0.9879 0.9875 | 0.9875 | 0.9891 | 0.9745

AIEC AIEC

SVM 0.7304 0.7364 0.7304 | 0.7291 | 0.7322 | 0.4624 SVM 0.8274 0.8319 0.8274 | 0.8271 | 0.8287 | 0.6551

RC 0.7290 0.7360 0.7290 | 0.7282 | 0.7314 | 0.4605 RC 0.8191 0.8216 0.8191 | 0.8190 | 0.8195 | 0.6379

SVM-rbf | 0.7331 0.7400 0.7331 | 0.7312 | 0.7345 | 0.4677 SVM-rbf | 0.8312 0.8361 0.8312 | 0.8309 | 0.8325 | 0.6627

LR 0.7297 0.7375 0.7297 | 0.7284 | 0.7329 | 0.4631 LR 0.8267 0.8301 0.8267 | 0.8266 | 0.8277 | 0.6534

NB 0.7173 0.7226 0.7173 | 0.7161 | 0.7183 | 0.4348 NB 0.7917 0.8081 0.7917 | 0.7839 | 0.7920 | 0.5826

(e) Zhou2016 (f) AlexMI

Classifier | Accuracy| Precision| Recall | F1 AUC- | Kappa Classifier | Accuracy| Precision| Recall | F1 AUC- | Kappa
Score | ROC Score | ROC

WS- 0.9458 0.9474 0.9458 | 0.9458 | 0.9462 | 0.8912 WS- 0.9500 0.9517 0.9500 | 0.9499 | 0.9492 | 0.8995

AIEC AIEC

SVM 0.7795 0.7856 0.7795 | 0.7788 | 0.8361 | 0.6695 SVM 0.8056 0.8727 0.8056 | 0.8182 | 0.8489 | 0.7040

RC 0.7672 0.7698 0.7672 | 0.7654 | 0.8269 | 0.6509 RC 0.8056 0.8389 0.8056 | 0.8025 | 0.8494 | 0.6998

SVM-rbf | 0.7860 0.7946 0.7860 | 0.7849 | 0.8408 | 0.6792 SVM-rbf | 0.7778 0.8505 0.7778 | 0.7837 | 0.8327 | 0.6649

LR 0.7745 0.7788 0.7745 | 0.7737 | 0.8319 | 0.6617 LR 0.7770 0.8217 0.7770 | 0.7764 | 0.8321 | 0.6575

NB 0.6805 0.6882 0.6805 | 0.6745 | 0.7589 | 0.5186 NB 0.7500 0.7847 0.7500 | 0.7601 | 0.7938 | 0.6111

their performance characteristics. This step was crucial for
understanding the relationships and redundancies between
different classifiers, allowing us to harness diversity
effectively while avoiding duplication in the ensemble’s
decision-making process.

Table 7 elucidates each identified cluster’s best-performing
classifier and normalized weights. Notably, the clustering
analysis ensures that our ensemble model capitalizes on the
collective strengths of classifiers from each group, enhancing
overall performance through a strategic blend of varied
expertise.

D. RATIONALE FOR SVM AS THE META-CLASSIFIER
Upon consolidating the rankings and clustering insights,
selecting a meta-classifier became pivotal. SVM emerged
as the preferred choice, and for good reasons, elucidated
throughout our discussion. This decision is a product of its
performance and its compatibility with the ensemble.

The choice of SVM is justified by its demonstrated
balance between complexity and generalization, making it
ideal for synthesizing inputs from diverse classifiers without
succumbing to overfitting. Its success in high-dimensional
spaces is particularly salient for the ensemble model, which
must interpret a complex input array from base classifiers.

Moreover, the linear version of SVM offers a compromise
between capturing complex relationships and preserving
interpretability, a balance that is often challenging to achieve.
By opting for SVM, we ensure that our ensemble model
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benefits from improved accuracy and robustness while
maintaining generalizability.

E. ADAPTIVE WEIGHTING: ENHANCING MODEL
PERFORMANCE THROUGH DYNAMIC ADJUSTMENT

The rationale behind dynamic weight adjustment stems from
the understanding that data characteristics can change over
time or across different data segments. Traditional static
weighting approaches do not account for this variability,
potentially leading to suboptimal ensemble performance.
By introducing a mechanism for dynamic adjustment, our
model can better adapt to such changes, thereby improving
its generalization ability and performance on unseen data.
This dynamic approach allows the ensemble to recalibrate the
influence of each classifier based on real-time performance
metrics across varied conditions. We validate this adaptability
through rigorous testing on multiple datasets, ensuring
robust performance across different time segments and under
different operational conditions. This process is crucial for
handling the inherent non-stationarity of EEG signals and the
evolving nature of BCI tasks.

F. COMPARATIVE PERFORMANCE AND FINAL VALIDATION
OF THE WS-AIEC MODEL

The conclusive phase of our research presents a compelling
comparison of the WS-AIEC ensemble model against the
top individual classifiers, as illustrated in Figure 5. This
juxtaposition not only demonstrates the superiority of the
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ensemble approach but also validates the efficacy of our
comprehensive classifier integration strategy.

The bar plots in Figure 5 succinctly contrast the clas-
sification accuracies of the ensemble model with those of
the individual classifiers. The WS-AIEC model consistently
outperforms each classifier, showcasing its robustness and
adaptability across all datasets.

The accompanying Table 8 further quantifies the WS-
AIEC model’s performance, providing a granular view of its
precision, recall, F1 score, AUC-ROC, and Kappa statistics.
These metrics solidify the WS-AIEC’s status as a high-
performing model characterized by balance and precision
across various evaluation dimensions.

G. ABLATION ANALYSIS

To understand the contribution of each component in our
methodology, we conducted a series of ablation studies
by systematically modifying the selection criteria for clas-
sifiers and evaluating the impact on model performance,
as illustrated in Figure 1. We built the ensemble for each
scenario and tested it on two datasets: BNCI2014-002 and
Zhou2016. These datasets were selected because the original
ensemble model achieved the highest accuracy of 0.9958 on
BNCI2014-002 and the lowest accuracy of 0.9458 on
Zhou2016. The results for each scenario are presented in
Table 9 and summarized below. The ablation analysis reveals
several key insights into the importance and interaction of
different metrics and classifiers within the ensemble model.

Firstly, Scenario 1, which utilizes only Comprehensive
Performance Assessment (CPA), shows the most significant
changes in the selected classifiers, indicating that Learning
Curve Analysis (LCA) is crucial in optimizing the ensemble.
In Scenario 2, where only LCA is used, the performance
drop is more pronounced despite having fewer changes in
classifiers (3 changes) compared to Scenario 1 (4 changes).
This suggests that CPA is more critical than LCA, as the
absence of CPA leads to a greater decrease in accuracy even
with fewer classifier changes.

In Scenarios 3, 4, and 5, where one LCA metric is
removed each time, we observe that each scenario results
in only one classifier change. The impact on performance
varies significantly based on the specific metric removed.
Scenario 3, which replaces GB with RF (overall rank 14),
shows minimal performance reduction. In contrast, Scenarios
4 and 5, which replace LDA with RC (overall rank 2) and
GB with SGD (overall rank 6), exhibit greater performance
drops. This highlights that the difference in overall ranking
between the replaced classifiers directly affects performance,
with larger differences resulting in more significant accuracy
reductions.

For Scenarios 6, 7, and 8, where only one LCA metric is
used, the number of classifier changes increases compared
to Scenarios 3, 4, and 5. Scenario 7, with only two changes,
shows a smaller performance decrease than Scenarios 6 and 8,
which have three changes each. Notably, the presence of
CPA in Scenarios 6 and 8 mitigates the performance decrease
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compared to Scenario 2 despite having the same number of
classifier changes. This underscores the essential role of CPA
in maintaining ensemble performance.

A closer look at Scenarios 6 and 8, where three changes
occur, reveals that two (SGD and MLP replacing LDA
and GB) are consistent between the scenarios. The third
change differs from Scenario 6, which replaces PC with AB
(overall rank 11), while Scenario 8 replaces SVM-rbf with
RC (overall rank 2). The slightly higher performance drop in
Scenario 6 corresponds to the greater difference in ranking
between the replaced classifiers, illustrating the importance
of classifier ranking in the ensemble.

Two experiments were conducted in Scenarios 9 and 10 to
investigate individual classifiers’ effectiveness further. First,
removing GB in Scenario 9, the lowest-ranked performer,
resulted in a 1.79% accuracy decrease on BNCI2014-
002 and 1.56% on Zhou2016, indicating that even lower-
ranked classifiers significantly contribute to the ensemble.
Second, removing SVM-1bf (Scenario 10), one of the top
performers, led to a much larger accuracy drop, resulting in
a 7.78% accuracy decrease on BNCI2014-002 and 7.32%
on Zhou2016, highlighting the critical role of higher-ranked
classifiers in the ensemble’s overall performance. Notably,
the ratios of the accuracy decrease—(7.78/1.79) ~ 4.35 and
(7.32/1.56) ~ 4.69—<closely align with the ratio of their
weights in Table 7 (0.1810/0.0420 ~ 4.30). This further
validates the effectiveness and significance of our algorithm
in selecting the most appropriate classifiers for the ensemble
model.

Finally, the ensemble’s performance with static weights
was tested in Scenario 11. Using static weights based on
overall ranks instead of dynamic weights led to a notable
decrease in accuracy, demonstrating the effectiveness of the
dynamic weight assignment algorithm in adapting to varying
data characteristics and maintaining high performance.

As depicted in Figure 6, the performance impact of dif-
ferent ablation scenarios is visually represented, highlighting
the variations in accuracy across the BNCI2014-002 and
Zhou2016 datasets.

This detailed ablation analysis demonstrates the robustness
of our methodology and the significance of each component
in achieving optimal performance. Removing individual clas-
sifiers like GB or SVM-rbf significantly impacts accuracy,
highlighting their importance in the ensemble. Dynamic
weighting also plays a critical role, allowing the model to
adapt to changes in classifier performance and ensuring
consistently high accuracy. Overall, the WS-AIEC model’s
ability to integrate diverse classifiers and dynamically
adjust their contributions based on real-time performance
evaluations sets it apart, achieving superior classification
performance across different datasets.

H. COMPARISON WITH RELATED WORKS

The WS-AIEC model’s performance is further highlighted
compared to the performances reported in related studies.
Table 10 provides a comprehensive comparison, showcasing
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FIGURE 6. Accuracy by ablation scenarios on BNCI2014-002 and Zhou2016 datasets. The figure compares the performance of the ensemble
model across various ablation scenarios, highlighting the impact of different metrics and classifiers on the overall accuracy. The blue bars
represent accuracy on the BNCI2014-002 dataset, while the orange bars represent accuracy on the Zhou2016 dataset. Dashed lines for each

dataset indicate benchmark accuracies.

TABLE 9. Ablation analysis results.

Scenario Selected Classifiers Accuracy on | Accuracy on Zhou2016
BNCI2014-002
Scenario 1: CPA Only SVM, SVM-rbf, MLP, LR, RC, KN 0.8591 0.8127
Scenario 2: LCA Only NB, PC, SGD, RC, SVM, AB 0.8342 0.7981
Scenario 3: CPA + LCA (No Performance Stability) NB, PC, SVM-rbf, RF, LDA, SVM 0.9874 0.9397
Scenario 4: CPA + LCA (No Convergence Rate) NB, PC, SVM-rbf, GB, RC, SVM 0.9836 0.9382
Scenario 5: CPA + LCA (No AUC-CV) SVM, LDA, SVM-rbf, PC, NB, SGD | 0.9841 0.9378
Scenario 6: CPA + LCA (Only AUC-CV) NB, MLP, SVM-rbf, AB, SGD, SVM 0.8865 0.8501
Scenario 7: CPA + LCA (Only Convergence Rate) NB, PC, RF, SGD, SVM-rbf, SVM 0.9438 0.9061
Scenario 8: CPA + LCA (Only Performance Stability) | MLP, SVM, RC, PC, NB, SGD 0.8897 0.8511
Scenario 9: Without GB NB, PC, SVM-rbf, LDA, SVM 0.9779 0.9302
Scenario 10: Without SVM-rbf NB, PC, GB, LDA, SVM 0.9180 0.8726
Scenario 11: Static Weights NB, PC, SVM-rbf, GB, LDA, SVM 0.9716 0.9138

the WS-AIEC model’s superior performance metrics, which
indicate its robustness and advanced classification capa-
bilities. Notably, our model achieves a high classification
accuracy and exhibits proficiency across multiple datasets,
indicating its strong generalization abilities.

In contrast with existing methodologies, the WS-
AIEC model integrates a multitude of classifiers and
employs a unique combination of weighted and stacking
approaches. These strategies are underscored by our adaptive
methodology, which dynamically adjusts classifier weights in
response to data variability, a feature not commonly reported
in the literature. Clustering or segmentation techniques refine
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our ensemble model’s structure, optimizing decision-making
by strategically selecting classifiers.

Particularly noteworthy is the comparison with our pre-
vious work [20], which utilized a significant number of
classifiers across multiple datasets. Our current WS-AIEC
model surpasses the accuracy benchmark set by that study
and demonstrates a marked advancement in ensemble
approaches. On average, the WS-AIEC model exhibits an
accuracy improvement of approximately 1.47%, further
emphasizing the refined methodology’s impact. Moreover,
even in the worst-case scenario, the WS-AIEC model
shows a minimum improvement of 0.87% in accuracy,
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TABLE 10. Performance comparison of WS-AIEC model with related works.

Refrence Classifiers | Datasets EME' WAU? SAU? AME? CST> Accuracy(%)
Nicolas et al., 2014 [34] 1 1 v - v - - 92.00
Rahimi et al., 2016 [35] 3 1 v - v - - 90.27
Mohammadpour et al., 2016 [36] | 3 1 v - - - - 73.42
Datta et al., 2017 [37] 2 1 v - - - - 83.57
Ramos et al., 2017 [38] 3 2 v v - v - 97.48
Chatterjee et al., 2018 [39] 5 1 v - - - - 85.71
Raza et al., 2019 [40] 1 2 v v - v - 81.48
Salimi et al., 2019 [14] 1 1 v - - v - 96.00
Zhang et al., 2020 [41] 1 2 v - - v - 90.12
Tyagi et al., 2020 [12] 3 1 v v - v - 85.83
Norizadeh et al., 2021 [42] 5 2 v - - v - 86.91
Nugroho et al., 2021 [43] 2 1 v - - - - 83.28
Rashid et al., 2021 [44] 4 4 v - - - - 99.21
Wei et al., 2021 [15] 5 2 v - - - - 82.99
Zheng et al., 2021 [45] 1 1 v v - - - 81.58
Sun et al., 2021 [46] 5 1 v - v - - 87.80
Duetal., 2021 [18] 1 1 v v - v - 95.00
Kamihi et al., 2022 [47] 5 1 v - - - - 92.00
Dolzhikova et al., 2022 [17] 1 1 v v - v - 95.58
Quanyu et al., 2023 [48] 4 1 v - - - 91.46
Mehtiyev et al., 2023 [11] 4 1 v v - - 96.98
Almohammadi et al., 2023 [13] | 15 1 v - v - 86.23
Esfahani et al., 2023 [16] 3 2 v v - - - 97.50
Shin et al., 2024 [49] 1 1 v - v v - 91.71
Hossein et al., 2024 [20] 16 4 v v v v - 98.16
This Study 16 6 v v v v v 99.58
TEME: Ensemble Methodology Employed

2WAU: Weighted Approach Used

3SAU: Stacking Approach Used

4AME: Adaptive Methodology Employed

SCST: Clustering or Segmentation Techniques

underscoring the consistent enhancements achieved through
our methodical and adaptive ensemble strategies.

The breadth of classifiers used in the WS-AIEC model,
combined with our comprehensive ensemble strategy, repre-
sents an evolution in MI EEG classification. This progression
resonates with the increasing complexity and variety within
EEG datasets, demanding more sophisticated and adaptive
solutions. Our ensemble model does not simply rely on a large
number of classifiers but utilizes a methodical integration and
dynamic weighting system that facilitates a high degree of
predictive accuracy.

The outcomes highlighted in Table 10 underscore the
superior efficacy of the WS-AIEC model, which not only
improves upon other singular approaches but also advances
beyond our previous research. Despite the variety in datasets
used across the studies we compare, our model demon-
strates exceptional adaptability and robustness, consistently
surpassing the performance benchmarks of earlier works
under equivalent conditions. This adaptability highlights the
WS-AIEC model’s innovative capabilities within adaptive
ensemble approaches, setting a new benchmark for EEG
classification. It is important to note that our comparisons
focus on the highest accuracy achieved by each method, pro-
viding a clear benchmark for assessing the peak performance
and offering a focused comparison of the most successful
outcomes.
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I. LIMITATIONS AND FUTURE DIRECTIONS

While the WS-AIEC model exhibits exceptional classifi-
cation accuracy and robustness, it also presents certain
limitations. The computational complexity, primarily due to
integrating multiple classifiers and the intricate weighting
mechanism, is a pertinent challenge. Future research could
explore optimization strategies to enhance computational
efficiency without sacrificing accuracy.

Additionally, the WS-AIEC’s real-world applicability,
particularly in complex and noisy data scenarios, necessitates
further investigation. Extending its application to real-time
BCI systems and assessing its adaptability to individual user
characteristics are crucial future steps.

Building on the success of the WS-AIEC model, future
research avenues are vast. They include exploring the impacts
of different data preprocessing techniques, the integration
of additional classifiers, or applying ensemble models to
other complex classification tasks. The model’s foundations
in adaptive learning and model optimization set the stage for
these endeavors, providing a robust starting point for future
innovations in dynamic ensemble methods. Future work may
delve into more sophisticated weight adjustment algorithms,
evaluate the consequences of varying evaluation subset sizes
and selection criteria, and incorporate additional performance
metrics into the weight adjustment process to cultivate a more
versatile and responsive ensemble framework.
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While this study focuses on developing an ensemble
model for MI EEG classification using CSP for feature
extraction, future work could explore integrating various
advanced feature extraction techniques. This includes phase-
based approaches, instantaneous phase difference sequences,
divergence-based features, and other innovative methods
mentioned in recent studies [50]. Evaluating these techniques
within our ensemble framework could potentially enhance
classification performance and provide deeper insights into
MI EEG signal processing.

Furthermore, another promising direction is incorporating
learning-based approaches, such as the Hamilton-Jacobi-
Bellman (HJB) equation-based learning scheme for neural
networks. This method could provide a more performing
framework for ensemble learning by leveraging advanced
neural network optimization techniques, potentially leading
to significant improvements in classification accuracy and
model robustness [51].

Future research should also validate the WS-AIEC model
using in vivo datasets to strengthen its practical implications
and reliability. This involves testing the model with data
collected from live subjects under operational conditions,
demonstrating its applicability and robustness in real-world
scenarios, and enhancing its relevance and potential impact
in practical BCI applications.

V. CONCLUSION

In conclusion, the WS-AIEC model represents a significant
leap forward in MI EEG signal classification, offering a
robust and reliable tool that stands out for its accuracy
and adaptability. This study achieves superior performance
by judiciously harnessing the complementary strengths of
diverse classifiers and laying the groundwork for more
nuanced and sophisticated ensemble approaches. Looking
ahead, the methodologies and insights garnered from this
research can be adapted to a range of complex systems, inspir-
ing future innovations in BCI technology and beyond. Our
findings advocate for the continued exploration of ensemble
learning strategies, reinforcing the value of comprehensive
evaluation frameworks in pursuing breakthroughs in EEG
signal processing.
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