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ABSTRACT Existing conversational recommender systems (CRS) use insufficient generality in incorpo-
rating external information using knowledge graphs. The recommendation module and generation module
are loosely connected during model training and shallowly integrated during inference. A simple switching
or copying mechanism is used to merge recommended items into generated responses. These problems
significantly degrade the recommendation performance. To alleviate this problem, we propose a novel uni-
fied framework for collaboratively enhancing conversational recommendations using pre-trained language
models and knowledge graphs (CollRec). We use a fine-tuned pre-trained language model to efficiently
extract knowledge graphs from conversational text descriptions, perform entity-based recommendations
based on the generated graph nodes and edges, and fine-tune a large-scale pre-trained language model to
generate fluent and diverse responses. Experimental results on theWebNLG 2020 Challenge dataset, ReDial
dataset, and Reddit-Movie dataset show that our CollRecmodel significantly outperforms the state-of-the-art
methods.

INDEX TERMS Conversational recommendation system, knowledge graph, large language model, end-to-
end generation, fine-tuning, ReDial, WebNLG 2020 challenge.

I. INTRODUCTION
With the increasing popularity of smart assistants in users’
daily lives, research interest in conversational recommen-
dation systems (CRS) has grown rapidly. The concept of
conversational recommender system originated from the
earliest reviews of conversational recommender systems pub-
lished by Li et al. [1], Sun and Zhang [2], and Zhou et al.
[3] in 2018. CRS can be used to make precise recommen-
dations based on users’ previous implicit feedback (such
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as click or purchase history), while traditional recommen-
dation systems make personalized recommendations based
on users’ implicit feedback. Although existing research pro-
vides user-specific recommendations through dialogue, CRS
remains challenging.

There are two reasons for this: (1) Typical conversations
are short and lack sufficient project information to capture
user preferences. These include the methods proposed by
Chen et al. [4] and Zhou et al. [3]. (2) Difficulty in generat-
ing informative responses with project-related descriptions.
These include the methods proposed by Shao et al. [5],
Ghazvininejad et al. [6] and Wang et al. [7]. Therefore,
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FIGURE 1. The dialogue between a user and the system regarding movie
recommendations is illustrative. Red indicates comments that match
other sentiments. A bolded item (movie) or entity (such as an actor) is
shown.

by leveraging rich entity information contained in structured
knowledge graphs (KG), external information has been intro-
duced recently to enhance item representation. These include
the methods proposed by Chen et al. [4] and Zhou et al.
[3]. Although KG-based methods improve the performance
of CRS to a certain extent, they still suffer from the following
limitations: (1) poor versatility due to the high cost of KG
construction. (2) insufficient integration of knowledge and
response generation, including the method of Lin et al. [8].
Furthermore, most existing CRS datasets are relatively small
due to expensive crowdsourcing costs, including datasets
constructed by Li et al. [1], Zhou et al. [9], and Liu et al.
[10]. End-to-end neural network models trained on these
datasets often overfit and generate unrealistic responses in
conversations.

Therefore, in order to better connect external knowledge
with recommendations in conversations and improve the gen-
erality of the knowledge graph used in training, in this paper,
a novel framework based on pre-trained language models
(PLM) is proposed, that is, a unified framework (CollRec)
with pre-trained language models and knowledge graphs
to collaboratively enhance conversational recommendation
systems. Specifically, CollRec first builds a more versatile
knowledge end-to-end by using PLM (T5) [11] Graphs,
including the generation of node and edge relationships.
Given an input text, the generation of the knowledge graph
is divided into two steps. In the first step, we leverage
the representation power of a pre-trained language model
(T5) and fine-tune it on the task of entity (graph nodes)
extraction, while in the second stage, node relations (graph
edges) are generated using available entity information. The
entire knowledge graph generation is end-to-end trainable.
By combining the generation of nodes and edges, efficient
information transfer between the two modules is achieved,
avoiding the involvement of any external NLP pipeline.
Next, in the conversation recommendation part, CollRec
integrates item recommendation into dialogue generation in
pretrain-finetune mode. To represent project-oriented knowl-
edge graphs as nodes in RGCNs, powerful PLMs are used,
such as DialoGPT [12]. Through the former, PLM generates

fluent and diverse dialogue responses in light of its powerful
language generation capabilities, while the latter facilitates
item recommendation through more accurate structural node
representations.

Using Figure 1, we illustrate the motivation for our work,
since the CRS system may not have a deep understanding of
the items mentioned by the user, so the system will respond
uninformatively with ‘‘It’s Great’’ since it lacks the necessary
knowledge to make recommendations. Chatting doesn’t help
with recommendations either.

Furthermore, our proposal is to evaluate the performance
of recommendations by checking whether the final response
contains the target items and checking the construction effect
of the knowledge graphs. Separate evaluations of knowl-
edge graph generation and dialogue recommendation are
conducted in our work. We conduct extensive experiments
on text-to-RDF generation on the WebNLG+2020 challenge
[13] and the benchmark ReDial [1] and Reddit-Movie [55].
Our CollRec model performs well in both recommendation
accuracy and session quality. Further ablation studies also
demonstrated the superior performance of our method.

In this work, the following contributions can be made:
♦ CollRec is proposed, a conversational push framework

based on PLM. CRS challenges can be solved through
the fine-tuning of large-scale PLM using graph convo-
lutional networks by CollRec.

♦ By constructing the knowledge graph in an end-to-
end manner, we use the representation ability of the
pre-trained languagemodel to fine-tune the entity (graph
node) extraction task to obtain nodes and node features,
and then use the available entity information relation-
ships (graph edges) to generate The edge of the graph.

♦ The results of extensive experiments demonstrate that
CollRec can significantly outperform state-of-the-art
methods when it comes to assessing recommendation
accuracy and quality of sessions.

II. RELATED WORK
Recently, the NLP community’s language model based
on Transformer has achieved success. Among them,
Vaswani et al. [14] completely abandoned the traditional
RNN and convolutional network and used the self-attention
mechanism to build the model structure. Devlin et al.
proposed the pre-trained language model BERT [15].
Raffel et al. [11] used a unified text-to-text converter based
on Transformer to explore the limits of transfer learning.
These models has been pre-trained on a large text corpus,
spawning a series of downstream tasks based on KG, and
CRS is one of them. Currently, RCS work can be classified
into two categories: attribute-based RCS and open RCS.

In terms of knowledge graph construction, some of these
methods have studied a relatively simple graph completion
problem. Li et al. [16] selected sentences with the highest
log-likelihood based on a pre-trained language model to
complete the graph. Yao et al. [17] completed the knowl-
edge graph by fine-tuning BERT. Malaviya et al. [18]
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completed the graph by learning from the local graph struc-
ture and combining transfer learning from the pre-trained
language model to the knowledge graph. All of the above
methods are given partial triples, one of the entities is
usually missing, and the goal is to generate the missing
entity relationship or triplets are formed by ranking entities.
Due to their limitations, these methods are not suitable for
building the entire global graph structure, but are only suit-
able to extend the existing knowledge graph. Furthermore,
other works include Petroni et al. [19] who discussed the
potential of pre-trained language models in unsupervised
open-domain knowledge graph question answering systems.
Roberts et al. [20] measured the knowledge informa-
tion stored in pre-trained language models through ques-
tion answering tasks without context/external knowledge.
Jiang et al. [21] proposed mining and paraphrase-based
methods to automatically generate high-quality and diverse
prompts, as well as a collection method that combines
answers from different prompts. Shin et al. [22] proposed an
automatedmethod called AUTOPROMPT to create appropri-
ate prompt templates for a variety of tasks without additional
parameters or fine-tuning. Li and Liang [23] proposed prefix-
tuning, a lightweight alternative method for natural language
generation tasks that keeps the language model parameters
frozen but optimizes a small (continuous) task-specific vector
(called prefix). The extraction of learned facts and common
sense knowledge from pre-trained models has been proposed
in these works. As these methods are unable to perceive
global graph structures like in the past, they are usually only
useful when patching local graphs.

CRSs with attribute-based recommendations can be
viewed as task-oriented dialogue systems [24] driven by ques-
tions. Using such systems, the user preferences are inferred
from querying items about their attributes and the best
candidates for recommendation are then identified. Using
such systems, the user preferences are inferred from query-
ing items about their attributes and the best candidates for
recommendation are then identified. Existing works have
studied various query strategies, such as reinforcement learn-
ing methods based on adversarial learning. Chen et al. [28]
discussed 20 ‘‘questions’’ to show whether it is possible
to reduce the labor cost (making the manual construction
process less boring) while ensuring the ‘‘quality’’ of the con-
structed knowledge base. Lei et al. [29] proposed a new CRS
framework called ‘‘Estimate-Action-Reflection’’ or EAR to
fill the gap in the missing interaction framework (what ques-
tions to ask about item attributes, when to recommend items,
and how to adapt to users’ online feedback). Deng et al. [30]
developed an RL method based on dynamic weighted graphs
to learn a strategy for selecting actions in each dialogue
round, whether it is asking about attributes or recommending
items. Methods based on generalized binary search, Zou and
Kanoulas [26] proposed a novel interactive method to effec-
tively locate the best matching products between users and
retailers in e-commerce. Zou et al. [27] also proposed a novel
question-based recommendation method Qrec, which helps

users find items interactively by answering questions that
are automatically constructed and algorithmically selected.
In addition, Ren et al. [31] proposed a conversational recom-
mendation system based on adversarial learning (CRSAL),
which designed a completely statistical conversation state
tracker and combined a neural policy agent to accurately
capture the intention of each user from limited conversation
data and generate conversational recommendation actions.
Wu et al. [25] proposed an entropy-based ranking method
to calculate the recommendation algorithm of the target
sequence. Under this premise, graph-based methods have
emerged, including the CRSAL model of Ren et al. [31],
conversational recommendation through user memory rea-
soning of Xu et al. [32], and conversational recommendation
using interactive path reasoning on the graph of Lei et al.
[33]. As well as some methods that use bandit online rec-
ommendation to solve cold start scenarios, including the
contextual gambling method for personalized news article
recommendation by Li et al. [34], a review of conversational
recommendation systems by Christakopoulou et al. [35],
and conversational recommendation for cold start users by
Li et al. [36]. Open CRS is explored through more free-
form conversations, including the following existing works,
among which Li et al. [1] produced the ReDial dataset
containing more than 10,000 conversations on the topic of
providing movie recommendations, and used this dataset
to explore multiple aspects of conversational recommenda-
tion. In particular, new neural architectures, mechanisms,
and methods suitable for forming conversational recommen-
dation systems were explored. Liu et al. [10] proposed a
new task of conversational recommendation based on multi-
type conversations, in which the robot can actively and
naturally guide the conversation from non-recommendation
conversations (such as QA) to recommendation conversa-
tions while taking into account user interests and feedback.
Jiang et al. [37] proposed a frequency-aware cross entropy
(FACE) loss function that improves the CE loss function
by incorporating a weighting mechanism conditioned on
the frequency of tokens. Hayati et al. [38] proposed a new
dataset INSPIRED, which contains 1,001 movie recom-
mendation conversations between people, and measured the
degree of successful recommendations. Ma et al. [39] dis-
cussed bridging the gap between conversational reasoning
and interactive recommendation. Wang et al. [40] proposed a
pioneering conversational recommendation model by jointly
modeling user preferences for recommendations with entity
and context representations captured by a pre-trained lan-
guage model, where a time-aware attention mechanism is
designed to emphasize the most recently appeared items
in the entity-level representation. CRS has released several
datasets in this direction to help promote research in this area.
Such as ReDial [1], TG-REDIAL (Chinese) [3], INSPIRED
[38], DuRecDial [10] and Reddit-Movie [55]. In subsequent
research, KBRD [4] utilized various external knowledge to
improve the performance of open CRS. According to CR-
Walker [39], an approach to introduce related items would be
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FIGURE 2. Model overview of CollRec.

tree-structured reasoning, while in MGCG [10], a transition
strategy from non-recommended dialogues to recommended
dialogues is discussed. Our work lies in the research of open
CRS.

III. METHODOLOGY
In this section, we introduce the details of the proposed
CollRec method, first describing the generation of knowl-
edge graphs that can be used by subsequent methods in
an end-to-end fashion through pre-trained language models.
Secondly, a unified framework for conversation recommen-
dation using pre-trained language models and knowledge
graphs is described. The overall framework of the CollRec
method is shown in Figure 2.

A. USE PRE-TRAINED LANGUAGE MODELS TO GENERATE
KNOWLEDGE GRAPHS
Using the pretrained encoder-decoder language model T5,
where the system is fine-tuned to convert text, our method
generates nodes from text input using a sequence-to-sequence
problem to generate a unique set of nodes that constitute the
graph. As a result of the conversion, nodes are formed, sepa-
rated by special tokens, i.e., <PAD> NODE1 <NODE_SE
P> NODE2 <NODE_SEP> NODE3 </S>, where each

word is represented by the special token NODEi.

1) NODE GENERATION
We first learn node queries to obtain node features, and then
estimate the arrangement to align with the target node order.
As shown in Figure 3.

An embedding matrix is created from the set of learn-
able node queries that are given as input to the decoder.
We also disabled causal masking to ensure that Transformer
can handle all node queries simultaneously. While traditional
encoder-decoder architectures typically use causal masks
as input embeddings of target sequences during training,
or embed self-generated sequences during inference, our
work can be distinguished from traditional encoder-decoder
architectures used to form Compared. Decoder output can
now be read directly as Nd-dimensional node features Fn ∈

Rd×N and passed to the prediction head (LSTM or GRU)
to be decoded into node logits Ln ∈ RS×V×N , where S is
generated The node sequence length,V is the vocabulary size.
A permutation-invariant system avoids remembering a spe-

cific order of target nodes and is configured as:

L ′
n(s) = Ln(s)P,F ′

n = FnP (1)

For s = 1, . . . , S, where P ∈ RN×N is the permuta-
tion matrix obtained using the bisection matching algorithm
between the target node and the greedy decoding node. For
the bipartite matching algorithm to obtain the permutation
matrix, we refer to the bipartite graph matching algorithm
in the DETR (Detection Transformer) [56] method in the
field of target detection. We have made some improvements
to the algorithm, specifically matching the bounding box
and the groundtruth. The model will output a fixed number
of prediction boxes. If the number of predicted values is
insufficient, it will be padded with ∅. The groundtruth of the
label will be consistent with the number of output values, and
the insufficient number will also be padded with ∅. Using the
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FIGURE 3. Nodes are generated using the learned query vectors. The
node features are formed by transforming the input text and query
vectors into embedding matrices. By using node generation heads such
as GRU or LSTM, they are decoded into graph nodes. Edge building blocks
receive the same features.

set loss (calculated using the Hungarian algorithm), even if
the same target is predicted and output multiple times, there
can only be one groundtruth corresponding to it, similar to
NMS. Finally, the model will learn to give the same number
of unclassified predictions ∅ on both sides through training,
because if an output that should not be obtained is given,
it will be punished. Repeat this process to obtain the per-
mutation matrix of the target node and the greedy decoding
node. Next we use the cross entropy loss as the matching
cost function. With the new alignment feature F ′

n, the edge
generation phase can use aligned nodes to generate edges.

2) EDGE GENERATION
We use the node feature set generated in the previous step
for edge generation in this module. This step is schematically
illustrated in Figure 4. In order to determine whether an
edge exists between two nodes, the prediction head takes into
account the pair of node features. Edges can be generated
as a sequence of tokens using a header (LSTM or GRU) by
constructing a sequence of edges, including those not seen
during training.

Since knowledge graphs are usually represented as directed
graphs, it is critical to ensure the correct order (subject-object)
between two nodes. For this purpose, a simple difference
between eigenvectors is suggested using:F ′

n(:, i)−F
′
n(:, j), for

the case where node i is the parent of node j. This approach
allows the model to learn that F ′

n(:, i)− F ′
n(:, j) means i → j,

and F ′
n(:, j) − F ′

n(:, i) means j → i.
We have to generate or predict at least N 2 edges, where is

the number of nodes, in order to check if edges exist between
all pairs of nodes. Ignoring self-edges and ignoring edges
when some of the generated nodes have the <NO_NOD
E> flag can result in some small savings. When no edge
exists between two nodes, we indicate it with the special tag
<NO_EDGE>. For <NO_EDGE> tags/classes, generation
and classification are unbalanced because actual edges are
usually small while <NO_EDGE> is large. We solve this
problem by modifying the cross-entropy loss.

FIGURE 4. Edge construction, using generator (Edge GRU) or classifier
heads. Circles in green indicate graph edges (solid lines), while circles in
blue indicate <NO_EDGE> features (dashed lines).

Here we use Our loss instead of the traditional Cross
Entropy (CE) loss [41], the main idea is to reduce the CE
loss weight of well-classified samples (<NO_EDGE> in our
example), and increase the CE loss of misclassified samples,
as follows, the probability distribution p corresponds to a
single edge and t is the target category:

CE (p, t) = − log (pt) (2)

FL(p, t, γ ) = −(1 − pt )γ log(pt ) (3)

where γ ≥ 0 is a weighting factor such that when γ = 0 the
two losses are equal. On the classification head, this loss can
easily be applied; on the generation head, it must be modified
by arithmetic to obtain the equivalent of pt over the edge
sequence length.

B. KNOWLEDGE GRAPH ENHANCED RECOMMENDATION
The KG-based framework is used to construct the recom-
mender component, with all entities in the context being
extracted to create a user profile embedding. To enhance the
accuracy of our recommendations, we use the retrieved con-
textual keywords in our method to enrich entity information.

First, use GCN to extract the embeddings of all items in
the knowledge graph from the knowledge graph generated by
the pre-trained language model in Section A, and obtain the
embedding set ε. Then according to the context context C ,
extract all the entity items that appear in the conversation,
then find the embedding of these entity items in ε, and then
splice them into a matrixE(C)

∈ Rl(C)×d . The number of rows
of the matrix is the number of entities l(C) and the number of
columns is The dimension d of embedding. Through the self-
attention layer, the embedding matrix E (C) is aggregated into
the user’s preference representation U (C), the formula is as
follows:

u(C) = E(C)
· α (4)

α = softmax(b⊤
· tanh(WαE(C))) (5)

α in the formula represents the self-attention mechanism
score vector of each entity, and Wa and b are the parameter
matrix and vector for linear projection and bias. Input the
user preference representation U(C) into the MLP, and then
undergo softmax normalization to obtain the probability set
p of the candidate entities. Finally, the entity with the highest
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probability in p is selected as the target to be recommended:

p = softmax(MLP(u(C))) (6)

Finally, the cross-entropy lossLrec between the probability
p of the recommended target and the target category p∗ is
calculated:

Lrec = −
1
M

∑M

i=1
log p∗

i (7)

where M is the number of recommendations and p∗
i is the

prediction probability of the target category in the ith recom-
mendation.

While constructing the dataset, the annotators of some
movies may have little or no familiarity with the dialogue
history as a result of sparse entities in the dialogue history.
By adding more entity words to E (C) from the retrieved
reviews, E (C) can be further enhanced. The process of obtain-
ing comment-rich entities can be expressed as:

E (C)
C = Extract (C) (8)

E (C)
= {E (C)

C } (9)

where extract(·) defines the entity extraction operation, and
E (C)
c represents the entity extracted from the context. Based

on rich entities, user embeddings are expected to be bet-
ter represented to produce more accurate recommendation
results.

C. GENERATING RESPONSES BASED ON PLM
Assuming that an input (i.e. conversation history context
{t1,t2, . . . ,tm}) is accompanied by a set of historical utter-
ances, we can concatenate historical utterances into a variety
of contexts C = {w1,w2, . . . ,wn}, where n is the total num-
ber of contexts mark. Therefore, the probability of generating
a response R = {wn+1,wn+2, . . . ,wn+k} is:

PLM(R | C) =

∏n+k

i=n+1
p(wi | w1, . . . ,wi−1) (10)

where PLM(· | ·) represents the PLM of the Trans-
former [14] architecture. N such context-response pairs can
be constructed for multiturn conversations, where N is the
quantity of utterances from the recommender. Using all pos-
sible (C,R) pairs constructed from the conversation corpus,
we then fine-tune the PLMs. As a result, our model not
only inherits the powerful language generation capabilities of
PLMs, but is also able to learn how to generate recommended
utterances from an extremely small CRS dataset.

D. LEARNING OBJECTIVES
In this section, two goals are being pursued: learning node
representations on the knowledge graph, and fine-tuning
the model for generating responses. By optimizing the
cross-entropy of item predictions, we optimize the R-GCN
and self-attention network for the former:

Lkg =

∑
(u,i)∈D1

−log(
exp (tuHT )i∑
j exp(tuH

T )j
) (11)

TABLE 1. Dataset WebNLG (Text-to-RDF).

TABLE 2. Dataset statistics for the dataset ReDial. A number is
symbolized by ‘‘#’’ and an average by ‘‘avg’’.

where item i is a real item, u is the corresponding user history,
and D1 contains all training instances and tuHT

∈ R|ε|.
A further cross-entropy loss, referred to as R, is optimized

for all generated responses. The following formula summa-
rizes the process:

Lgen =

∑
(C,R)∈D2

∑
wi∈R

− log (p (wi |w<i,C)) (12)

where p(wi) refers to the C in Section C and D2 contain
all (C,R) pairs constructed from the dataset. With the joint
action of two objectives Lkg+Lgen, we train the entire model
end-to-end.

IV. EXPERIMENT
In order to evaluate the effect of CollRec, we set up two exper-
iments to test the effect of the model. First, we conducted an
experimental evaluation on the knowledge graph generated
by the pre-trained language model. Next, we conducted an
experimental evaluation on the conversational recommenda-
tion system based on the collaboration of the pre-trained
language model and the knowledge graph.

A. DATASET
1) KNOWLEDGE GRAPH GENERATION
In this part we first use the small-scale WebNLG+ 2020 [13]
dataset. In the 2020 WebNLG Challenge, WebNLG+ corpus
v3.0 is part of a set of two tasks: one generates text based on
a set of RDF triples (subject-predicate-object), and another
analyzes semantics. Used to convert a text description into a
set of RDF triples. In our work, we evaluate the algorithm on
the text-to-RDF task, whose statistics are shown in Table 1.
Each triple is associated with one or more words, so when
the triples are assigned to all words, the size of the total
training, validation, and test set splits is shown in the second
row of Table 1. The data consists of 16 DBpedia categories:
11 categories are used as training and validation sets, and
5 unseen categories are used as test sets.

In order to reduce noise in the data, underscores and sur-
rounding quotes were removed as part of the preprocessing.
Due to a vocabulary coverage mismatch between T5’s tok-
enizer and WebNLG’s dataset, some WebNLG characters
are ignored during tokenization because they don’t appear
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FIGURE 5. For Figure 5(a), X-axis: the number of times the movie is
mentioned; Y-axis: movie number. For Figure 5(b), X-axis: position of
dialogue turns; Y-axis: average number of movie mentions.

TABLE 3. Dataset statistics for the dataset Reddit-Movie. A number is
symbolized by ‘‘#’’.

in T5. For this, we formatted the data to map those missing
characters to the closest available characters.

2) CONVERSATION RECOMMENDATIONS
In this section, we evaluate our CollRec model on the bench-
mark dataset ReDial [1], a dataset built around movies. Since
real-world data in this aspect is quite scarce, most previous
works [1,4,3] also conducted experiments on this dataset.
A summary of the ReDial dataset statistics can be found
in Table 2, and a detailed chart of movie occurrences can
be found in Figure 5(a). It is obvious that this dataset has
a problem of data imbalance because most movies appear
less than five times in the dataset. According to figure 5(b),
the number of dialogues found in a text is related to the
number of occurrences in a movie. We can see that when
the number of dialogue turns is less than 5, the number of
movies presented is less than 2. In addition, we evaluate
our CollRec model again on the Reddit-Movie [54], [55]
dataset, which is still centered aroundmovies and their related
conversation data. Compared with ReDial, the conversations
in the Reddit-Movie dataset tend to contain more complex
and detailed user preferences because they are derived from
real conversations on Reddit, enriching the conversation rec-
ommendation dataset with diverse discussions. The amount
of data in the Reddit-Movie dataset is shown in Table 3.
Before training, we followed the method of [1] to randomly
divide the dataset into a ratio of 8:1:1 and use it as a training
set, a validation set, and a test set.

B. PARAMETER SETTING
1) KNOWLEDGE GRAPH GENERATION
Our pretrained language model uses the T5 ‘‘large’’ (770M
parameters in total) from HuggingFace, Inc [42]. For query
node generation, we also define an embedding matrix

M ∈ RH×N for learnable queries, with a hidden size of
1024 for the T5 model and an 8-node graph is the maximum
number possible. A single-layer GRU decoder withHGRU =

1024 is used for node generation. This is followed by a
linear transformation projection to a vocabulary of size 32,
128 in the node generation head. The edge generation head
uses the same GRU settings, setting the maximum number
of edges to 7. Using a dropout probability of 0.5, we define
four fully connected layers with ReLU nonlinearity for edge
class classification, which is projected into a 407-class edge
space.

We trained all parameters of the fine-tuned model using
the AdamW optimizer with the learning rate set to 10−4.
β = [0.9, 0.999] and decrement to 10−2. A single NVIDIA
A100 GPU was used for WebNLG training with a batch size
of 10 samples.

2) CONVERSATION RECOMMENDATIONS
We improved the 12 transformer layer DialoGPT model2,
which is a small-sized pretrained model. The embedding
dimension is 768. Using R-GCN, we have set the layer count
to 1 and both the entity embedding size and hidden represen-
tation size to 128 for the knowledge graph. For the GPT-2
baseline, we fine-tune small model4. For the BART baseline,
we fine-tune each encoder and decoder of base model 3 to
6 layers with a hidden size of 1024. For the training of all
models, we adopt the Adam optimizer and the learning rate is
selected from {1e − 5, 1e − 4}. The gradient accumulation
step is set to 8, the batch size is chosen from {32, 64}, and
the preheating step is chosen from {500, 800,1000}.

C. BASELINES
1) KNOWLEDGE GRAPH GENERATION
In order to evaluate the performance of the knowledge graph
generation module in CollRec, we use the best-performing
team on the WebNLG 2020 challenge leaderboard as the
baseline, including the following contestants: (1)Amazon AI
(Shanghai) [43] is the Text-to-RDF task Challenge winner.
In this procedure, the entities present in the text are entity
linked with the DBpedia ontology, and then the relation-
ships between these entities are extracted from the DBpedia
database. (2) CycleGT [44], an off-the-shelf entity extractor
is used to identify all entities present in the input text in
the knowledge base building part of CycleGT ’s unsuper-
vised text-to-graph and graph-to-text generation methods,
while a multi-label classifier is used to predict how entities
are related. (3) BT5 [45], concatenate the object-predicate-
subject triples using a large pre-trained T5 model, and
transform the entire text-to-graph problem into a sequence-
to-sequence problem. (4) Stanford CoreNLP Open IE [46],
the method extracts subjects, relations, and objects from the
input text portion of the test set unsupervised. (5)ReGen [47],
a linearized graph representation approach is used to generate
bidirectional text-to-graphs and graph-to-texts using a T5 pre-
trained language model.

VOLUME 12, 2024 104669



S. Liu et al.: CollRec: Pre-Trained Language Models and Knowledge Graphs

FIGURE 6. The impact of the focal parameter γ on the performance of
CollRec (KG), measured by the F1 score of the exact match.

2) Conversation recommendations
In this section, we introduce two baselines of dialogue
and recommendation modules. (1) Transformer [14]. Using
a transformer-based encoder-decoder, the system generates
responses without the need for a recommendation module.
(2) Popularity. By using the historical frequency of movie
items in the training set instead of dialogue modules, it ranks
movie items.

Experimental comparisons are then made between these
baseline models: (3) ReDial. Among its components are a
dialogue generation module [48] that uses HRED, a rec-
ommendation module [49] that uses autoencoders, and a
sentiment analysis module [50]. (4) GPT-2. By integrating
GPT-2’s vocabulary with the project’s vocabulary, we refine
GPT-2 directly. (5) DialoGPT. As part of this fine-tuning,
DialoGPT’s vocabulary is extended to include the same items
as DialoGPT’s. (6) BART. To incorporate the same project
vocabulary into BART, we directly refine it and expand its
vocabulary. (7) KGSF [3]. To learn better semantic repre-
sentations of user preferences, a word-level and entity-level
knowledge graph is merged and fused. (8)KBRD [4]. Model-
ing relationship knowledge between context items or entities
is done through DBpedia’s knowledge graph, and dialogue
generation is based on Transformer.

D. EVALUATION METRICS
1) KNOWLEDGE GRAPH GENERATION
We used the built-in evaluation script inWebNLG 2020 Chal-
lenge [13] to evaluate the generated knowledge graph based
on real-world scenarios, which calculates precision, recall
and F1 scores. However, since the order of the real triples and
the generated triples should not have an impact on the results,
the script searches for the best between the reference triples
and each candidate by ranking all possible (hypothesis-
reference pairs) Best alignment. We then evaluate precision,
recall, and F1-score usingmetrics based on named entity eval-
uation [50] in four different ways. Exact: It does not matter
the type of the triple (subject, predicate, object), the candidate
triple should exactly match the reference triple.Partial: In
whatever type (subject, predicate, or object), the candidate
triple must at least partially match the reference triple. Strict:

TABLE 4. Dataset evaluation results for WebNLG + 2020. The bottom is
the experimental results of the knowledge graph generation module of
our proposed CollRec. Bold black and blue show the best and second
best performance respectively.

There should be exact matches between the candidate triple
and the reference triple, as well as between the element types
(subject, predicate, object).

2) CONVERSATION RECOMMENDATIONS
The recommendation module and the dialogue module are
evaluated separately according to what we have described
so far. Following the previous setup [4,3], we evaluate the
recommendation module via Recall@k (k = 1, 10, 50). The
final generated response is also evaluated end-to-end, i.e.,
in order to determine whether the target item is present in the
final generated response.

In such a setting, Recall@K is calculated based on both
whether the recommended item is successfully injected into
a generated sentence and whether the real item is listed in
the top K recommendations. Consequently, K = 1, 10, 50 is a
reasonable number of models for end-to-end evaluation. Met-
rics automatically generated by the dialogue module include:
(1) Fluency: Depending on how confident you are in the
generated response, you can measure the Perplexity Level
(PPL). (2) Correlation: BLEU-2/4 [51] and Rouge-L [52].
(3) Diversity: This number of different n-grams is known as
distinct-n, which is denoted as the number of different words
divided by the number of distinct-n (Dist-n) [53]. To evaluate
the diversity of responses, Dist-2/3/4 is used at the sentence
level. In addition, the response ratio is also measured using
the item ratio as per KGSF [3].

E. EXPERIMENTAL RESULTS
1) KNOWLEDGE GRAPH GENERATION
Using the WebNLG test set, Table 4 summarizes the main
results of all compared methods. And we visualize it in the
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TABLE 5. Main comparison results on recommendations. R@k refers to Recall@k. CollRec significantly outperforms the baseline.

TABLE 6. Metric performance for the response generation part. where IR stands for item ratio.

form of a chart to view the scores of each model more
intuitively, as shown in Figure 7. It can be seen that the
knowledge graph generation module in our CollRec model
achieves the second best performance based on querying
nodes and class edges and checking the variability of results
through multiple random initializations, and is very close
to the best-performing SOTA ReGen, indicating that our
CollRec has entered the best ranks in the knowledge graph
generation task. In addition, our CollRec model’s experimen-
tal scores in the three types of Exact, Partial, and Strict are
slightly higher than Amazon AI (Shanghai). Since Amazon
AI (Shanghai) is the winner of the WebNLG 2020 Challenge
in the text-to-RDF task, it can be seen that our CollRec model
has good performance in the text-to-RDF task. Furthermore,
this module utilizes focal loss to correct edge imbalances in
the training process.With such small graphs and training data,
the T5model pre-trained on the text corpus of this module can
better handle entity extraction since its representation ability
is four orders of magnitude greater. In addition to allowing
the module to extract nodes, if it is constructed from an
unreliable set of nodes, subsequent stages of edge generation
will also perform poorly.

For the edge imbalance problem, Cross-entropy is replaced
using focal loss. In Figure 6 we show the dependence of
the F1 score (under exact matching) on the focal length
parameter γ ≥ 0, defined previously in Section A in the
Methods section. Among them, γ reduces the relative loss
of well-classified examples while placing more emphasis on
difficult, misclassified examples.We see that the performance
is sensitive to the choice of γ , with γ = 3 achieving better
results.

TABLE 7. Comparison results on ablation study.

2) CONVERSATION RECOMMENDATIONS
As shown in Table 5, we examined the main experimental
results in both our CollRec and baseline models. The rec-
ommended modules and the final integrated system perform
differently, as can be seen by the performance gap. In the
evaluation of the recommendation module, the KGSF model
achieved a Recall@1 of 3.9%, while in the evaluation of the
final generated response, it achieved a Recall@1 of 0.9%.
As a result, previous solutions to session recommendation
significantly degraded performance because of the integra-
tion strategy used.

In addition, fine-tuning PLM on the CRS dataset is effec-
tive. We can see that compared with non-PLM-based meth-
ods, whether fine-tuning BART/DialoGPT/GPT2 directly on
ReDial or on Reddit-Movie has achieved significant perfor-
mance improvements in recommendation, which shows that
our CollRec has good model generalization ability. However,
the experimental data on Reddit-Movie is lower than ReDial
to a certain extent, indicating that when the number of con-
versations and item recommendations is small, it is easy to
cause a certain degree of overfitting of the recommendation
model.

Whether on ReDial or on Reddit-Movie,Our model signif-
icantly outperforms SOTA in recommendation performance.
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FIGURE 7. The performance of six models (including our CollRec) on the evaluation indicators F1, Precision, and Recall under Exact, Partial, and Strict
respectively.

FIGURE 8. Y-axis: memories. For Figure 9(a), X-axis: movie mention
range. For Figure 9(b), X-axis: turns.

The CollRec score of Recall@k (k = 1, 10, 50) achieved
under end-to-end evaluation reveals the superior performance
of PLM through a unified framework that integrates design
into a single system.

Table 6 shows Dist-2/3/4, BLEU-2/4, Rouge-L and PPL.
In this regard, we can see PLM enables CollRec to gener-
ate more diverse responses than other baselines on Dist-n.
Previous work suffers from insufficient resources due to
small CRS data sets and often produces meaningless and
single responses. Conversely, CollRec has a stronger item
ratio score than the baseline, which suggests that our model
makes more frequent recommendations. We also found that
CollRec and PLM-based methods consistently perform better
than non-PLM-based methods on all metrics. In dialogue
generation, PLM performs better than other solutions.

F. ABLATION EXPERIMENT
For our CollRec model, in addition to the full model (1)Coll-
Rec, we evaluate three variants: (2) CollRec w/o KG, where
we remove the knowledge graph part; (3)CollRec w/o PLM,
where based The recommendation part of PLM was deleted,

and only recommendations based on the knowledge graph
were used.

We then show the performance comparison of CollRec
variants. Table 7 shows the recommendation performance and
generation results for both variants as well as the overall
model. Deleting the word recommendation part based on
PLM will cause R@k and Item Ratio to decrease signif-
icantly. CollRec’s PLM-based recommendation component
is crucial to the performance of project recommendations.
In addition, we can find that the fine-tuning of recom-
mendation methods enhanced by knowledge graphs helps
achieve better recommendation performance. In addition to
improving recommendation performance, node representa-
tions learned from CollRec’s knowledge graph can be used
to model user preferences and act as better targeting effects
for various types of data.

G. QUALITATIVE ANALYSIS
A conversational example is provided in this section to
demonstrate how our model operates.

In Figure 8, Explorer states that he likes horror movies.
CollRec Responses generated with our model are more con-
sistent with the context of the keywords scary and recommend
the horror movie ‘‘It(2017)’’ whereas KGSF generated a
safe response ‘‘Hello!’’. Besides, our CollRec recommended
another horror movie released in the last century, ‘Psycho’
(1960), after the explorer stated he watched the old version of
‘‘It (1990)’’. This is probably because CollRec indicates the
searcher is interested in old horror films. It is apparent from
Figure 8 that the CollRec tends to generate richer responses
than the KGSF. Additionally, we found that KGSF always
generates ‘‘I would recommend item’’ (in this case Get out
(2017) replaces item) and ‘‘I would recommend it’’. Movie
items were successfully integrated into the first response
pattern, but incomplete recommendations were given by the
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FIGURE 9. A conversation example to illustrate CollRec.

FIGURE 10. Scatter plot of proposals generated by the pr-trained
language model and ground-truth item frequencies.

second pattern, which resulted in a flaw in the KGSF replica-
tion algorithm.

H. FURTHER ANALYSIS
1) DATA IMBALANCE ANALYSIS
A disbalanced distribution of movie frequency can be
observed among different movies, as we discussed earlier.
Figure 9(a) shows the Recall@30 and Recall@50 scores
for movie mentions to study the effect. We can see that
low-frequency movies (less than 10 mentions) have much
lower recall scores than high-frequency movies (>100 men-
tions). Nonetheless, ReDial’s dataset contains a majority of
low-frequency movies (5470 out of 6924), leading to low
overall performance.

2) COLD START ANALYSIS
The ReDial dataset has a cold start problem. The model
has difficulty recommending precise items in the first few
rounds of the conversation. In Figure 9(b), we compare Coll-
Rec scores across different dialogue turns at Recall@30 and
Recall@50. Generally speaking, we can see that the recall
rate gets higher and higher as richer information is gradually
obtained from the conversational interaction.When it exceeds
5 rounds, the score starts to decrease. Due to the progress
of the conversation, Seekers may become less satisfied with
high-frequency recommendations and prefer more personal-
ized ones, making prediction more difficult.

V. CONCLUSION
In this work, we address the problem of pre-trained language
models and knowledge graphs synergistically enhancing the
performance of conversational recommendation systems, for
which a novel multi-stage system called CollRec is proposed.
The proposed system divides the entire session recommenda-
tion task into two steps. In the first step, a pretrained language
model is used to generate nodes from the input text. The
generated node features will then be used in the subsequent
steps of edge generation to build a tailored, smaller-scale
knowledge graph that satisfies the entity scope. In the second
step, we integrate item recommendations into the gener-
ation process. Specifically, we fine-tune large-scale PLM
and relational graph convolutional networks on the knowl-
edge graph constructed by the first step. Experiments with
the CollRec system on text-to-RDF task generation on the
smaller WebNLG dataset and extensive experiments on the
CRS benchmark dataset ReDial demonstrate that by building
targeted knowledge graphs and unifying response generation
and item recommendation into existing In PLM, CollRec
significantly outperforms state-of-the-art methods.

VI. DISCUSSION AND FUTURE WORK
In this section, we discuss the strengths and limitations of our
CollRec model and suggest possible future work.

A. ADVANTAGES AND LIMITATIONS
The advantages of our CollRec model include using its
own knowledge graph built based on user context informa-
tion as external information when making recommendations.
By matching the key words in the user context with the
trained corpus in the pre-trained language model, the graph
nodes and features related to the recommendation are effi-
ciently extracted and used for graph relationship generation.
This method can effectively reduce the size of the knowl-
edge graph without missing relevant nodes, improving the
interpretability of the CollRec model in the recommendation
results. In addition, as shown in Figure 8, since CollRec
uses a fine-tuned large-scale pre-trained language model for
response generation, the generated responses can more accu-
rately understand the questions raised by users and generate
replies that are closer to real humans. This makes the recom-
mendations of the CollRec model richer and more humane.
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However, our CollRec model also suffers from popularity
bias. Popularity bias refers to a phenomenon where popular
items are recommended more often than their popularity
would indicate [57]. Figure 10 shows the popularity bias
in the recommendations of a pre-trained language model,
although it may not be biased towards popular items in the
target dataset. On ReDIAL, the most popular movie, such as
Avengers: InfinityWar, appears about 2% of all real items; on
Reddit-Movie, the most popular movie, such as Everything
Everywhere All at Once, appears less than 0.3% of the time
in real items. But for the recommendations generated by the
pre-trained languagemodel (most LLMs have similar trends),
the most popular item, such as The Shawshank Redemp-
tion, appears about 5% of the time on ReDIAL and about
1.5% of the time on Reddit. Compared to the target dataset,
the recommendations containing the pre-trained language
model are more concentrated on popular items, which may
lead to further problems such as bias amplification loops
[57]. In addition, the recommended popular items are similar
across different datasets, which may reflect the popularity of
items in the pre-trained language model corpus.

B. FUTURE WORK
About CRS. Our results show that recommendation perfor-
mance is affected by dataset size and popularity bias. Next,
we need new datasets from different sources, such as crowd-
sourcing platforms, discussion forums, and real-world CRS
applications with various domains, languages, and cultures.
More CRS models should be systematically re-benchmarked
to fully understand their recommendation capabilities and the
characteristics of CRS tasks.
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