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ABSTRACT The rapid expansion of online learning has ushered in new educational opportunities, but
concurrently introduced challenges in preserving academic integrity during assessments. This transition
accentuates the need to address the heightened risks of e-cheating, encompassing various forms of
academic dishonesty and potential misuse of advanced tools such as ChatGPT. To tackle these challenges,
this paper proposes a pioneering multi-stage detection system that synergises geographical verification
with behavioural analysis, offering a nuanced understanding of cheating behaviours in diverse online
learning scenarios. The core innovation is an intelligent agent (multi-IA) incorporating an IP Detector
for geographical verification and a deep learning-based Behavioural Monitor (known as DenseLSTM) for
analysing response behaviours. This novel amalgamation enhances adaptability and accuracy in e-cheating
detection, thereby fortifying the credibility and integrity of online assessments. Empirical analysis validates
the multi-TA system’s efficacy, demonstrating remarkable accuracy in classifying candidate behaviours and
effectively discerning between normal and potentially fraudulent responses. These findings underscore the
system’s potential as an invaluable asset for educational institutions and educators in preserving the integrity
of online assessments, and supporting the growth of online learning.

INDEX TERMS Online assessment integrity, e-cheating detection, intelligent agent in education, behavioral
pattern analysis.

I. INTRODUCTION

As the digital transformation of education accelerates, online
learning environments have become the new frontier in
educational delivery. The Covid-19 pandemic has further
accelerated this trend, as institutions decisively transitioned
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to remote education in response [1], [2], [3]. However,
while online learning offers numerous benefits, it also
presents novel challenges, particularly in maintaining aca-
demic integrity during synchronous online assessments.
The remote and impersonal natures of online assessments,
without the traditional oversight settings, raises concerns
about increased risks of academic dishonesty, including
cheating and collusion [4], [5], [6]. Our work specifically
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focuses on addressing these challenges within the context of
synchronous online assessments, where real-time evaluation
is crucial for ensuring academic integrity.

In virtual learning spaces, maintaining honesty is par-
ticularly challenging. The impersonal setting of online
assessments amplifies the risk of dishonest practices such as
cheating and collusion [7]. Furthermore, the emergence of
sophisticated deep learning (DL) tools like ChatGPT, while
transformative in the educational applications, raises new
concerns about their potential misuse in facilitating academic
dishonesty.

The critical question that arises is, ‘“‘Can current computing
technologies effectively mitigate the risks of academic
dishonesty in synchronous online assessments?”” Extensive
research and evidence indicate a rising prevalence of assess-
ment misconduct, commonly termed e-cheating, in online
educational settings [8], [9], [10], [11], [12], [13], [14].
Conventional misconduct detection methods, often designed
as single-stage detection systems in nature, face challenges
in identifying subtle forms of cheating and typically require
extensive oversight, which diminishes their practicality [15],
[16], [17].

These approaches are tended to focus on a single type of
data or analytical method, limiting their ability to capture the
complex patterns of e-cheating. Imagine a system designed
only to spot plagiarism; it might do well in that specific task
but could miss other cheating forms like students working
together secretly (collusion) or using more clever, combined
methods to cheat. The world of online learning is varied -
students behave and respond differently, and their actions
don’t always follow a predictable pattern [18], [19]. This
variety makes it hard for systems that only have one way
of looking at things (single-stage detection systems) to
accurately adapt and identify all the different ways students
might misconduct. The dynamic nature of online learning,
where student behaviours are not uniform, poses a significant
challenge to the adaptability and accuracy of single-stage
detection systems.

In response to these challenges, there is a growing need
for multi-stage detection systems. We therefore present a
comprehensive strategy that employs multi-stage strategy
by implementing both behavioural and technological inter-
ventions, addressing the inherent limitations of previous
methods. Our method aims to provide a nuanced under-
standing of the multifaceted nature of cheating behaviours,
capturing a spectrum of dishonest activities that are often
overlooked by singular analytical techniques.

Our study’s novelty lies in the development of an intelligent
agent that proactively monitors candidates’ activities during
synchronous online assessments. Specifically, our approach
introduces an intelligent agent (multi-IA) comprises two
key modules: the IP Detector, responsible for identifying
suspicious behaviours through IP address monitoring, and the
DL-based Behavioural Monitor, which analyses candidates’
response behaviours. By unifying these two technological
modules, our multi-IA system offers a more holistic and
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robust framework for detecting e-cheating. This multi-stage
strategy not only enhances the detection of academic dishon-
esty but also reinforces the overall credibility and integrity
of synchronous online assessments. This is especially crucial
in an era where sophisticated tools like ChatGPT could
unintentionally facilitate academic dishonesty by providing
instant, complex responses. Through this strategy, we strive to
equip educators with a comprehensive and efficient solution
that curbs the risks of e-cheating and fortifies the credibility
of synchronous online assessments.

Hence, the main contributions of this paper are outlined as
follows:

o Advancing the field of academic integrity by propos-
ing a multi-stage detection system, which synergises
geographical verification and behavioural analysis. This
strategy represents a significant step forward in employ-
ing computational technologies to combat academic
dishonesty in online learning environments, addressing
a gap in current research.

o Introducing an innovative e-cheating multi-IA for
advanced misconduct detection. The multi-IA amal-
gamates an IP Detector and a DL-based Behavioural
Monitor named DenseLSTM, which, to the best of
our knowledge, represents a novel combination of
techniques not explored in the existing literature.

o Conducting an exhaustive analysis of IP address
detection and behavioural patterns monitoring in syn-
chronous online assessments, enhancing understanding
of academic integrity challenges in such contexts. This
analysis provides valuable insights into the effectiveness
of multi-stage detection in identifying e-cheating.

The remainder of this paper is organised as follows:
Section II reviews the related works of existing approaches.
Section III describes the methodologies employed by the
multi-IA, while Section IV details the data collection process
and its procedures of this study. Section V presents the
experimental setup, followed by the analysis of results and
discussion. A conclusion is summarised in the final section.

Il. RELATED WORK

This section focuses on reviewing relevant works that explore
the use of network technologies and behaviour analysis
as effective approaches to detect and identify “‘suspected”
cases of misconduct during synchronous online assessments,
as tabulated in Table 1.

To provide a comprehensive comparison of our pro-
posed multi-IA system with existing methods for detecting
online assessment misconduct, we have conducted a thor-
ough analysis of various network technology-based and
behaviour analysis-based approaches. In the realm of network
technology-based methods, studies such as [22] and [23] have
explored the use of wireless communication and dynamic
profile questions to identify and prevent cheating. While these
approaches have shown promise in detecting certain forms
of misconduct, they may face challenges in identifying more
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TABLE 1. Summary of related works.

Reference Assessment Method Highlights
(201, [21]. [22] MCQ Network Tech. - Framework for secure online e)‘(ams 'with ‘v&firel'ess technology.
- Implement IP address for candidate identification.
23] N/S Network Tech. - Im.p.lement dyn.amic profil'e questions to prev?nt mis.conduct:
- Mitigate exam impersonation through dynamic profile questions.
[24] N/S N/S - Secure online exams with randomised questions and tab locking.
(251, [26] N/S Network Tech. Address.the challer.lges of acces?ibility and relial?ility ?f network connection.
- Emphasise prevention and ongoing research for integrity.
[27], [28] N/S Behaviour Anal. - Implement a proctoring system to monitor candidates’ behaviour.
(291, [30] N/S Behaviour Anal. Evaluate. responée Patt.erns and monitor candidate beha‘viour. .
- Emphasise the similarity of response patterns among different candidates.
[311, [32], [33], [34] N/S Behaviour Anal. - Implement face detection to monitor candidate behaviour.

MCQ = Multi-choice question; N/S = not specified;

subtle or complex cheating behaviours. Our multi-IA system
addresses these limitations by incorporating both network
analysis and behavioural monitoring, enabling a more
comprehensive detection of various types of misconduct.

Behaviour analysis-based methods, such as those proposed
by [29] and [30], have focused on evaluating response
patterns and monitoring candidate behaviour to identify
cheating. These approaches have demonstrated the impor-
tance of considering factors such as response consistency
and completion times. However, they often rely on man-
ual analysis by invigilators, which can be subjective and
challenging to scale for large-scale assessments. Our multi-
IA system overcomes these limitations by automating the
behavioural analysis process using DL techniques, enhancing
the objectivity and scalability of the detection mechanism.
Furthermore, our proposed system distinguishes itself from
existing methods by integrating both network analysis
and behavioural monitoring into a unified framework.
By leveraging the strengths of both approaches, our multi-IA
system offers a more robust and comprehensive solution for
detecting online assessment misconduct. The combination of
IP address monitoring and deep learning-based behavioural
analysis enables our system to identify a wider range of
cheating behaviours while minimising false positives and
false negatives.

In summary, our multi-IA system advances the state-
of-the-art in detecting online assessment misconduct by
addressing the limitations of existing network technology-
based and behaviour analysis-based methods. By providing
a more comprehensive and automated approach, our system
contributes to the development of effective strategies for
ensuring the integrity of online assessments in educational
settings.

A. NETWORK TECHNOLOGY

The rapid growth of network technology has revolutionised
remote access to digital resources, facilitating continuous
monitoring of candidates’ device usage and network traffic.
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This enables the identification of suspicious activities and
potential instances of academic dishonesty by leveraging
wireless communication technology. [22] conducted a study
that highlighted the significance of monitoring candidates’
use of internet messengers for communication, as most
assessment misconduct incidents occurred due to unmoni-
tored communication through these platforms. It is important
to note that even without internet messengers, candidates can
still engage in discussions if they are in the same physical
location.

A study conducted by [23] sheds light on the mech-
anisms of wireless communication in synchronous online
assessments. The study implemented a system that monitored
participants during an assessment by employing dynamic
profile questions within an online course. The results
provided valuable insights, indicating that participants who
engaged in cheating through impersonation showed a higher
tendency to share information using mobile devices, resulting
in distinct differences in their response times compared to
non-cheating participants. In addition, [24] suggested the
randomisation of question banks as a method to enhance
the integrity of the assessment process. While randomising
the question sequence can provide additional measures for
detecting and addressing potential instances of misconduct,
it is important to note that anomalies or patterns of unusual
behaviour can still be identified and investigated, even when
the question sequence is randomised.

A further review conducted by [20] also emphasised the
significance of strengthening network protocols to enable
techniques such as ‘“‘suspected” case detection to address
synchronous online assessment misconduct. Candidates
were remotely monitored during an assessment, and their
behaviours were simultaneously assessed with randomised
questions presented through a dynamic profile. Results
indicated that candidates who impersonated shared the
most information through instant messaging, and conse-
quently, their response times were significantly different
from other candidates. Additionally, [21] highlighted a
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potential challenge associated with the use of IP addresses
for candidate identification in the context of addressing
assessment misconduct. They point out that relying solely
on IP addresses may create confusion, especially in scenarios
where multiple candidates are located in the same building.
This limitation emphasises the need for additional techniques
to enhance the prevention and detection of assessment
misconduct during synchronous online assessments.
Moreover, the accessibility and reliability of internet
connections pose significant challenges in conducting syn-
chronous online assessments. For instance, [25] and [26]
have shown that not all candidates have access to reliable
internet connections in their homes, especially in remote or
rural areas. This lack of access can impede their participation
in synchronous online assessments and limit their ability to
fully engage in the learning process. Even for candidates
with internet access, the speed and stability of the connection
may not always meet the requirements for smooth online
experiences. Fluctuations in internet speed and frequent
disruptions can interrupt the assessment process, causing
frustration and potential disadvantages for certain candidates.

B. BEHAVIOUR ANALYSIS

Behaviour analysis has received significant attention as a
robust method to identify potential instances of cheating and
plagiarism, with strong support from statistical evidence [27],
[28]. However, to design effective behaviour analysis tech-
niques, it is essential to understand the psychological and
sociological theories that underpin human behaviour. For
instance, social cognitive theory emphasises the role of
observational learning and social influences in shaping
behaviour, providing valuable insights into how candidates
may engage in cheating or academic dishonesty. Moreover,
considering the contextual factors that influence behaviour,
such as the competitive nature of the assessment environment
or the presence of peer pressure, enhances the accuracy and
reliability of behaviour analysis techniques.

Various approaches have been proposed to leverage
behaviour analysis in effectively detecting assessment mis-
conduct. Early work done by [35] and [36] suggested the use
of proctoring security software, which allows invigilators to
monitor candidates’ computer screens through an instructor
control view. While these approaches have shown promise,
they rely on the installation of specialised software and
may face challenges in cases where the software is not
installed or when there is an unstable connection. Notably,
[29] emphasised the importance of evaluating the regularity
of candidates’ response patterns, including factors such as the
regression of testing time on response scores or the similarity
of response patterns among different candidates.

Furthermore, [30] sheds light on the significance of mon-
itoring candidate behaviour to identify cheating, specifically
through the analysis of the number of revisions made and the
pattern of response times. By scrutinising these behavioural
indicators, it becomes possible to detect irregularities that
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may indicate dishonest practices. Although the response
pattern is considered of lesser importance in this study, it still
contributes to the overall detection process by providing
additional information and potential evidence of cheating.

Additionally, several studies conducted by [31], [32], [33],
and [34] have explored the application of face detection,
specifically by monitoring the yaw angle among candidates
using cameras, to detect potential instances of cheating or
suspicious behaviour during assessments. These biometric
approaches offer valuable insights into enhancing assessment
integrity. However, a significant challenge arises from the
reliance on invigilators to monitor candidates during the
assessment and ensure compliance with rules and regulations.
Requiring candidates to attach cameras for monitoring
purposes can introduce logistical complexities and may not
be feasible or suitable for all assessment scenarios, thereby
limiting the widespread implementation and effectiveness of
these biometric methods.

However, despite the effectiveness of behaviour analysis
in detecting misconduct, a significant limitation of these
approaches lies in their reliance on manual analysis by
invigilators. This reliance introduces subjectivity, potential
human error and practical challenges in scaling the detec-
tion process for large-scale assessments. Therefore, further
research and development of automated systems or intelligent
algorithms are necessary to enhance the objectivity, accuracy
and scalability of behaviour analysis in combating e-cheating.

C. MOTIVATION

In the realm of countering fraudulent activities, various
methods have been explored, including the use of network
technology and behaviour analysis, as summarised in Table 1.
While each approach has its merits, they also have its
limitations in effectively preventing e-cheating. Additionally,
many institutions face financial constraints that hinder their
ability to invest in expensive anti-cheating technologies such
as online proctoring or secure browsers. Consequently, there
is a significant demand for a comprehensive and intelligent
solution that combines these approaches, thereby improving
the detection and prevention of cheating behaviours in
synchronous online assessment.

In this study, we propose a new case study focused on
detecting abnormal behaviour of candidates during syn-
chronous online assessments and, consequently, preventing e-
cheating. Our approach involves the utilisation of a multi-IA
functioning as a proactive monitoring system. The multi-IA is
designed with advanced network protocol detection and DL
techniques, enabling it to actively monitor candidates’ activ-
ities during synchronous online assessments. By analysing
behaviour patterns, response times and other relevant factors,
the multi-IA can identify abnormal behaviour indicative of
potential cheating.

lIl. METHODOLOGY
To enhance the clarity of our system, we present the architec-
tural framework of a multi-IA system meticulously designed
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FIGURE 1. lllustration of the E-Cheating Multi-Intelligent Agent (multi-1A)
framework. The framework comprises two key modules designed to
detect and prevent misconduct in synchronous online assessments. The
modules include the IP Detector, responsible for identifying “suspicious”
behaviours through IP address monitoring, and the DL-based Behavioural
Monitor, which analyses candidates’ response behaviours.

for identifying and preventing suspicious behaviours during
synchronous online assessments. The foundational compo-
nents of our multi-IA system consist of two key modules:
a network IP Detector and a Behavioural Monitor. These
modules work in tandem to provide a comprehensive
approach to misconduct detection. The intricate details of the
system structure are elucidated in Figure 1, offering a visual
representation of its functioning and the dynamic interaction
between the IP Detector and Behavioural Monitor.

Our multi-IA system is strategically developed to align
with the intricacies of online assessments prevalent in
colleges and universities. It accommodates a diverse range
of assessment formats, including multiple-choice ques-
tions (MCQ), True/False (T/F) questions and short-answer
questions. Notably, our system’s flexibility extends to its
compatibility with any online assessment platform, making it
a universal solution applicable across diverse infrastructures.
This adaptability ensures seamless integration, regardless of
the specific technology or Learning Management System
(LMS) in use. Moreover, the multi-IA system is designed
to scale effectively, meeting the requirements of different
class sizes. This scalability feature highlights the system’s
robustness and its ability to perform optimally in various
educational settings.

A. IP DETECTOR

Referring to Figure 1, we present the IP Detector module,
a crucial component within our framework, designed to
bolster first-stage authentication through IP address mon-
itoring. IP addresses, expressed as a set of four numbers
(e.g., 192.158.1.38), serve a crucial role in identifying and
tracking network connections, validating the legitimacy of
a candidate’s location, and uncovering suspicious activities
related to unauthorised access. Additionally, IP addresses
offer insights into the consistency of a candidate’s online
behaviour, enabling the detection of anomalies or discrep-
ancies across assessment sessions, indicative of potential
misconduct or unauthorised behaviour.

106060

Algorithm 1 IP Detector

INPUT: IP address from a new candidate E
OUTPUT: Classification result D

Let IPpp be the list of real-time IPs of size N
if E is not in IPpg then
Add new IP address E to the database IPppg
return an assigned random question set D to E
else
for i > 1toN do
if £ is found in IPpg[i] or E has high similarity
in IPpg[i] then
return a different question set D to E
end if
end for
end if

In our framework, we utilise the similarity between the
initial and last two numbers of the IP address as a triggering
factor for detecting suspicious cases. Addressing concerns
about the reliance on IP consistency, our methodology
considers the prevalence of static IP addresses allocated by
many internet service providers to residential customers.
As corroborated by various studies [37], [38] and confirmed
through our analysis in Section V-CI1, static IPs exhibit
infrequent changes, establishing them as a reliable metric
for our monitoring efforts. By incorporating this awareness
into our analysis, we aim to ensure the robustness and
applicability of our monitoring efforts across a spectrum of
educational settings.

Empowering the IP Detector module to effectively
track and monitor candidate IP addresses, our approach
contributes to the identification of suspicious behaviours,
thereby augmenting the overall security of synchronous
online assessments. As depicted in Figure 1, the framework
seamlessly retrieves the IP address of each candidate. Every
candidate is initially assigned a random assessment question
set, such as Set A. Upon candidate login, the IP Detector
module retrieves their IP address from the IP storage. If the IP
address is flagged as “‘suspicious” in the IP list (as indicated
by the “red” numbers in Figure 1), the multi-IA system
promptly notifies the invigilator and recommends generating
a different set of questions, such as Set B, for the candidate.

Algorithm 1 succinctly outlines the complete IP detection
process. The impacts of this module are further explored in
Section V-A, providing a comprehensive evaluation across
our online assessment formats and addressing concerns raised
regarding the efficacy and applicability of our method.

B. BEHAVIOURAL MONITOR

Assuming the successful assignment of assessment question
sets by the IP Detector, as illustrated in Figure 1, the
Behavioural Monitor module plays a crucial role within the
multi-IA framework. This module is intricately designed

VOLUME 12, 2024



L. C. O. Tiong et al.: Advancing Online Assessment Integrity: Integrated Misconduct Detection

IEEE Access

_ 1 Q2 Q3 Q20 Time Total P
Given | geore | 9" | Seore | O | seore | OV | seore | OV | Sepre (Minutes)| Score
Answer] Answer, Answer] Answer| Answer| .
4 2 2 0 3 2 5 3 15 40 175.116.139.44
ol rl. T[]0

One-hot encoded features Long Normal Short == Answering duration

FIGURE 2. Generation of the one-hot encoded feature. The encoded
feature vector is created by representing the scores of each question and
the time taken for completion. Each question score is represented as a
binary value, where a value of 7 indicates a correct answer and a value of
0 represents an incorrect answer. The time taken for completion is also
included as a feature in the vector.

to identify and flag abnormal behaviours in candidates’
answering patterns and response times. To accomplish
this, we have implemented this module in our multi-
IA system utilising a DL approach, namely DenseLSTM.
This module analyses the candidates’ behaviour by exam-
ining their sequence of responses, the time taken to
answer questions and performance disparity. When the
multi-IA system detects abnormal behaviour, it promptly
triggers an alert to the invigilators, enabling them to
investigate the flagged candidates and take appropriate
actions.

1) PREPROCESSING
A crucial preprocessing step was conducted to represent
raw data records for the development of our multi-IA
system. Each raw data record was transformed into a one-
hot encoded feature, which effectively captured the behaviour
of the candidate. Specifically, the raw data record included
information such as the pattern of answer results for the N
questions, the total time (in minutes) taken to complete the
assessment and the final score. This preprocessing step aligns
with the methodology advocated by [23] and [29], which
underscored the significance of scrutinising the consistency
within candidates’ response patterns. By encoding these
aspects of behaviour into a format amenable to DL, the
multi-IA system gains the capability to subtle patterns and
correlations within the data—nuances that may elude human
evaluators.

Specifically, we define an encoded input vector as R €
1 x M, where M = 23. The first 20 elements represent the
candidate’s responses to the N questions, where N is set to
20. These elements contain [1, 1,0, - - - , 0] with the values
1 and O denoting a correct or incorrect response, respectively.
The last three elements of M define the answering duration,
e.g., long, normal or short. The candidates’ behaviours are
classified into either “normal” or “suspected”. To identify
these behaviours, we followed the concept by [23] to
analyse behaviours, which will be discussed in Section IV-A.
Here, two factors were considered when defining the speed
of answering: the number of questions answered and the
difficulty level for each question. Figure 2 summarises the
data representation, showing the processing of raw data into
one-hot encoded features.
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FIGURE 3. The architecture of the DenseLSTM. The network consists of
two LSTM blocks, enabling the extraction of enhanced representations for
understanding behaviour patterns related to e-cheating.

2) NETWORK STRUCTURE

Utilising a combination of the Long Short-Term Mem-
ory (LSTM) network [39] and the densely-connected
approach [40], the multi-IA incorporates a new DL network
called DenseLSTM, as illustrated in Figure 3. This network
is designed to analyse and monitor candidates’ behaviours,
distinguishing between “normal” and “‘suspected” patterns.
It is represented as an input vector R, which undergoes
processing within DenseLSTM. To extract relevant features
from R, it is passed through a conv layer, followed by two
LSTM blocks denoted as B with concatenation operator H.
Each x layer within B contains an LSTM cell, a conv layer
with a filter size of 2 x 2, a rectified linear unit (ReLU)
activation function and dropout layers, which are repeated by
[ times. By adopting the proposed LSTM block, the network
can extract better feature representations, strengthening its
feature activation for predicting potential e-cheating. The
structure of B is expressed as follows:

BZH[([XOaxl’XZ’ 7x17]])7 (1)

where xp to x;—1 denotes feature outputs. We set | = 4 in
the first LSTM block and / = 8 in the second LSTM block.
Furthermore, a transition layer is exclusively applied in the
first LSTM block, incorporating conv 1 x 1 and avgpool
operations. The conv 1 x 1 operation employs a filter size
of 1 x 1 within the conv layer. The purpose of this transition
layer is to manage the complexity of the feature maps.

In the training stage, we utilise softmax cross-entropy £
to compute the loss between the logit vector Y and the
corresponding encoded label, as shown in Equations (2)
and (3):

E C
LY) == Lylog(softmax(Y)),  (2)
i
exp(Y;)
Z/C exp(Yy)
where L, E and C denote class labels, the number of training
samples in Y and the number of classes, respectively.

3

softmax(Y);; =
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IV. DATASET

Considering the unique nature of our study environment,
where no existing works have been conducted, we have
carefully designed our procedures for detecting synchronous
online assessment misconduct at an anonymous university,
as outlined in Section III. Consequently, the specific details
about the institutional context, such as the exact time frame
and demographic specifics, have been omitted to comply with
these regulations.

A. QUESTIONNAIRE STRUCTURE

We acknowledge that various environmental factors within
each institution, such as institutional policies, LMS features
and available technical infrastructure, play a significant role
in this process. Additionally, it is important to address the
challenges posed by environments where additional device
attachments are not available or weak connections exist.
We seek to gain insights into the nature of misconduct and
explore potential strategies to effectively address them within
such constrained settings.

The question bank consisted of approximately 60 questions
that were carefully crafted to assess various aspects of the
candidates’ knowledge and skills in the field of Al. These
questions were categorised into different types, including
MCQ, T/F and short-answer questions. During each assess-
ment, a set of 20 questions is selected, covering three levels
of difficulty: easy, moderate, and advanced.

To accommodate the variation in learning performance
across different semesters, the number of questions in
each assessment is adjusted accordingly. For the ‘“mid-
term” assessment, the general distribution includes 7-9 easy
questions, 6-8 moderate questions and 2-4 advanced
questions. On the other hand, the ‘““final-term” assessment
typically consists of 1-3 easy questions, 10-14 moderate
questions and 2—4 advanced questions. Specifically, for the
easy and moderate difficulty levels, which are typically
associated with MCQ and T/F questions, we focused on
these question types. Additionally, for the advanced level,
we incorporated short-answer questions to provide a more
challenging assessment. However, the specific allocation of
questions within each difficulty category can be customised
based on the instructor’s settings in the LMS. This flexibility
allows for adaptability and tailoring of assessments to suit the
unique characteristics and abilities of the candidates in each
semester.

B. IP ADDRESS RECORD
It is important to note that the LMS at an anonymous
university has certain limitations. While it allows us to record
the candidate’s scores on each question, along with their
response answer, total response time, total grades and IP
address, there may be additional features or data points that
are not captured by the system.

Nevertheless, we hypothesise that by analysing these
available features, we can still identify suspicious behaviour,
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such as unusually short or long response times, multiple
logins from different devices, or deviations from baseline
behaviour patterns. Further analysis of these features is
crucial in maintaining assessment integrity and ensuring a fair
evaluation of candidates’ knowledge and skills, which will be
discussed in detail in Section V-C2.

C. DATA COLLECTION AND PROTOCOLS

1) TRAINING SET

For training, we curated a comprehensive and diverse learning
dataset. This dataset includes 192 records representing a
collection of candidate behaviours from recent assessment
periods. The records encapsulate two separate sets of
candidate assessments, each contributing to a broad range of
behaviours indicative of potential misconduct and IP address
during online examinations.

Our objective in creating this dataset was to capture a
wide spectrum of behaviours and IP address that could
potentially be interpreted as misconduct during synchronous
online assessments. The dataset incorporates both observed
scenarios specifically designed to simulate potential miscon-
duct and real data reflecting actual candidates’ behaviour
in answering assessments. These observed scenarios aim
to replicate various types of misconduct that can occur
during synchronous online assessments, such as unauthorised
collaboration, cheating, or using advanced resources such as
ChatGPT. By combining these two types of data, we aimed
to provide a more comprehensive understanding of potential
misconduct behaviours and improve the training of our Al
system.

2) TESTING SET

To evaluate the performance of our system and gain insights
into candidates’ behaviours and performance, we collected a
comprehensive evaluation dataset. This dataset is comprised
of 569 records, collating the responses of 301 candidates
across three semesters: Year 0001 Semester 1, Year 0001
Semester 2 and Year 0002 Semester 1. The selected periods
span an extensive time frame, including a mix of assessments
that typically occur throughout an academic cycle. This
strategic selection ensures that the dataset reflects a wide-
ranging set of conditions, candidate behaviours and IP
address, providing a solid foundation for comprehensive
performance evaluation of the multi-IA system.

The evaluation dataset provides a holistic view of the
candidates’ performance throughout the academic year. The
candidate records were meticulously compiled to capture
essential information such as response patterns and network
traffic data. Through the analysis of this diverse evaluation
dataset, our study aims to offer a comprehensive analysis
of candidates’ behaviours and performance in synchronous
online assessments, further enhancing the effectiveness of our
Al system.

D. ETHICAL AND ASPECTS
In conducting this study within the realm of educational
technology and assessment integrity, meticulous attention has
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been given to privacy and data protection considerations.
In adherence to stringent data protection regulations, the
collection and analysis of data, encompassing candidates’
IP addresses and behavioural patterns, are conducted with
utmost care. Measures are implemented to ensure the
confidentiality and security of collected data, preserving the
anonymity of candidates and safeguarding their personal
information.

V. EXPERIMENT

This phase of the study focuses on a comprehensive
exploration of the multi-IA system’s stability, delving into
intricate technical aspects. The evaluation encompasses an
in-depth analysis of the performance and stability of the
IP Detector module, followed by an assessment of the
reliability of the behavioural monitor within our multi-IA
system. In addition, we also added ablation study to support
certain concerns that may be address in our online assessment
settings.

A. EVALUATION ON IP DETECTOR

The evaluation of the IP Detector has yielded substantial
insights into its effectiveness of detecting suspicious IP
addresses and its role in identifying potential instances of
misconduct. This assessment involved a thorough analysis
of IP detection results across multiple final-term semesters,
specifically Year 0001 Semester 1, Year 0001 Semester 2 and
Year 0002 Semester 1. The IP Detector algorithm, structured
on a rule-based case following established standards [37],
[38], guided the geophysical visualisation of collected IP
addresses during assessments, aiming to pinpoint suspicious
cases.

In Figure 4, we meticulously present a nuanced visual
analysis, distinguishing between ‘““suspected” and ‘“‘normal”
instances across diverse semesters. The graph employs
colours such as “grey”, ‘“‘orange” and “red” to repre-
sent “individual”, ‘“neighbouring” and ‘“‘exact” candidate
location, respectively, which offers a detailed examination
of potential misconduct cases. The visual insights provide
transparency into the IP Detector’s performance, underscor-
ing its ability to discern geographical locations effectively.
These findings unequivocally underscore the capability of
our IP Detector module, enhancing the multi-IA system’s
effectiveness in early-stage identification of potential miscon-
duct. By systematically identifying IP addresses with unusual
locations, the multi-IA system can strategically focus its
investigation on potential instances of misconduct, thereby
upholding the integrity of the synchronous online assessment
process.

The detection of suspicious IP locations provided valuable
insights for subsequent investigation. It enabled the multi-
IA system to concentrate its efforts on specific IP addresses
that required closer examination, streamlining the process of
identifying potential instances of misconduct. By targeting
IP addresses with unusual locations, the multi-IA system
effectively safeguarded the integrity of the synchronous
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online assessment process and helped prevent misconduct
from occurring.

B. PERFORMANCE COMPARISON ON BEHAVIOURAL
MONITOR
1) EXPERIMENTAL SETTINGS
To objectively evaluate the performance of our multi-IA
system in a practical setting, we conducted experiments over
three semesters: Year 0001 Semester 1, Year 0001 Semester 2
and Year 0002 Semester 1. The detailed evaluation protocol of
these experiments are thoroughly discussed in Section [V-C2.
Our evaluation aimed to assess the performance of the multi-
IA system by comparing it against the overall instructor’s
opinion and two widely used Deep Learning (DL) algorithms,
namely Multi-layer Perceptron (MLP) [41] and LSTM. This
evaluation allowed us to assess the effectiveness of our multi-
IA and its performance in comparison to alternative methods.
During training, we adhered to the protocols outlined in
Section IV-C1. The deep learning algorithms were configured
with the learning rate to 1.0 x 107> and employ the
AdamOptimizer [42], with weight decay and momentum
values of 1.0x 10~* and 0.9, respectively. The batch size is set
to 16, and the training process is conducted over 100 epochs.

2) EVALUATION METHODS

Our evaluation method employs stringent metrics to assess
the performance and reliability of our DL-based Behaviour
Monitor. We utilise fundamental metrics such as accuracy,
Receiver Operating Characteristic (ROC) curve, Area Under
the Curve (AUC) and confusion matrix.

Specifically, accuracy is crucial as it measures the ratio
of correctly predicted instances, providing a direct indicator
of the model’s precision. The ROC curve is instrumental
in offering insights into the sensitivity-specificity trade-off,
thereby elucidating the Behaviour Monitor’s discriminatory
power across different decision thresholds. AUC quantifies
the overall performance and the model’s ability to distinguish
between classes, which serves as a comprehensive metric
capturing the Behaviour Monitor’s effectiveness across
various aspects of assessment integrity. Additionally, the
confusion matrix plays a critical role, helping identify
specific areas where the model makes errors and guiding
potential adjustments for enhanced performance.

3) EXPERIMENTAL RESULTS

Upon conducting an in-depth evaluation, our study’s robust
experimental results, presented in Table 2, substantiate
the efficacy of our proposed Behavioural Monitor for
synchronous online assessment misconduct detection. The
DenseLSTM network, a key component of our multi-IA
system, demonstrated exceptional accuracy, achieving an
impressive overall accuracy rate of 87%. This remarkable
outcome performance consistently surpassed other evaluated
methods, including MLP, LSTM, and even human assess-
ments represented by the instructor’s opinions. Notably,
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FIGURE 4. Geospatial Mapping of IP addresses across distinct testing sets (Year 0007 Semester 1, Year 0001 Semester 2 and Year 0002

Semester 1): The IP Detector demonstrates proficient identification of “suspected” IP addresses, delineated by nodes colour-coded in “orange”

and “red” on the graph. Notably, the presence of “red” nodes with connected edges signifies that candidates are located in the same place.

This figure is best viewed digitally.

the DenseLSTM model showcased remarkable accuracy
rates of 91.96% in Year 0001 Semester 1, 88.78% in
Year 0001 Semester 2 and 87% in Year 0002 Semester
1, establishing it as a promising solution for effective
misconduct identification in synchronous online assessments.

To provide a nuanced assessment of our multi-IA system’s
discrimination capabilities, we employed the ROC curve and
the AUC analyses. The results, illustrated in Figure 5 and
summarised in Table 2, showcase the exceptional perfor-
mance of the DenseLSTM network, surpassing alternative
methods. The ROC curves vividly illustrate DenseLSTM’s
effectiveness in distinguishing “normal” and “‘suspected”
behaviours during synchronous online assessments. Specif-
ically, for the testing sets from Year 0001 Semester 1, Year
0001 Semester 2 and Year 0002 Semester 1, the DenseLSTM
network exhibited impressive AUC values of 0.9561, 0.8997,
and 0.8876, respectively. These remarkable AUC values also
highlight the model’s robust ability to accurately classify
candidates’ behaviours, ensuring a thorough evaluation of our
multi-IA system’s performance.

Further confusion matrix analysis unveiled an overall error
rate ranging from 11% to 18%. False alarms, triggered by
the multi-IA system, occurred when it incorrectly identified
candidates for potential misconduct due to response time
variations. Conversely, missed detections transpired when
instances of genuine misconduct evaded detection by the
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system. These observations shed light on the challenges
associated with accurately discerning authentic instances of
misconduct and highlight factors contributing to suspicious
behaviour.

C. ABLATION STUDY
1) ANALYSIS OF STATIC IP ADDRESS
This study examines the presence of statically assigned IP
addresses and assess the stability of IP addresses during
the assessment period. Table 3 displays sample records of
IP addresses for candidates across different semesters. It is
observed that a significant portion of candidates’ IP addresses
remained static or unchanged during the assessment period.
As shown in Table 3, most of the IP addresses remained
static during the mid-term and final-term periods in each
semester. This implies that the candidates’ devices were
consistently connected to the same network or using the same
internet service provider, resulting in consistent geographical
locations associated with their IP addresses. Thus, the static
nature of the IP addresses becomes an important factor
in establishing a baseline reference for each candidate’s
expected IP address behaviour during the assessments.
Another important aspect to consider is the use of virtual
private networks (VPN) that can potentially bypass the IP
Detector. VPN services can be employed by candidates
to obfuscate their authentic IP addresses, thus misleading
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TABLE 2. Performance evaluation of synchronous online assessments for the Year 0001 Semester 1, Year 0001 Semester 2 and Year 0002 Semester 1.
Figures of highest accuracy, highest AUC value and lowest error rate are highlighted in bold.

Year 0001 Semester 1 Year 0001 Semester 2

Year 0002 Semester 1

Overall Confusion Matrix

Method

Accuracy AUC Accuracy AUC Accuracy AUC TP TN FP FN
MLP 72.77% 0.7460 71.43% 0.7560 68.00% 0.7132 74.69% 50.07% 46.23% 25.31%
LSTM 89.29% 0.9080 85.71% 0.8761 79.00% 0.8245 84.98% 58.89% 41.11% 15.02%
DenseLSTM 91.96% 0.9561 88.78% 0.8997 87.00% 0.8876 88.05% 86.11% 17.86% 11.95%
Instructors 86.35% 0.8986 81.63% 0.8222 75.00% 0.8389 83.62% 58.23% 41.77% 16.38%

TP=True Positive; TN=True Negative; FP=False Positive; FN=False Negative
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FIGURE 5. Performance comparisons on final terms in (a) Year 0007 Semester 1, (b) Year 0001 Semester 2 and (c) Year 0002 Semester 1. This
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the monitoring system. However, the Behavioural Monitor
module in multi-IA can still detect suspicious behaviour,
even if the IP address is masked by a VPN. This addi-
tional layer of analysis helps to overcome the limitations
posed by VPN usage and ensures a more comprehensive
assessment of candidate behaviour. The details of this
Behavioural Monitor module will be discussed in later
sections.
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2) ANALYSIS OF RESPONSE PATTERN

We followed the behavioural classification concept proposed
by [23] to categorise the recorded response patterns as either
“normal”” or “‘suspected’’. This allows us to better understand
their behaviour patterns and detect any irregularities or sus-
picious patterns that may indicate misconduct. As mentioned
in Section IV-A, the assessment consisted of 20 questions and
the levels of difficulty is depending on each semester.

106065



IEEE Access

L. C. O. Tiong et al.: Advancing Online Assessment Integrity: Integrated Misconduct Detection

TABLE 3. Sample records showing static IP addresses from Year 0001 Semester 1, Year 0001 Semester 2 and Year 0002 Semester 1. Figures of identical

candidates with different IP addresses are highlighted in bold.

Year 0001 Semester 1 Year 0001 Semester 2 Year 0002 Semester 1
4 IP Addresses 4 IP Addresses IP Addresses
Mid-term Final-term Mid-term Final-term Mid-term Final-term

175.xxx.xxx.44 175.xxx.xxx.44

1 1

2 211.xxx.XxX.62 211.xxx.XxX.62 2 222.xXX.xxx.212
3 125.xxx.xxx.50 125.xxx.xxx.50 3 116.xxx.xxx.139
4 58.xxx.xxX.182 58.xxx.xxx.18 4 1.xxx.xxx.73

5 211.xxx.xxx.3 211.xxx.xxx.3 5 222.xxx.xxx.158
6 211.xxx.xxx.3 211.xxx.xxx.3 6 45 xxx.xxx.158
7 61.XxXX.XXX.62 121.xxx.xxx.164 7 45 xxx.xxx.158
8 182.xxx.xxx.51 112.xxx.xxx.188 8 124 xxx.xxx.218
9 182.xxx.xxx.184  182.xxx.xxx.184 9 125 xxx.xxx.240
10 118.xxx.xxx.52 (absent) 10 118.xxx.xxx.112

211.xxx.Xxx.75

211.xxx.XxX.75 180.xxx.XxX.98 180.xxx.XxX.98

1

222.xXX.Xxx.212 2 124 .xxx.xxx.111 124 .xxx.xxx.111
116.xxx.xxx.139 3 58.xxx.xxx.149 58.xxx.xxx.149

(absent) 4 203.xxx.xxx.136 61.xxx.xxX.228
121.xxx.xxx.40 5 118.xxx.xxx.20 118.xxx.xxx.20
45 xxx.xxx.158 6 21 1.xxx.xxx.217  211.xxx.xxx.217
45 xxx.xxx.158 7 1.xxx.xxX.228 1.xxx.xxX.228
124 xxx.xxx.218 8 1.xxx.xxX.160 1.xxx.xxX.160
125 xxx.xxx.240 9 124 xxx.xxx.38 124 xxx.xxx.38
118.xxx.xxx.112 10 124.xxx.xxx.117 124 .xxx.xxx.117

Figure 6 illustrates the candidates’ scores in several
assessments: training set and testing set during mid-term
Year 0001 Semester I, mid-term Year 0001 Semester 2
and mid-term Year 0002 Semester 2. Based on the analysis
of the training set in Figure 6(a), which includes grades
and response time, we observed that the majority of
candidates exhibited ‘“‘normal” behaviours and completed
the assessments within a time range of 15 to 25 minutes.
Specifically, we found that many candidates answered easy
questions within 20 to 25 seconds, while moderate and
advanced questions required approximately 40 to 50 seconds
and 2 to 3 minutes, respectively. These findings provide
evidence that aligns with the expected behaviour patterns and
shed light on the typical time taken by candidates to complete
different question types.

Moreover, the results for other semesters consistently
indicated that several candidates conducted the assessments
with “suspected” behaviours, highlighting potential irregu-
larities in their responses. As depicted in Figures 6(b)-6(d),
approximately 25-30% of the total candidates in each
semester were flagged as “‘suspected” cases. These flags
were raised due to various reasons, such as candidates
completing the assessment significantly faster or slower than
the average completion time and providing identical or near-
identical responses to other candidates.

3) PERFORMANCE DISPARITIES

In addition, analysing performance disparities can also yield
valuable insights into potential irregularities or misconduct.
Here, the definition of performance disparity refers to
significant differences in performance between different
types of questions. Table 4 indicates that specific evidence has
been observed, supporting the analysis. It is noted that certain
candidates consistently achieve high scores on moderate
and advanced questions but perform poorly on easier ones.
However, it was noted that such behaviour often occurred
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when completing the assessments within 15 minutes or more
than 30 minutes.

Further investigation into these cases reveals intriguing
details. Upon closer examination of these cases, intriguing
details emerge. Candidates displaying performance dispar-
ities often provide identical or nearly identical answers to
other candidates. Such findings emphasise the importance
of considering performance disparities, response consistency,
and completion times when analysing candidate behaviours.
The similarity in responses suggests a potential breach of
academic integrity, such as unauthorised collaboration or the
use of illicit resources. Moreover, their response times exhibit
inconsistencies, with rapid completion of some questions
followed by significantly longer duration for others. These
observations emphasise the necessity fir meticulous scrutiny
and thorough investigation to uphold the integrity and equity
of the assessment process.

D. LIMITATION OF THE STUDY

Our study highlights several limitations and considerations
that impact the scholarly depth and critical assessment of our
approach:

o Reliance on IP Address for Candidate Identification:
Our study acknowledges the limitation of relying solely
on IP addresses for candidate identification, as it may
create confusion, especially in scenarios where multiple
candidates are located in the same building. This
limitation emphasises the need for additional techniques
to enhance the prevention and detection of assessment
misconduct during online assessments.

o Connectivity Challenges: Our study recognises the
challenges posed by the accessibility and reliability of
internet connections, especially for candidates in remote
or rural areas. It emphasises the need to address these
connectivity challenges to ensure equitable access to
reliable internet connections and promote fairness in
online assessments.
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FIGURE 6. Visualisation showing the labels of “suspected” cases based on the total scores and completion time from (a) training set, (b) Mid-term
Year 0007 Semester 1, (c) Mid-term Year 0001 Semester 2 and (d) Mid-term Year 0002 Semester 1. The “suspected” cases are highlighted within the
dotted boxes. This figure is best viewed digitally.

TABLE 4. Performance disparities in answering easy, moderate, and advanced questions across the mid-term assessments from Year 0001 Semester 1,
Year 0001 Semester 2 and Year 0002 Semester 1. This table presents several cases of candidates’ performance in each semester, specifically highlighting
the number of questions answered correctly for different difficulty levels.

Semester Candidate Easy Q. Moderate Q. Advanced Q. Scores Time in Mins
XXX021 3/9 8/8 2/3 B+ 16
Year 0001 Semester 1 XXX060 3/9 8/8 2/3 B+ 14
XXX074 4/9 8/8 3/3 A 12
YYY006 4/8 8/9 2/3 A- 18
Year 0001 Semester 2 YYYO19 2/8 9/9 2/3 B+ 20
YYYO058 2/8 6/9 2/3 B- 51
Year 0002 Semester 1 777082 6/12 5/5 3/3 A 13
o Behaviour Analysis Limitations: While our study the challenges associated with behaviour analysis, such
discusses the application of behaviour analysis to as the reliance on IP consistency and the potential
detect assessment misconduct, it also acknowledges limitations in environments where additional device

VOLUME 12, 2024 106067



IEEE Access

L. C. O. Tiong et al.

: Advancing Online Assessment Integrity: Integrated Misconduct Detection

attachments are not available or weak connections exist,
and the limited experimental dataset that mainly focused
on MCQ, T/F and short-answer questions.

By transparently outlining these limitations, our study
lays the groundwork for future research endeavours to
refine and expand upon our methodologies, fostering a
more comprehensive and robust approach to tackling the
complexities of online assessment integrity.

VI. CONCLUSION

This study introduces an innovative approach to tackle the
challenges of academic integrity in online assessments by
presenting the development of a multi-IA system. Integrating
an IP Detector with a Behavioural Monitor, the multi-IA
system exhibits promising results in identifying potential
instances of e-cheating and assessment misconduct. The
empirical analysis reveals a significant percentage of can-
didates displaying “‘suspected’” behaviours, highlighting the
prevalence of irregularities in online assessment responses.
The study underscores the importance of analysing per-
formance disparities, response consistency, and completion
times to identify potential breaches of academic integrity.

The novel use of IP Detector and Behavioural Monitor,
constitutes a substantial contribution to the field. The
system’s capability to differentiate between normal and
potentially fraudulent responses underscores its potential as
a valuable asset for educational institutions and educators in
preserving the integrity of online assessments. Additionally,
the study emphasises ethical and privacy considerations
associated with implementing such technology, ensuring
responsible and equitable use in educational settings.

The findings of this study carry implications for ongoing
technology development to mitigate the risks of academic
dishonesty in online learning environments. By providing
a more trustworthy and reliable educational environment,
the proposed multi-IA system aims to empower educa-
tors with an effective and scalable solution to detect
and address suspicious activities. Continued refinement
and evaluation of integrated solutions, such as the multi-
IA system, are imperative to ensure the credibility and
fairness of online assessments amid evolving technological
landscapes.

It is important to acknowledge the limitations of our
study, such as the limited experimental dataset that mainly
focused on MCQ, T/F and short-answer questions, as well
as standard/higher bandwidth mobile networks. Future inves-
tigations should aim to augment the system’s competencies
by testing it across a variety of courses and in unconstrained
environments, considering alternative delivery formats such
as essays and addressing environmental factors like low
bandwidth networks.
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