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ABSTRACT Predicting the closing price of the stock market with accuracy is highly uncertain and
volatile. Deep learning (DL) can analyze vast amounts of historical stock data to identify patterns and
correlations, aiding in predictive modeling. By learning from past market behavior, deep learning algorithms
can potentially forecast future price movements with some degree of accuracy. This research presents a
hybrid Long Short-Term Memory (LSTM) and Deep Neural Network (DNN) model designed to tackle
the complexities of stock market prediction, including market volatility and intricate patterns. Initially the
proposed model is being trained on Bajaj’s stock dataset. Getting noteworthy performance in single dataset
does not prove robustness of the model. The research validates the model’s robustness and scalability through
rigorous comparative analysis on 26 company’s stock datasets, achieving an average R-squared (R2) score
of 0.98606, a Mean Absolute Error (MAE) of 0.0210, and a Mean Squared Error (MSE) of 0.00111.
To assess the contribution of our proposed model, we retrained previously used deep learning models
alongside our new approach, utilizing a shared dataset for validation. Additionally, we provide ablation
study of LSTM-DNN model which provides insights into the individual contributions of each component
towards detecting closing price of stocks, offering valuable information for optimizing future stock market
prediction models. The model’s exceptional performance sets a new standard in stock market prediction,
offering promising implications for investors, traders, and financial analysts. Making our work available
open-source on https://github.com/codewithkhurshed/SMP-IUB can enhance its accessibility and promote
future research opportunities in stock market price prediction.

INDEX TERMS Neural networks, regression model, stock market analysis, stock market prediction, LSTM,
DNN.

I. INTRODUCTION
Stock market prediction is the attempt to predict the future
value of a company’s stock or other financial instrument
traded on an exchange [1]. An correct projection of a stock’s
future price could result in a significant profit. According
to efficient-market theory, stock prices accurately reflect all
currently known information, and any price changes that
are not based on recently disclosed information are thus
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intrinsically unexpected. Others disagree, and those that share
this viewpoint have a range of strategies and technologies that
apparently allow them to predict future pricing.

Predicting stock market trends demands intricate analysis
as it depends on multifaceted variables [2]. Its complexity
attracts attention due to its pivotal role in shaping financial
decisions, yet its elusive nature underscores the challenge of
achieving consistent accuracy. Creating a prediction model
using deep learning for stockmarkets is challenging due to the
inherent volatility, non-linear patterns, and limited historical
data’s inability to capture all market dynamics accurately.
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Additionally, market sentiment and external events further
complicate modeling.

In the realm of time series prediction analysis, numerous
conventional strategies rooted in statistical modeling have
been introduced. Among these strategies are linear regres-
sion, auto-regression, andmoving average, commonly encap-
sulated in the Auto Regressive Moving Average (ARMA)
framework [6], [7]. ARMA emerges as a powerful tool
for handling time series data that unfolds over successive
instances. This model amalgamates distinct features of the
data through its auto-regressive component, which addresses
one aspect, and the moving average component, which tends
to another feature. Notable mentions include Auto Regres-
sive Conditional Heteroskedasticity (ARCH), Long-Short
Term Memory (LSTM) [3], [4], Bidirectional Long-Short
Term Memory (BiLSTM), Convolutional Neural Network-
Bidirectional Long-Short Term Memory (CNN-BiSLSTM)
based hybrid model [5] and Generalized Auto Regres-
sive Conditional Heteroskedasticity (GARCH) models [8].
These models cater to the nuanced fluctuations in time
series data. Consequently, a range of models has been
proposed that demonstrate particular efficacy in forecast-
ing and dissecting volatility patterns [9]. This array of
models play a pivotal role in learning time series data
dynamics.

We propose a LSTM-DNN model based custom architec-
ture for predicting close to reality stock closing prices and
achieve a noteworthy accuracy on predicting stock prices on
test data. The decision to use LSTM-DNN models for stock
market prediction is driven by their ability to capture complex
patterns, achieve superior predictive accuracy, demonstrate
robustness and scalability, and potentially be applied in real-
time scenarios. DNNs are great at spotting complex, tricky
patterns in data, while LSTM networks are excellent at
figuring out what comes next in a sequence, which is perfect
for time-based data like stock market data.When we combine
these two together, we get the best of both models, allowing
us to find all the complex variable to predict future stock
price efficiently. The contribution of this study includes the
following:

• The paper introduces a novel approach to stock market
prediction by combining LSTM networks with DNNs.
This hybrid model capitalizes on the strengths of both
architectures to enhance predictive accuracy.

• We propose a DNN-LSTM based custom architecture
for predicting stock prices which accurately on 26 com-
pany’s datasets with an average of R-squared (R2)
score of 0.98606, a MAE of 0.0210, and a MSE of
0.00111 shown in Table 2. Predicting stock closing price
which is close to reality in 26 real life datasets is unseen
with such notable performance in any previous studies.
We validated this information from recent IEEE Access
review paper [18] which reviewed the performance of
previous work related to stock market prediction domain
until September 2023.

• By training and evaluating the LSTM-DNN model on a
broader set of company stocks, the research contributes
to the generalizability of its findings. This contrasts
with previous studies that focus on a limited number
of companies, thereby enhancing the applicability of
the proposed approach. To ensure contribution we
compare our model’s performance with widely used
DL approaches having a common dataset highlighted in
Table 3.

• Unlike previous studies focused solely on daily changes,
this research extends the prediction timeframe to capture
longer-term trends in stock prices by developing the
proposed model on nifty 50 dataset (2000-2021). This
addresses a limitation highlighted in previous studies
and enhances the usefulness of the model for investors
and traders.

• The research systematically addresses several limita-
tions highlighted in section II. By conducting a thorough
comparative analysis, the study fills a critical gap
identified by previous researchers who lacked such
comprehensive evaluations. This contributes to a more
nuanced understanding of the effectiveness of different
prediction models and techniques.

The paper is organized into several key sections that sys-
tematically present the research findings and methodology.
In Section II, we discuss previous work and their limita-
tions. Section III covers the methodology of this research.
Furthermore, Section IV describes the performance of the
proposed model. In Section V, we discuss the connection
between potential profitability and our proposedmodel. In the
next section, we describe how our proposed model deals
with market volatility and intricate patterns. In Section VII,
we provide a discussion on why the LSTM-DNN model is
suitable for addressing application issues in stock market
prediction. In Section VIII, we address limitations, and in
Section IX, we discuss future work. Finally, we conclude our
research in Section X.

II. PREVIOUS WORK
Predicting stock market trends and movements is a chal-
lenging task that has garnered significant attention due to
its potential implications in financial decision-making. The
study [10] proposes LSTM based prediction model for stock
market prediction using nifty fifty datasets and achieves
83.88% accuracy. However, the study does not mention
comparisons with other forecasting models or methods.
This makes it challenging to determine whether the LSTM
model is genuinely superior to existing techniques. The
paper [11] presents a novel outlier mining algorithm is
proposed to detect anomalies on the basis of volume sequence
of high frequency tick-by tick data of stock market. Author
compared the algorithm’s performance with a traditional
cluster analysis (like k-means) is a good step, but it does not
guarantee that the novel algorithm is superior in all cases or
for all stocks.
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Authors in [12] propose an SVM based model to predict
stock price based on the efficient market hypothesis. They
fetch the stock comments information from social media and
then preprocessing the data to emotion vectors. However,
the social media data can be noisy, containing irrelevant or
misleading information. It is crucial to ensure the data quality
and address noise before drawing conclusions. Another
paper [13] uses the Elman network to predict the opening
price of the stock market. The authors use a self-adapting
form of the PSO method to improve network weights
and thresholds. The optimized data, referred to as the
starting weight and threshold value, is then sent into the
Elman network for training, resulting in the formation of a
predictionmodel for stockmarket opening prices based on the
self-adapting variation PSO-Elman network. Although the
model’s fault tolerance is discussed, the study should focus
on how well the model performs when confronted with noisy
or unpredictable data.

The study [14] aimed to predict the daily price changes of
three major stocks traded on the Borsa Istanbul 100 index.
Technical indicators calculated using stock prices and
dollar-gold prices were used as features for prediction.
Class labels representing price changes were determined
based on the closing prices of the stocks. Two different
Convolutional Neural Network (CNN) models were trained
and evaluated using accuracy and Macro-average F1-score
metrics. However, the study focused on daily price changes,
which might not fully capture longer-term trends or sudden
market movements. Another study at [15] suggests a method
for predicting the closing price of stocks using autoencoder
long short-term memory (AE-LSTM) networks. However,
the paper mentions predicting ‘‘daily’’ prices. If the model
is only capable of short-term predictions, its usefulness could
be limited for investors and traders looking to make longer-
term decisions. The study conducted in [20] examines Stock
Market Analysis and Prediction utilizing an LSTM-based
Approach. It reveals a considerable disparity between the
predicted and actual stock prices.

The study [23] proposes CNN-BiSLSTM based stock
market price prediction model. However, it only predicts the
closing price of stock for the next trading day, limiting its
reference value for investment. Investors prefer to predict the
price and trend of the stock over a longer period, suggesting
a limitation in the study’s timeframe for prediction. Authors
from [24] proposed machine learning models (KNN, RF,
LR, GB) to predict the next day’s closing price of stocks
from three different companies, with evaluation based on
R2, RMSE, and MAE. The study [24] only focused on
three companies, which may limit the generalizability of
the findings to a broader range of companies in the stock
market. The study [25] utilized Artificial Neural Network and
Random Forest techniques for stock closing price prediction,
using financial data to create new variables as inputs, and
evaluating the models with RMSE and MAPE. However,
lack of discussion on specific limitations of machine learning
models. The methodology proposed by [26] involves using

RNNs, specifically LSTM models, along with stock data and
technical indicators for stock closing price prediction. PCA is
used for dimension reduction, and optimization strategies like
Adam andGlorot uniform initialization are applied. The faces
challenges in accurately predicting stock market prices due
to high volatility. Authors from [27] and [28] uses machine
learning approaches to predict stock market. However, these
models were trained on limited data samples which can
not promise the robustness in terms of prone to sudden
changes.

A. DEALING WITH LIMITATIONS
Our work addresses several limitations highlighted in previ-
ous studies on stock market prediction. Firstly, we conduct
a comparative analysis, contrasting our hybrid architecture
based on LSTM-DNN model with existing techniques,
addressing the concern raised by [10], which lacked such
comparisons. This comparison helps establish the superiority
of our proposed model. Secondly, while [11] focuses on
outlier mining algorithms, our research emphasizes the
importance of data quality and noise handling, particularly
in the context of utilizing 26 real life company’s stock data
for stock market prediction. This ensures the robustness
and reliability of our predictive model, a point of concern
raised by [12]. Moreover, our research extends the prediction
timeframe beyond just daily changes, aiming to capture
longer-term trends in stock prices, thus addressing a limita-
tion highlighted by [13]. Additionally, our work offers predic-
tions not only for daily price changes but also for longer-term
trends, addressing a limitation of studies that focus solely
on short-term predictions, as noted by [14]. By aiming to
predict price movements over a longer period, our research
enhances the usefulness of our model for investors and
traders, contrary to the limited scope of prediction highlighted
in [15]. Furthermore, our hybrid LSTM-DNN model is
trained and evaluated on a broader set of company stocks,
contributing to the generalizability of its findings compared
to studies that focus on a limited number of companies,
such as [20] and [23]. By conducting a comparative analysis
on 26 company stocks, our research aims to enhance the
generalizability of its findings compared to studies that
focus on a limited number of companies, as mentioned
in [24]. Overall, our work provides a comprehensive approach
to stock market prediction, addressing various limitations
observed in prior studies and contributing to a more robust
understanding of predictive modeling in finance.

III. METHODOLOGY
Long Short-Term Memory (LSTM) [16] and Deep Neural
Network (DNN) [17] based hybrid custom architecture is
used to develop for achieving this framework. This hybrid
approach It analyzes information in complex ways using
advanced math modeling. Our framework is divided into the
following three parts.

The first one is Dataset Formation where we gather
stock market data from various datasets. Second one is
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FIGURE 1. Comprehensive stock market prediction methodology.

Data Preprocessing. In this part, to make the best out
of datasets, we preprocess our data with rolling window
approach algorithm. Last one is Model Development where
we develop a LSTM-DNN based deep learning model for
framework shown in Fig. 1.

A. DATASET FORMATION
In this study, we have collected Google’s Stock market data
from Kaggle, and we collected 25 company’s Data from
NIFTY-50 [13] Stock Market Data (2000 - 2021) Kaggle
repository. All of the stock data have 5303 data points in each
dataset. The data spans from 1st January 2000 to 30th April
2021.

B. DATA PREPROCESSING
The sliding window method in time series data preprocessing
involves iteratively segmenting the data into fixed-sized
windows shown in Fig 2. This method aids in capturing
changing patterns over time by creating overlapping or
non-overlapping segments, enabling analysis of temporal
dynamics and enhancing predictive modelling accuracy.

The process involves creating input-output pairs from
historical data using a rolling window approach. Two lists
store input and target sequences, respectively. The ‘‘window
size’’ variable is set to define the length of the rolling
window. An outer loop iterates over data indices, forming
pairs within each window. The baseline value is stored for
normalization. An inner loop constructs the input sequence by
calculating percentage changes for each data point. ‘‘temp2’’
calculates the percentage change for the next data point after
the window. The input and output sequences are appended to
lists as NumPy arrays, forming pairs for model training.

C. MODEL DEVELOPMENT
We propose a LSTM-DNN based hybrid model for predicting
future closing price of stock market and that ensures a

FIGURE 2. Illustration of the sliding window approach for LSTM.

TABLE 1. Model architecture.

R-squared (R2) score of 0.981352, a Mean Absolute Error
(MAE) of 0.0092, and a Validation MAE of 0.0114. Let us
begin by discussing theModel Architecture shown in Table 1.

1) LONG SHORT-TERM MEMORY (LSTM)
A Long Short-Term Memory network is a type of recurrent
neural network that can hold over long-term input data
sequences. LSTM is good for those problems where we rely
on long input data sequences.

In figure 3, ct−1 is the previous cell state where ct is the
next cell state. ht−1 is the previous hidden state and ht is the
next hidden state. xt are our current inputs. In our case it is
accelerometer data and timestamps.

Forget gate is a type of state where cell decides which
information must be keep or forget by taking the weights
and biases with respect to xt in sigmoid activation function.
So that it can return values from 0 to 1. The closer to zero
means forget and the closer to 1 means keep.
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FIGURE 3. LSTM cell diagram.

Forget gate:

ft = σ
(
wfh · ht−1 + wfx · xt + bf

)
(1)

Input Gate:

it = σ (wih · ht−1 + wix · xt + bi) (2)

Input Node:

gt = tanh
(
wgh · ht−1 + wgx · xt + bg

)
(3)

cti = it · gt (4)

ct = cti + ctf (5)

Output gate:

ot = σ (woh · ht−1 + wox · xt + bo) (6)

ht = tanh(ct ) · ot (7)

In the case of LSTM, the process is characterized by
selective memory enhancement. It starts with the current
cell state, denoted as ct . To determine this new cell state,
LSTM considers various factors, including the input states
xt and ht−1, which represent the incoming data and context
from the previous time step. Crucially, LSTM leverages a
forget gate that outputs cti and a corresponding forget gate
signal ft . These components enable LSTM to decide which
information from the previous cell state should be retained
andwhich should be discarded. By adding cti& ft the next cell
state ct is obtained. Additionally, LSTM calculates an input
gate it and an input node gt using sigmoid and tanh activation
functions, respectively, to determine what new information
should be added to the cell state. The output state ot is
derived by considering the inputs xt and ht−1, followed by
the next hidden state ht , which is generated by applying a tanh
activation function to the current cell state ct and combining
it with the output gate ot . This intricate process allows LSTM
to selectively update calendar information by fine-tuning the
cell state while maintaining the context.

2) DEEP NEURAL NETWORK (DNN)
The DNN part of our model consists of Dense, Activation
layers. Dense layers are commonly used to turn input train
data into a high-dimensional feature space. It helps in the
effective learning of complex features of underlying stock

FIGURE 4. Dense layer.

market price patterns from data. The dense layer also applies
a linear transformation to the input data by multiplying it
by a weight and adding a bias, as shown in equation (8),
where w is the weight, x is the input data, and b is the
bias [30].

y = xn · wn + bn (8)

For the output layer, we utilize the SoftMax activation
function layer demonstrated in equation (9), which is a
popular logistic function that accepts values 0 to 1. The
value closest to 1 approaches the final outcome. The z
represents the value of neurons derived from the output
layer.

softmax(zi) =
ezi∑
j e
zj

(9)

The Flatten layer is mostly used to prepare data for
the Dense levels that follow. The Flatten layer handles
this conversion by ‘‘flattening’’ the output, yielding a one-
dimensional representation.We use a linear activation to keep
outputs unscaled, optimizes learning with the Adam method,
and measures performance with Mean Squared Error (MSE)
and Mean Absolute Error (MAE). The model is trained for
100 epochs on batches of 50 examples, with progress tracked
and reported. We use Adaptive Moment Estimation (Adam)
[31] optimizer as it is a popular optimization algorithm
widely used in training deep neural networks. It combines the
concepts of momentum and adaptive learning rates to achieve
faster convergence during training. The batch size is set to 64.
Batch size refers to the number of training examples used in
a single iteration or update of the model’s parameters during
the optimization process. The epoch is set to 100 and ut refers
to a single pass through the entire training dataset during the
optimization process.

IV. PERFORMANCE ANALYSIS
Based on our analysis, our model performs better in
predicting future closing price of stock market in 26 stock
market datasets and that ensures an average of R-squared
(R2) score of 0.98606, a MAE of 0.0210, and a MSE of
0.00111. To validate this performance, we run our trained
model against test data to see if it is sufficiently capable to
predict proper labels from unseen data. Table 2 serves as
compelling evidence of the robustness of the LSTM-DNN
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FIGURE 5. MSC score accorss 26 datasets.

model in stock market prediction. The performance metrics
displayed in the table, including Mean Squared Error (MSE),
Mean Absolute Error (MAE), R-squared (R2) score, and
Max Error, demonstrate the model’s ability to accurately
forecast stock prices across a diverse range of datasets
from different companies. The consistently low MSE and
MAE values indicate that the model effectively minimizes
errors in its predictions, showcasing its precision and
reliability in capturing the underlying patterns in the data.
Moreover, the high R2 scores across multiple datasets
signify that a significant proportion of the variance in stock
prices is explained by the model, highlighting its strong
predictive capabilities and ability to generalize well to unseen
data.

Furthermore, the relatively low Max Error values suggest
that the model performs well even in scenarios where the
prediction deviates from the actual value, showcasing its
resilience to outliers and extreme fluctuations in stock prices.
By achieving impressive results across various datasets,
the LSTM-DNN model demonstrates its adaptability and
effectiveness in handling different market conditions and
company-specific trends. This consistency in performance
underscores the model’s robustness and its potential to
provide valuable insights for investors and traders seeking
accurate and reliable stock market predictions. The overall
aim of these graphs in Fig. 6 and 7 are likely to assess the
performance of a stock price prediction model. The closeness
of the predicted prices to the actual prices indicates the
model’s accuracy. In each case, the yellow line (predicted
price) attempts to follow the green line (actual price), and the
degree of overlap would typically be used to evaluate how
well the model is performing.

Table 3 and Fig. 8 presents a comparative performance
analysis of various neural network models used in past study
to predict stock market trends, specifically using the Asian
Paint’s stock market dataset. The models compared include a
CNN-BiLSTM model, a standard LSTM model, a BiLSTM
model, and the proposed model by the authors. The metrics
used for comparison are Mean Squared Error (MSE), Mean
Absolute Error (MAE), R2 Score, and Maximum Error.
The proposed model provides a significant improvement
in both MSE and MAE, suggesting it can predict stock

prices with lower errors and greater accuracy. The high
R2 score demonstrates its superior predictive power and
efficiency in handling the dataset. By improving these
metrics, the proposed model likely offers a more reliable
and robust tool for investors and analysts in predicting
stock market trends. This can lead to more informed
decision-making and potentially higher investment returns.
In Fig. 5, the MSE score of all 26 datasets are shown.
Tables 4 - 8 in the provided data showcase the actual versus
predicted stock prices for various companies using neural
network models. Table 4 details predictions for Google’s
stock, showing that the model’s estimates closely match
the actual trading prices, indicating effective predictive
accuracy for this dataset. In Table 5, the actual and predicted
prices for Asian Paints are also closely aligned, albeit the
predictions are slightly higher, demonstrating good model
performance. Table 6, which pertains to HDFC Bank, follows
a similar trend with predictions modestly overestimating
the actual prices. Table 7 for Bharat Petroleum Corporation
Limited (BPCL) and Table 8 for Hero MotoCorp exhibit
minimal deviations between predicted and actual prices,
with the model generally tending to slightly overestimate.
Overall, these tables collectively demonstrate the capability
of neural network models to generate relatively accurate
stock price forecasts, albeit with room for fine-tuning to
furtherminimize the differences between predicted and actual
values.

A. PERFORMANCE METRICS
We use Mean Square Error, R-squared score, Mean Absolute
Error and Maximum error as performance metrics [29]. The
rationale behind using Mean Absolute Error (MAE), Mean
Squared Error (MSE), R-squared (R2) Score, and Maximum
Error metrics to evaluate the model’s performance in stock
market prediction lies in their complementary nature in
assessing different aspects of the model’s predictive capabili-
ties. MAE provides a straightforward measure of the average
prediction error, offering insights into themodel’s accuracy in
predicting stock prices. MSE, on the other hand, emphasizes
the squared errors, giving more weight to larger deviations
between predicted and actual values and providing a measure
of overall variance. The R2 score indicates how well the
model explains the variability in stock prices, offering a
measure of the model’s goodness of fit. Additionally, the
Maximum Error metric highlights the worst-case scenario in
terms of prediction accuracy, identifying potential outliers
or extreme errors. By considering these metrics together,
researchers can gain a comprehensive understanding of the
model’s performance, including accuracy, variance, goodness
of fit, and outlier detection, which collectively contribute to
assessing themodel’s effectiveness in predicting stockmarket
trends accurately and reliably. Let us discuss the performance
matrix one by one. Mean Square Error (MSE) is a common
metric used to evaluate the accuracy of a predictive model.
It is particularly popular in regression analysis, where the
goal is to predict a continuous outcome. MSE measures the
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TABLE 2. Performance analysis of our model with other datasets.

TABLE 3. Performance analysis of our model with other neural network
models in asian paint’s stock market dataset.

TABLE 4. Actual vs predicted in GOOGLE’s stock dataset.

TABLE 5. Actual vs predicted in ASIAN PAINT’s stock dataset.

average squared difference between the predicted values and
the actual values. We use this equation (10) to calculate

TABLE 6. Actual vs predicted in HDFC Bank’s stock dataset.

TABLE 7. Actual vs predicted in BPCL’s stock dataset.

MSE.

MSE =
1
n

n∑
i=1

(actual − predicted)2 (10)

The R-squared (R2) score is a statistical measure that
represents the proportion of the variance in the dependent
variable (target) that is explained by the independent variables
(features) in a regression model. It is a measure of how
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TABLE 8. Actual vs predicted in HERO MOTORS CO’s stock dataset.

FIGURE 6. Actual vs predicted stock price (lr=0.001, batch=100,
opt=adam).

well the independent variables explain the variability of
the dependent variable. We calculate R2 score by using
equation (11). The R2 score ranges from 0 to 1, where:

• 0 indicates that the model does not explain any of the
variability in the target variable.

• 1 indicates that the model perfectly explains the
variability in the target variable.

R2 = 1 −

∑n
i=1(actual − predicted)2∑n

i=1(actual − mean of actual)2
(11)

MAE, or Mean Absolute Error, is a metric commonly used
to evaluate the accuracy of a predictive model, particularly
in regression analysis. It measures the average absolute
difference between the predicted values and the actual values.
The formula for MAE is as follows equation (12):

MAE =
1
n

n∑
i=1

|actual − predicted | (12)

V. UNDERSTANDING THE PROFITABILITY POTENTIAL OF
PROPOSED MODEL
The potential profitability of the proposed LSTM-DNN
model in stock market prediction can be supported by the

FIGURE 7. Actual vs predicted stock price (lr=0.001, batch=100,
opt=adam).

FIGURE 8. R2 score and Max error score (proposed model vs widely used
models).

performance metrics presented in Table 2 of this paper,
which includes Mean Squared Error (MSE), Mean Absolute
Error (MAE), R-squared (R2) Score, and Maximum Error.
These metrics serve as key indicators of the model’s
potential profitability by assessing its ability to make
precise predictions and minimize errors in forecasting stock
prices.

Moreover, a deeper insight into the model’s profitability
can be gained by examining the actual versus predicted stock
prices in Tables 4, 5, 6, 7, and 8. Table 4 illustrates the close
alignment between predicted and actual prices for Google’s
stock dataset, indicating the model’s accuracy in forecasting.
Similarly, Table 5 shows consistent predictions for Asian
Paints’ stock, although slightly higher, suggesting good
model performance and potential profitability. In Table 6,
focusing on HDFC Bank’s stock dataset, the model’s
predictions modestly overestimate actual prices, yet maintain
a reasonable level of accuracy, highlighting its profitabil-
ity potential. Table 7 for Bharat Petroleum Corporation
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Limited (BPCL) and Table 8 for Hero MotoCorp exhibit
minimal deviations between predicted and actual prices,
with the model generally slightly overestimating, further
emphasizing its reliability and profitability in stock market
forecasting.

The impressive performance metrics in Table 2, such as
lowMSE andMAE values alongside high R2 scores, indicate
the model’s capability to generate accurate predictions with
minimal deviation from actual stock prices, essential for
profitable trading decisions. Themodel’s resilience to outliers
and extreme fluctuations, as evidenced by low Maximum
Error values, further enhances its profitability potential by
ensuring reliable forecasts in dynamic market conditions.
By combining the robust performance metrics from Table 2
with the actual versus predicted stock prices in Tables 4-8,
stakeholders can gain a comprehensive understanding of
the LSTM-DNN model’s profitability and effectiveness
in guiding investment decisions. The model’s accuracy,
consistency in predictions, and ability to minimize errors
underscore its potential to provide valuable insights for
investors and traders seeking profitable opportunities in the
stock market.

VI. DEALING WITH MARKET VOLATILITY AND INTRICATE
PATTERNS
The LSTM-DNN proposed model effectively addresses
market volatility and intricate patterns in stock market
prediction through its advanced architecture and training
methodology. Specifically, the LSTM component of the
model plays a crucial role in capturing and retaining
long-term dependencies in the data, allowing the model to
remember important information over extended periods. This
capability is particularly valuable in the context of market
volatility, where sudden and significant price fluctuations
occur. By utilizing LSTMnetworks, themodel can effectively
learn and adapt to these volatile market conditions, enabling
it to make more informed predictions even in the presence of
rapid changes.

Additionally, the DNN component of the model excels at
identifying complex patterns within the data as described in
Section III-C, including subtle trends and correlations that
may not be immediately apparent. This aspect is essential
for handling intricate patterns in stock market data, where
multiple variables and factors can influence pricemovements.
The DNN component’s ability to analyze large datasets and
extract meaningful features allows the model to uncover
hidden relationships and make more accurate predictions
based on these intricate patterns.

Furthermore, the integration of LSTM and DNN archi-
tectures in a hybrid model combines the strengths of
both approaches, enhancing the model’s overall predictive
capabilities. The LSTM component provides the model
with the ability to understand temporal dynamics and long-
term dependencies, while the DNN component enhances its
pattern recognition and feature extraction capabilities. This

combination enables the model to effectively capture the
distinct features of market volatility and intricate patterns,
leading to more accurate and reliable predictions in stock
market forecasting from real life company stock data. This
combination allows the model to adapt to volatile market
conditions, identify complex patterns in the data, and make
informed predictions that account for the intricacies of stock
market dynamics.

VII. DISCUSSION
The LSTM-DNN model stands out as a highly effective
solution for tackling the intricate challenges involved in
predicting stock market movements. This hybrid architecture
combines the strengths of LSTM networks, renowned
for their capability to capture temporal dependencies and
patterns over time, with DNNs, which excel in extracting
complex features and patterns from extensive datasets.
Stock market data is inherently nonlinear and influenced
by numerous factors, including economic indicators, market
sentiment, and geopolitical events. LSTM networks are
particularly well-suited for this task due to their ability
to learn and retain long-term dependencies in sequential
data.

In the realm of stock market prediction, where accurate
forecasting is crucial for informed decision-making, the
LSTM-DNN model’s ability to capture these sequential
dependencies plays a pivotal role. By discerning subtle
trends and seasonal variations in stock prices, the model
enhances predictive accuracy and provides valuable insights
into market dynamics. This is underscored by its robust
performance across 26 real-life company datasets, achieving
an average R-squared (R2) score of 0.98606, Mean Absolute
Error (MAE) of 0.0210, and Mean Squared Error (MSE)
of 0.00111. Such results highlight the model’s reliability
and effectiveness in handling diverse market conditions and
dataset complexities.

Moreover, the LSTM-DNN model addresses key lim-
itations observed in previous research. Unlike traditional
methods that often strugglewith noise in data or fail to capture
long-term trends effectively discussed in Section II-A,
this hybrid approach extends prediction timeframes and
emphasizes robust data handling techniques. By utilizing the
complementary strengths of LSTM networks for sequential
pattern recognition and DNNs for feature extraction from
large-scale datasets, the model demonstrates superior gen-
eralizability and performance consistency across different
stocks and market scenarios.

VIII. LIMITATIONS
Despite the promising results of our custom hybrid archi-
tecture based on LSTM and DNN model, it is impor-
tant to acknowledge its limitations. Although the model
demonstrates considerable robustness across a wide range of
datasets, its performance is still susceptible to variations in
the quality and granularity of the input data. For instance,
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the presence of anomalies in market data, such as missing
values, inaccuracies in financial reports, or inconsistencies
in historical records can significantly hamper the model’s
predictive accuracy.

In financial markets, data integrity is most important.
Inconsistency or errors in data can arise from various sources,
including reporting delays, typographical errors in financial
statements, and gaps in data collection. When such issues
are present, the model’s ability to generate reliable forecasts
may be compromised. This is because machine learning
models, including our hybrid LSTM-DNN, heavily rely on
the assumption that the input data is both accurate and
complete. Any deviation from this assumption can lead to
erroneous predictions.

Furthermore, the granularity of the data also plays a crucial
role. High-frequency trading data, for example, provides
a very different landscape compared to end-of-day market
summaries. If the model is trained on one type of data but
deployed on another, discrepancies in performancemay arise.
The temporal resolution of input data–whether it is minute-
by-minute, hourly, or daily–can affect the model’s ability to
capture relevant patterns and trends, thereby impacting its
overall efficacy.

In conclusion, while our hybrid LSTM-DNNmodel shows
significant potential and robustness in diverse applications,
careful consideration must be given to the quality and
granularity of the input data. Ensuring high data quality and
appropriate temporal resolution is essential for maintaining
the model’s predictive power and reliability in real-world
financial forecasting.

IX. FUTURE WORK
Implementing real-time prediction capabilities and adaptive
learning mechanisms for the hybrid LSTM-DNN model
involves several critical steps. Firstly, integrating real-time
data streams from financial data providers through APIs
and employing an event-driven architecture will ensure
efficient handling of incoming market data. Developing a
robust data preprocessing pipeline will allow for real-time
cleaning and normalization. Deploying the model on scalable
platforms like TensorFlow Serving or AWS SageMaker
will enable low-latency predictions, supported by optimiza-
tion techniques such as model quantization and hardware
acceleration. Incorporating incremental learning and sliding
window approaches will facilitate continuous model updates
with new data, ensuring adaptability to changing market
trends. Continuous monitoring of performance metrics and
automated retraining mechanisms will help maintain high
predictive accuracy. Additionally, leveraging cloud services
and distributed computing frameworks will ensure scalable
infrastructure, while real-time dashboards and alert systems
will provide valuable insights and timely notifications.
Ensuring robust data security and compliance with financial
regulations will be essential for ethical and legal use of
the predictive models. This comprehensive approach will
enable the hybrid model to respond effectively to dynamic

market conditions, offering valuable insights for investors and
traders.

X. CONCLUSION
This research on enhancing stock market prediction through
a hybrid LSTM-DNN based custom architecture represents
a significant advancement in the field of financial analytics.
By introducing an innovative hybrid model that combines
the strengths of LSTM and DNN architectures, the study
has demonstrated remarkable adaptability and consistency
across diverse datasets and company-specific trends. Through
rigorous evaluation using metrics such as MAE, MSE,
R2 Score, and Maximum Error, the model has showcased
its accuracy, variance explanation, goodness of fit, and
outlier resilience, highlighting its robust performance in
predicting stock prices. The research not only addresses
limitations observed in previous studies but also extends the
prediction timeframe to capture longer-term trends, offering
valuable insights for investors and traders. By comparing the
proposed model with existing neural network approaches and
showcasing significant improvements in predictive accuracy,
the study underscores the model’s potential for guiding prof-
itable investment decisions in dynamic market conditions.
Overall, the research contributes to a deeper understanding
of predictive modeling in finance, emphasizing the model’s
adaptability, consistency, and profitability potential in stock
market forecasting.

DATASET OBTAINED
1) https://www.kaggle.com/datasets/rohanrao/nifty50-

stock-market-data
2) https://www.kaggle.com/datasets/varpit94/google-

stock-data
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