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ABSTRACT The study presents a detailed framework designed to develop a Question-Answering System
(QA System) for the Kazakh language, highlighting its importance in the field of Low Resource Languages
(LRL) Text Processing. This effort aims to fill the gap in resources for languages that lack substantial digital
tools. Specifically, the project focuses on geographical questions about Kazakhstan, aiming to enhance acces-
sibility and understanding of the nation’s geography. The challenges associated with LRL text processing are
addressed through the creation of a question-answer corpus, training a Bidirectional Encoder Representations
from Transformers (BERT)-based model, and evaluating the system using Bilingual Evaluation Understudy
(BLEU) metrics. The endeavor begins with the careful compilation of a corpus containing 50,000 questions,
which supports the subsequent development phases and ensures the creation of a robust QA System. In the
second phase, a BERT model equipped with 91,821,056 parameters is trained, enhancing the model’s
ability to understand the complex linguistic nuances of the Kazakh language. The final phase involves a
rigorous evaluation using BLEU metrics, where the system achieves an impressive average score of 0.9576.
This score indicates a high level of agreement between the system-generated answers and the reference
answers, demonstrating the system’s effectiveness at interpreting and responding to queries about Kazakh
geography. This study significantly contributes to the field by providing a systematic and nuanced approach
to QA System development and underscores the model’s effectiveness through thorough evaluation and
comparative analysis.

INDEX TERMS Question answering system, Turkic languages, Kazakh language, transformers, BERT,
BLEU score.

I. INTRODUCTION
The Question Answering System (QAS) constitutes a fun-
damental task within Natural Language Processing (NLP),
designed to furnish precise responses in natural language to
user queries [1]. Diverging from traditional search engines,
a QAS directly formulates conclusive answers instead of
presenting a compilation of hyperlinks [2]. This design
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enhances user-friendliness and operational efficiency within
QAS. Leading search engines, such as Google or Bing [3], are
progressively incorporating quality management methodolo-
gies into their search functionalities, aiming to elevate their
overall intelligence. In the course of seeking information, web
search engines merely guide users to potential answer loca-
tions, necessitating subsequent manual examination of search
results for the actual answer. The prospect of an automated
system capable of extracting or generating answers from
retrieved documents, as opposed to merely presenting them
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to the user, is both intriguing and promising. Consequently,
QAS exemplifies the pursuit of natural language answers for
user-generated inquiries.

The field of Question Answering (QA) resides at the
convergence of Natural Language Processing (NLP), Infor-
mation Retrieval (IR), Logical Reasoning, Knowledge Repre-
sentation, Machine Learning, Semantic Search, and serves as
a means to quantitatively assess the comprehension and rea-
soning prowess of any Artificial Intelligence (AI) system [4],
[5]. Recent advancements, fueled by robust computational
capabilities and the advent of cutting-edge deep learning
algorithms, have propelled this interdisciplinary domain for-
ward. Notably, contemporary deep learning models have
exhibited superior performance compared to human coun-
terparts in addressing single-paragraph question answering
benchmarks, exemplified by achievements in widely recog-
nized assessments such as the Stanford Question Answering
Dataset (SQuAD) [5], [6], [7].

QA systems may be categorized according to the nature of
the questions they endeavor to address. Factoid questions are
those that typically seek straightforward, specific pieces of
information [8]. QAS with factoid questions involves a sys-
tem that is specialized in answering questions that have clear,
factual answers, often derived from structured databases,
documents, or knowledge sources. For example, a factoid
question could be: ‘‘What is the capital of France?’’ The
expected answer would be a single piece of factual informa-
tion, in this case, ‘‘Paris.’’

QAS with Simple Reasoning questions refers to
Question-Answering Systems that are designed to handle
questions that involve basic logic or reasoning to arrive at an
answer [9]. While factoid questions typically have straight-
forward and direct answers, simple reasoning questions may
require the system to make basic inferences or deductions
based on the information available. For instance, a simple
reasoning question could be: ‘‘If it is raining outside, what
should you carry with you?’’ The answer involves a logical
inference, where the system needs to understand that carrying
an umbrella is advisable when it’s raining. QAS with simple
reasoning questions often involves incorporating basic logical
rules or patterns into the system to allow it to analyze and
process information in a more nuanced way. These systems
may use techniques from natural language processing and
machine learning to understand the context, identify relation-
ships, and provide reasoned responses to questions that go
beyond straightforward factual queries.

QAS with Complex Reasoning questions refers to
Question-Answering Systems that are designed to handle
questions that involve more intricate logic, multi-step rea-
soning, and possibly deeper understanding of contextual
information [10]. Unlike simple reasoning questions, which
often require basic inferences, complex reasoning questions
demand a more sophisticated level of cognitive processing.
For example, a complex reasoning question could be: ‘‘If a
train leaves City A at a certain time and travels at a certain

speed, while another train leaves City B at a different time and
speed, when and where will the two trains meet?’’ This ques-
tion involves multiple steps of computation and reasoning,
including calculating distances, speeds, and determining the
point of intersection. To handle complex reasoning questions,
QAS may utilize advanced techniques in artificial intelli-
gence, machine learning, and natural language processing.
These systems may need to understand and manipulate more
abstract concepts, engage in logical deduction, and navigate
through complex scenarios to provide accurate and meaning-
ful answers. Such systems are valuable for applications that
require a deeper level of comprehension and problem-solving
ability, such as advanced decision support systems or expert
systems.

QAS with Fusion List questions refer to combining or
integrating information frommultiple sources or types of data
to generate a comprehensive answer [11]. In this context,
fusion list questions might involve queries that require the
QAS to synthesize information from diverse sets of data or
knowledge bases. For example, a fusion list question could
be: ‘‘List the top five cities in Europe with the highest GDP,
considering both historical and current data.’’ This question
might require the QAS to integrate economic data from
various time periods and cross-reference it with information
about European cities. Handling fusion list questions would
likely involve a QAS that can navigate and extract relevant
information from different datasets, fuse them together, and
present a consolidated and coherent response. This could
involve techniques like data integration, cross-referencing,
and contextual understanding.

QAS with Interactive Context questions refers to
Question-Answering Systems that are designed to handle
queries where the context is dynamic, evolving, or inter-
active [12]. In traditional question-answering scenarios, the
system receives a single question and provides an answer
based on the available information. However, with interactive
context questions, the system may need to engage in a back-
and-forth exchange with the user, taking into account the
evolving context of the conversation. For example, in a
traditional QAS scenario, a question might be: ‘‘What is the
population of New York City?’’ The system provides a static
answer based on the current information.

In contrast, an interactive context question might involve a
series of inquiries and responses, with each exchange influ-
encing the context. For instance:

User: ‘‘What is the population of New York City?’’
System: ‘‘The population of New York City is approxi-

mately 8.4 million.’’
User: ‘‘And how has it changed in the last decade?’’
System: ‘‘The population has increased by around 5% in

the last decade.’’
Handling interactive context questions requires the QAS

to maintain and update a dynamic context model, under-
standing the flow of the conversation and adapting responses
based on previous interactions. This may involve memory
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management, context tracking, and real-time processing to
ensure that the system can provide accurate and relevant
information in an ongoing dialogue. Interactive context QAS
is particularly relevant in conversational AI applications,
virtual assistants, and chatbots where users may engage in
multi-turn conversations, asking follow-up questions or seek-
ing clarification.

QAS with Speculative questions refers to Question-
Answering Systems that are designed to handle queries that
involve speculation, hypothesis, or conjecture [13]. These
questions typically inquire about potential outcomes, possi-
bilities, or hypothetical scenarios rather than seeking factual
information. For example, a speculative question could be:
‘‘What would happen if humans could live on Mars?’’ This
question prompts the QAS to consider hypothetical situa-
tions, potential challenges, and theoretical implications rather
than providing a concrete, factual answer. Handling specula-
tive questions requires the QAS to understand the context,
infer potential outcomes, and engage in speculative reason-
ing. It may involve analyzing known facts, extrapolating
from existing data, and considering various hypothetical sce-
narios to provide informed responses. Speculative question
answering is important in contexts where users are exploring
possibilities, brainstorming ideas, or considering future sce-
narios. QAS with speculative capabilities can contribute to
decision-making processes, scenario planning, and creative
problem-solving by exploring alternative futures and poten-
tial consequences.

Nevertheless, the Question Answering System (QAS) pro-
cess can be categorically delineated into three distinct parts.
Question analysis is the First part in the functioning of a
QAS [14]. During this phase, the system interprets and pro-
cesses the user’s query to understand its meaning, intent,
and context. The goal is to transform the natural language
input into a format that the system can use to retrieve or
generate an appropriate answer. The system analyzes the syn-
tactic structure of the question, identifying the grammatical
components such as nouns, verbs, and adjectives. Parsing
techniques help break down the sentence into a structured
representation, which aids in understanding the relationships
between different elements. Understanding the meaning of
words and phrases in the given context is crucial. This
involves semantic analysis to capture the intendedmeaning of
the question. Techniques like word sense disambiguation help
the system choose the correct interpretation of ambiguous
words based on context. Determining the user’s intent is vital
for providing relevant answers. Intent recognition involves
identifying the primary goal or purpose of the user’s query.
Machine learning models or rule-based systems may be used
to categorize the query into specific intents. Identifying enti-
ties (specific objects, locations, people, etc.) mentioned in
the question is essential for extracting relevant information.
Named Entity Recognition (NER) techniques are commonly
used to identify and categorize entities within the text [15].
Understanding the context of the question may involve
considering previous interactions in a conversation or

referring to external knowledge bases. Contextual analy-
sis helps the system provide more accurate and relevant
answers based on the ongoing conversation or broader con-
text. Different types of questions (e.g., factoid, reasoning,
opinion-based) may require different approaches for answer-
ing. Identifying the question type helps the system apply
the appropriate methods. Dealing with ambiguity is a crucial
aspect of question analysis. Some questions may have multi-
ple interpretations, and the system needs to handle such cases
intelligently.

Document retrieval [16] is the Second part in QAS where
the system searches for and retrieves relevant documents or
passages that may contain information necessary to answer
a user’s query. This phase aims to locate potential sources
of information based on the content of the user’s ques-
tion. Before retrieval, a corpus of documents needs to be
indexed. Indexing involves creating a structured representa-
tion of the documents, which allows for efficient and fast
retrieval. Techniques such as inverted indexing are com-
monly used, where terms in the documents are mapped to
the documents containing them. Document and query repre-
sentations are often transformed into numerical vectors for
efficient computation. Techniques such as word embeddings
or more advanced contextual embeddings like Bidirectional
Encoder Representations from Transformers (BERT) may be
employed [17]. Vectorization enables the comparison of the
similarity between the query vector and document vectors.
Various models are used to rank and retrieve documents
based on their relevance to the user’s query. Common mod-
els include Term Frequency-Inverse Document Frequency
(TF-IDF) [18], Best Match 25 (BM25) [19], and neural
network-based models. Machine learning models may be
trained on labeled data to learn the relevance of documents to
specific queries. Query expansion techniques may be applied
to enhance retrieval by adding synonyms or related terms to
the original query. This helps to capture a broader range of
relevant documents. Thesauri or external knowledge bases
may be used for expanding queries. Depending on the nature
of the QAS and the user query, different retrieval strategies
may be employed. These could include passage retrieval, doc-
ument retrieval, or even more granular entity-level retrieval.
Strategies may also consider factors like recency, popularity,
or other relevance signals. Documents are scored based on
their relevance to the user’s query. Scoring mechanisms vary
depending on the retrieval model used. Documents are ranked
by their scores, and the top-ranked documents are considered
as potential sources for generating an answer. Given the
potentially large size of document corpora, retrieval systems
need to be efficient. Techniques like caching, pruning, and
parallel processing may be employed to speed up the retrieval
process. Depending on the application, the document retrieval
systemmay need to handle real-time updates to the document
corpus. This is particularly relevant in dynamic environments
where new information becomes available.

Extraction of Answer [20] is the Third part in a
Question-Answering System (QAS) involves retrieving
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relevant information from the retrieved documents or pas-
sages to form a concise and accurate response to the user’s
query. This phase builds upon the document retrieval and
question analysis stages. Once relevant documents or pas-
sages are retrieved, the system extracts the specific portions of
text that are likely to contain the answer to the user’s question.
Techniques may include selecting sentences, paragraphs,
or snippets from the documents. Coreference resolution [21]
is the process of determining when different words or
expressions in the text refer to the same entity. Resolving
coreferences helps ensure the correct interpretation of pro-
nouns or repeated references. For example, resolving that
‘‘he’’ refers to a specific person mentioned earlier in the text.
Considering the context of the extracted text is crucial for
generating a coherent and contextually relevant answer. The
system may need to understand the meaning of words and
phrases in the context of the entire document or conversation.
If the system extracts multiple potential answers, a ranking
mechanism may be applied to determine the most likely
correct answer. The ranking may be based on factors like
relevance, confidence scores, or the frequency of occurrence
in the retrieved documents. Assigning confidence scores to
extracted answers provides a measure of the system’s cer-
tainty about the correctness of the response. Confidence
scores help in presenting answers in a more nuanced manner,
especially in cases where the system is uncertain. Contempo-
rary search engines exhibit precise responsiveness to specific
question types through advanced techniques. Hand-designed
functional models, exemplified by end-to-end neural archi-
tectures, have demonstrated notable progress in acquiring
nuanced linguistic features, yielding substantial perfor-
mance improvements in established reading comprehension
benchmarks.

Deep Learning (DL) methodologies, capable of assimi-
lating vast amounts of information, excel in constructing
intricate operational representations. DL has made consider-
able strides in handling various data types, including voice,
text, and sequential data. SQuAD [22] was meticulously
curated by formulating questions based on data sourced from
Wikipedia. SQuAD 2.0 [17] amalgamates the 100,000 ques-
tions from SQuAD 1.1 with over fifty thousand deliberately
unanswerable questions generated competitively by crowd
workers, designed to pose challenges in appearing answer-
able [23]. Evaluating the performance of DL models on
SQuAD 2.0 is imperative to discern the handling of ques-
tions without answers (out of scope). Additionally, there exist
alternative datasets such as Freebase [24], MicrosoftMachine
Reading Comprehension (MS MARCO) [25], DBpedia [26],
and CNN&DailyMail [27]. These datasets not only enhance
the efficiency of addressing Question Answering (QA) tasks
on neural architectures but also serve as a robust test bed for
evaluating the performance of these models.

The prevailing architectural paradigm of Convolutional
Neural Networks (CNN) with an encoder and a decoder [28]
is widely employed for constructing efficient NLP mod-
els. In contrast, BERT models exclusively leverage attention

mechanisms, completely eschewing recurrence and con-
volutions. BERT, a pre-trained language model, generates
profound bidirectional representations by employing bidirec-
tional Transformers. This entails that each word in every
layer of the network considers contextual information from
both preceding and subsequent positions. The pre-trained
BERT representations can be fine-tuned to achieve state-of-
the-art performance across a diverse array of tasks. BERT
utilizes masked language modeling during pre-training to
establish deep bidirectional representations. Additionally,
a binarized next sentence prediction is employed in the
pre-training process to comprehend relationships between
two sentences [29]. The supervised paradigm for train-
ing Machine Reading Comprehension (MRC) models [30]
represents a promising stride towards comprehensive NLP
systems. According to this analysis, attentive and discerning
readers can disperse and integrate semantic information over
extended distances. Transformers exhibit a capacity to cap-
ture relatively long dependencies, surpassing the limitations
imposed by fixed-length perspectives in language model-
ing. Language modeling, a pivotal challenge, necessitates
previous input values, especially in applications such as pre-
training (unsupervised). While Long Short-Term Memory
(LSTM) serves as a conventional solution in NLP [31], yield-
ing commendable outcomes across diverse applications, the
introduction of control mechanisms in LSTMs and the utiliza-
tion of gradient clipping techniques may prove insufficient in
fully addressing this challenge.

The authors of this paper [32] explore how leveraging
pre-trained models can enhance the performance of QA
systems, which are crucial in various applications such
as search engines, virtual assistants, and customer sup-
port systems. In their research implemented a QA model
using transfer learning principles. In this study [33] authors
explore innovative methods for embedding features that can
enhance the performance of question classification systems,
which are crucial for various applications such as natu-
ral language processing (NLP), information retrieval, and
automated question-answering systems. This research [34]
provides valuable insights into the multifaceted challenges
encountered in Turkish Natural Language Processing stud-
ies. By addressing linguistic complexities, improving data
availability, overcoming technological limitations, and foster-
ing collaboration within the research community, significant
advancements can be made in this important area of study.
This study [35] concluded that integrating sentiment analysis
into Turkish question-answering systems represents a sig-
nificant advancement in human-robot interaction technology.
It opens up new possibilities for creatingmore empathetic and
responsive robotic assistants capable of engaging with users
on a deeper emotional level.

II. MATERIALS AND METHODS
A. DATASET
SQuAD is a widely used format for training and evaluating
language models, particularly for question-answering tasks.
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SQuAD provides a large collection of reading comprehension
datasets that consist of questions posed by human annotators
on a set of Wikipedia articles. The goal is for models to
read the passage and provide accurate and relevant answers
to the questions. SQuAD has become a benchmark in the
NLP community, and researchers often use it to assess the
performance of various language models, including Large
Language Models (LLMs) like GPT-3, BERT, and others.
The dataset covers a diverse range of topics and requires
models to understand context, reason, and generate mean-
ingful responses. Training on SQuAD helps language models
improve their ability to comprehend and generate human-like
responses in a question-answering context, making them
more effective in a wide range of natural language under-
standing tasks.

SQuAD 1.0: The original version of the dataset, released
in 2016. It contains over 100,000 question-answer pairs based
on articles from English Wikipedia.

SQuAD 2.0: Released in 2018, SQuAD 2.0 introduced a
new twist to the task. In addition to the questions that have
answers in the provided passage, it includes unanswerable
questions. This version encouragesmodels to not only answer
questions but also determine when a question does not have
a clear answer in the given context.

SQuAD 2.1: This is a modified version of SQuAD 2.0.
In SQuAD 2.1, the unanswerable questions from SQuAD
2.0 were removed. It was created to address concerns about
the difficulty of the unanswerable questions.

It’s worth noting that these versions were designed to
challenge and evaluate models on different aspects of
question-answering and reading comprehension. The intro-
duction of unanswerable questions in SQuAD 2.0 aimed
to make the task more realistic and closer to real-world
scenarios.

Until today, a corpus of questions and answers in the
Kazakh language in the SQuAD notation has not been cre-
ated. But there are similar works that describe attempts
to create a similar corpus in the Kazakh language to cre-
ate question-answer systems. It’s interesting to learn about
the efforts to create a Kazakh language question-answering
dataset, especially through machine translation and adap-
tation of existing datasets. These initiatives demonstrate
the adaptability and creativity of researchers in address-
ing the challenges of limited language resources. Using
the babI dataset translated into Kazakh [36] and machine
translating the SQuAD 1.1 dataset to create the Kazakh
QA dataset (KazQA) [37] are pragmatic approaches to
overcome the absence of a dedicated Kazakh SQuAD-
like dataset. The babI dataset, comprising 11,000 instances,
underwent translation into the Kazakh language and was
subsequently stored in a CSV file [36]. It’s important to
acknowledge the potential challenges and considerations that
come with machine translation, such as ensuring the accuracy
of the translated content, preserving semantic nuances, and
addressing potential biases introduced during the translation
process.

The linguistic corpus designed for LLM exploration
focuses on the comprehensive examination of the Geogra-
phy of Kazakhstan. This corpus boasts a substantial size,
comprising a total of 1,451,581 words, thereby providing a
rich and extensive dataset for linguistic analysis. Within this
corpus, a remarkable component is the inclusion of 50,000
questions and answers, all meticulously crafted in the Kazakh
language.The chosen case style for this corpus aligns with the
standards of scientific and educational discourse, ensuring
a meticulous and scholarly representation of geographical
information pertaining to Kazakhstan. In addition to its sub-
stantive content, the corpus is meticulously annotated using
the SQUAD notation. This markup framework enhances the
accessibility and interpretability of the corpus, enabling effi-
cient information retrieval and facilitating a structured format
for posing questions and obtaining detailed responses within
the context of Kazakhstan’s geography. The adoption of such
notation enhances the overall utility and versatility of the
corpus for both linguistic modeling and scholarly inquiry.

B. MACHINE LEARNING MODEL
BERT is a state-of-the-art NLP model that has signifi-
cantly advanced the field of machine learning and lan-
guage understanding [38]. Developed by Google, BERT is
a transformer-based neural network architecture designed
for a wide array of language understanding tasks. The
distinctive feature of BERT lies in its bidirectional context-
awareness, as it considers both preceding and succeeding
words in a given text during the training process. This bidirec-
tional approach allows BERT to capture intricate contextual
nuances and dependencies in language, contributing to its
superior performance in tasks such as question answering,
sentiment analysis, and named entity recognition. In sci-
entific terms, BERT’s effectiveness can be attributed to its
pre-training strategy, wherein it is initially trained on vast
corpora to learn general language representations. Subse-
quently, fine-tuning on specific tasks tailors its capabilities
for more targeted applications. The attention mechanism
within BERT facilitates the modeling of relationships among
words, enabling a nuanced understanding of contextual
semantics. BERT has emerged as a benchmark model in NLP,
achieving remarkable results on various benchmark datasets.
Its impact extends beyond the research community, influ-
encing the development of subsequent transformer-based
models.

The primary aim delineated in this referenced scholarly
work [36] was the development and implementation of a
deep learningmodel specifically designed for the Kazakh lan-
guage within the specialized domain of Question Answering
systems. This objective was realized through the utiliza-
tion of a translated iteration of the babI dataset procured
from Facebook, employed as a foundational resource for
training the End-to-end Memory Neural Network model.
The empirical findings yielded notable results, highlighting
the model’s commendable performance, as evidenced by an
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accuracy rate of 92% and an F1 score of 93%. These quan-
titative metrics unequivocally attest to the effectiveness of
the employed methodologies, including the extensive prepro-
cessing procedures systematically applied to the dataset. The
latter encompassed ameticulous consideration of the nuanced
intricacies intrinsic to the Kazakh language. However, it is
imperative to underscore a pivotal limitation within the scope
of this investigation. The Question Answering System fea-
tured in this study exhibits a binary response capability,
restricted to the options of ‘‘yes’’ or ‘‘no.’’ This constraint
represents a critical delineation of the study’s parameters and
necessitates careful consideration in the interpretation and
assessment of themodel’s applicability and limitations within
the defined context.

In this research [37], the pre-training regimen for ALBERT
encompasses two primary tasks: Masked Language Mod-
eling (MLM) and Next Sentence Prediction (NSP). The
foundational goal of this phase is to instill in the model
an adept understanding of the distinction between contex-
tual and linguistic elements. To actualize this objective, the
ALBERT model concurrently engages in training on two
unsupervised tasks: MLM and Sentence Order Prediction
(SOP). Within the MLM task, the model confronts masked
sentences with the objective of predicting the output of the
concealed tokens. This undertaking facilitates ALBERT in
acquiring a nuanced comprehension of bidirectional con-
text within sentences. Simultaneously, the SOP task involves
the model processing two consecutive sentences from the
same class, initially labeling them as positive, and sub-
sequently swapping them and assigning a negative label.
This procedural mechanism serves to cultivate the model’s
proficiency in discerning inter-sentence coherence. Transi-
tioning to the second phase, the model undergoes fine-tuning
tailored for a specific task, such as question answering.
This involves the replacement of fully connected layers in
the model with new layers expressly designed for answer-
ing the targeted questions. Subsequent supervised training
ensues using a question answering dataset. During this train-
ing regimen, the output parameters are acquired de novo,
while the remaining components of the model undergo
fine-tuning to expedite the training process. Among the pre-
trained models, the KazBERT model, trained on cleansed
CommonCrawl data in the Kazakh language, achieved the
most favorable outcomes. For the test dataset, the KazBERT
model demonstrated an Exact Match (EM) accuracy of
62.87 and an F1 score of 77.89. These quantitative metrics
serve as a testament to the efficacy and proficiency of the
KazBERT model in the context of the specified language and
task.

This paper [39] delineates the research and development
endeavors directed towards a question-and-answer system
rooted in the BERT model tailored for the Kazakh lan-
guage. This work introduces an innovative amalgamation of
normative and statistical methodologies for analyzing ques-
tions inherent to closed subject areas within agglutinative
languages, specifically catering to the linguistic nuances of

Kazakh. The process of question analysis involves two key
components: focusing and classification. In the focusing
phase, the authors enlisted the expertise of several specialists
guided by the principles outlined in the Kazakh language
Frequently Asked Questions (FAQ). The subsequent classi-
fication of questions was executed through the utilization of
a rule-based classifier, incorporating phrases deemed unsuit-
able for each class. Fundamental models were employed for
both focusing and classification, and a comparative analy-
sis of their outcomes is presented. Throughout the course
of this research, a corpus comprising 60,000 sentences was
meticulously compiled and translated into Kazakh. The study
example who achieved the highest F1 score of 88.0% and a
matching accuracy score of 71.2% by responding to 257 ques-
tions in the test database were selected. The BERT-based
methodology demonstrated a noteworthy performance, yield-
ing an F1 score of 78.1% and a matching accuracy of 63.0%.
This outcome starkly outperformed the baseline method,
which recorded an F1 score of 38.0% and a matching accu-
racy of 22.2%.Although the F1 scorewas 9.9% lower than the
measured examples and 8.2% lower inmatching accuracy, the
BERT-basedmethod nonetheless established its superiority in
both metrics.

C. MODEL EVALUATION METRIC
Bilingual Evaluation Understudy (BLEU) is a metric used for
evaluating the quality of machine-generated translations in
the field of natural language processing and machine trans-
lation [17]. BLEU is particularly valuable for assessing the
performance of automated translation systems by comparing
their output to one or more reference translations. The BLEU
score is based on the comparison of n-grams (contiguous
sequences of n items, typically words) between the candidate
translation and the reference translations. The metric com-
putes a precision-based score, considering howmany n-grams
in the candidate translation overlap with those in the reference
translations. BLEU also includes a brevity penalty to address
the issue of shorter translations being favored.

The BLEU score is calculated using the formula:

BLEU score = BP ∗ exp(
∑N

n=1
wn log pn) (1)

where:

BP –is the brevity penalty.
N –is the maximum n-gram order considered.
wn –is the weight assigned to the precision of n-grams.
pn –is the modified precision for n-grams.

The BLEU score ranges from 0 to 1, with higher
scores indicating better translation quality. It is widely used
in research and development to assess the performance
of machine translation systems and to compare different
approaches in the field.

III. EXPERIMENTS AND DISCUSSIONS
In Figure 1, the depicted pipeline delineates the sequential
progression originating from the input dataset, traversing
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FIGURE 1. Pipeline of question answering system in Kazakh language.

through the BERT-based question-answering model, and cul-
minating at the evaluation stage, where the BLEU metric is
applied for quantitative assessment.

In the initial phase of the pipeline, the primary objec-
tive involves the generation of a question-answer corpus
formatted in the SQuAD notation. This corpus specifically
comprises 50,000 question-answer pairs in the Kazakh lan-
guage, with a thematic focus on the geographical domain
of Kazakhstan. The meticulous curation of this corpus is
paramount for subsequent stages in the development of a
robust Question-Answering system.

The second stage of the pipeline centers around the training
of a BERT model. Following the training process, the Lan-
guage Model derived from BERT encompasses an extensive
parameter count, boasting a total of 91,821,056 parameters.
The magnitude of parameters signifies the model’s capacity
to capture intricate linguistic nuances and contextual rela-
tionships within the Kazakh language, thereby enhancing its
effectiveness in generating accurate and contextually appro-
priate responses.

The third and final stage of the pipeline involves the eval-
uation of the QA system through the application of BLEU
metrics. BLEU serves as a fundamental measure to assess
the quality of machine-generated text by comparing it to
reference translations. In this context, the QA system is eval-
uated using BLEU metrics, with an average BLEU score
of 0.9576. This high BLEU score indicates a commendable
level of alignment between the system-generated answers and
the reference answers, affirming the system’s proficiency in
comprehending and responding to queries within the domain
of Kazakh geography.

Pipeline encompasses the meticulous creation of a
domain-specific QA corpus, the training of a BERT model
with a substantial parameter count, and a robust evaluation
process utilizing BLEU metrics. This systematic approach
ensures the development of an advanced and accurate QA
system tailored to the nuances of the Kazakh language, par-
ticularly within the geographical context of Kazakhstan.

Figure 2 shows the performance of a transformer model
during training and validation phases for the development of
a question and answer system in the Kazakh language.

Figure 2 shows the performance of a transformer model
during training and validation phases for the development
of a question and answer system in the Kazakh language.

FIGURE 2. Model accuracy.

FIGURE 3. Evolving pattern of BLEU score augmentation in response to a
significant expansion of the dataset.

The figure includes information for each epoch, tracking key
metrics such as Training Loss, Validation Loss, F1 Score
on the Validation set, and Exact Match on the Validation
set. Figure 2 encapsulates the progressive evolution of a
transformermodel acrossmultiple training epochs, exhibiting
metrics indicative of its learning and generalization capa-
bilities. 0.376098443 training loss value signify improved
model convergence. 0.037803103 validation loss indicate its
ability to generalize to unseen data. 0.958 F1 scores denote
superior model efficacy. 0.93 Exact Match denote the pro-
portion of model-generated predictions that precisely match
the ground truth on the validation set, this metric serves as a
binary indicator of accuracy. Throughout the training process,
a discernible trend emerges, characterized by a consistent
decrease in both training and validation losses. Simultane-
ously, metrics such as F1 Score and Exact Match on the
validation set exhibit a persistent upward trajectory. This
confluence of trends suggests that the model progressively
refines its understanding and prediction capabilities with each
successive epoch.

The BLEU metric is commonly used to evaluate the qual-
ity of machine-generated text, including QAS. It assesses
the similarity between the generated text and a reference
text by considering n-gram precision. Table 1 shows the
QAS estimates. Figure 3 presents an illustration depicting
the dynamics of the increment in BLEU score concerning
a substantial augmentation in the dataset comprising both
questions and corresponding answers.
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TABLE 1. Evaluating the results of generating QAS using the BLEU metric.

The generated response achieved a commendable Current
BLEU score of 1.0, signifying a precise match with the refer-
ence answer. This high level of correspondence underscores
the accuracy of the model in conveying the intended infor-
mation. The general BLEU score for this response sequence
is 773.63, attesting to the model’s consistent performance in
providing accurate and contextually relevant answers across
multiple questions. The average BLEU score for this set
of responses is 0.957, indicating a high level of linguistic
coherence and alignment with the reference answers. This
reflects the model’s proficiency in generating scientifically
stylized content in response to diverse inquiries.

To solidify our findings, a comparative analysis was under-
taken by juxtaposing our results with existing works in the
domain of Question-Answering Systems (QAS). The com-
parative assessment encompassed counterparts of QAS in the
Kazakh, Uzbek, and Turkish languages. The outcomes of

TABLE 2. Evaluation of diverse models based on the F1 score parameter.

TABLE 3. Comparison of QAS models using the BLEU metric.

this comparison are delineated in Tables 2 and 3. Table 2
elucidates the comparison of QAS models based on the F1
score, whereas Table 3 provides a comparative evaluation
of QAS models utilizing BLEU metric estimates. Includ-
ing QAS models in multiple languages allows for a more
comprehensive evaluation of the performance of these sys-
tems. It enables researchers to explore how well the models
generalize across different linguistic contexts and structures.
The Kazakh, Uzbek, and Turkish languages are members
of the Turkic linguistic group, sharing a common linguistic
ancestry. These languages exhibit a significant degree of lex-
ical overlap, featuring numerous identical words. Moreover,
they demonstrate substantial similarity in their morphological
rules governing the construction of words, phrases, and sen-
tences. The linguistic affinity observed among these Turkic
languages contributes to a shared linguistic framework, facil-
itating similarities in vocabulary and grammatical structures.

Table 2 delineates a meticulous evaluation of diverse mod-
els, employing the F1 score metric across multiple linguistic
contexts. Each row corresponds to a specific model, fur-
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nishing details on the respective authors, language focus,
and the attained F1 score. The linguistic domains covered
include Kazakh, Turkish, and Uzbek. The F1 scores func-
tion as quantitative indicators of precision and recall, with
elevated scores signifying superior overall performance. Our
Model developed for the Kazakh language, the model attains
a notable F1 score of 95.8. This exhaustive comparative anal-
ysis provides a nuanced insight into the performance metrics
of each model, elucidating their effectiveness within distinct
linguistic domains.

IV. CONCLUSION
This study introduces a methodical and comprehensive
pipeline for the creation of a sophisticated Question-
Answering System, specifically designed to accommodate
the intricacies of the Kazakh language, with a focused appli-
cation within the geographical context of Kazakhstan. The
foundational stage involves the meticulous curation of a
thematic question-answer corpus, comprising 50,000 pairs
in Kazakh and centered around the geography of Kaza-
khstan. During the second phase, the BERT model undergoes
training with a substantial parameter count of 91,821,056,
showcasing its capability to capture nuanced linguistic intri-
cacies and contextual relationships inherent to the Kazakh
language. The performance evaluation of the transformer
model during training and validation reveals a consistent
decrease in both training and validation losses. Key met-
rics, including F1 Score and Exact Match on the validation
set, exhibit an upward trajectory, denoting improved model
convergence (0.376098443 training loss), the ability to gen-
eralize to unseen data (0.037803103 validation loss), superior
model efficacy (0.958 F1 scores), and a high degree of
accuracy (0.93 Exact Match). These trends illustrate the
model’s progressive refinement in understanding and predic-
tive capabilities with each successive epoch. The subsequent
comparative analysis, contrasting our QAS with existing
models in Kazakh, Uzbek, and Turkish languages, provides
nuanced insights into the performance metrics of each model.
Our Kazakh-centric model achieves a notable F1 score of
95.8 and a BLEU score of 95.76, affirming its versatility
and effectiveness across diverse linguistic domains. In con-
clusion, this research contributes a holistic approach to
QAS development, emphasizing the significance of linguistic
nuances, meticulous evaluation procedures, and compara-
tive analyses. The demonstrated effectiveness of our model
underscores its potential applicability in real-world scenarios,
particularly within the unique geographical and linguistic
context of Kazakhstan.
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