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ABSTRACT Many organizations and researchers, such as NIST, FIRST, MITRE, etc. in the United States,
are conducting various cybersecurity research to counter the evolving cyber threats. Research on improving
the security level of systems and networks by checking the network environment is one of the main areas
of continuous research. To choose the right security countermeasures, you need to ensure that the defense
techniques they contain are appropriate for your systems and networks. However, how to determine this
is a difficult and complex issue, and as cyber threats evolve, how to determine this will need to evolve
with them. To address these issues, this study quantitatively designed six metrics for defense technologies
based on system and network environments and used them to conduct experiments on the entire network,
as well as experiments on security countermeasures after a cyber-threat has caused damage in a virtual
network environment. The proposed method was able to cover a large number of vulnerabilities relative to
the number of mitigation techniques applied, and the prioritized list of mitigation candidates allowed us to
select the appropriate list of defense techniques for the network. This research can be developed into an
automated technology that collects vulnerabilities for the entire system of the network environment to be
applied in the future, measures the defense level, prioritizes the complementary defense technologies, and
lists them as defenses.

INDEX TERMS Cybersecurity, cyberspace, cyber warfare.

I. INTRODUCTION
Traditionally, anti-malware and anti-virus tools have been the
primary tools and techniques for preventing cybercrime [1].
However, the complexity and diversity of current cybercrime
has surpassed the capabilities of these traditional security
tools. As a result, cybersecurity researchers believe that the
development of new and effective security systems to counter
threats is an urgent task [2]. Furthermore, one of the reasons
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for the in-crease in cyber threats is that cybersecurity policies
need to be understood in the context of the ever-changing
cybersecurity landscape. To this end, it is important to under-
stand other countries’ tactics, and most countries’ cyberse-
curity policies focus on big picture issues such as national
security, healthcare, and defense [3]. While cybersecurity
technology is constantly evolving through research, cyber
threat technology is also evolving. The U.S. has a number
of cybersecurity research efforts to address evolving cyber
threat technologies, including the National Institute of Stan-
dards and Technology’s (NIST) Cybersecurity Framework,
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FIRST’s The CommonVulnerability Scoring System (CVSS)
4.0, MITRE’s Adversarial Tactics, Techniques and Common
Knowledge (ATT&CK), and D3FEND. In addition, various
studies have been conducted to block threats with similar
patterns by learning known threats through machine learning,
and this is a topic that will continue to be researched in
the future [4], [5], [6], [7]. However, these studies are lim-
ited to responding to new cyber threat technologies because
they only enhance security with threats with similar patterns
within a set defense technology. To address these issues, this
study investigated how to select appropriate cybersecurity
technologies against cyber threats. Themetrics were designed
based onMITRE’s ATT&CK [8], which categorizes informa-
tion about the latest cyberattack techniques into a knowledge
graph, and D3FEND [9], which categorizes cybersecurity
technologies. The metric can quantify the latest security tech-
nologies as updated by D3FEND and ATT&CK. To validate
the designed metrics, a virtual network environment with
vulnerabilities was designed. Then, cyber-attack scenarios
were designed and tested. As a result, we have selected a list
of cybersecurity techniques that are optimized for network
environments with limited resources. This means that the
proposed method can be adapted to continuously evolving
network and system environments, security technologies, and
threats to improve the overall security level of enterprises and
countries.

This research consists of five chapters. Section II describes
related work, including MITRE’s attack and defense tech-
nologies that serve as the background for this research,
the current state of research by various organizations and
researchers, and defense policies. Section II describes the
structure of the methodology proposed in this study, includ-
ing the design and methodology of metrics to quantitatively
measure defensive behavior against cyberattacks. Section III
describes the experiments using the method, and Section IV
concludes with conclusions, future research directions, and
comparisons with other studies.

II. RELATED WORK
A. MITRE’s ATT&CK, D3FEND
ATT&CK [8], developed by MITRE Corporation, is a frame-
work used in the field of cybersecurity. It is designed to
effectively organize and share knowledge about cyberattacks
and provides a cybersecurity standard terminology and taxon-
omy to provide information about attacker behavior patterns
and attack techniques. This allows organizations to develop
defensive strategies against specific threats and attack tech-
niques and improve detection and response to security issues.
ATT&CK can be broadly categorized into Techniques, Tac-
tics, and Defenses, with ‘‘Techniques’’ and ‘‘Tactics’’ being
more related to attacks, and ‘‘Defenses’’ being more related
to defense. Tactics represent the attacker’s larger strategic
goals to achieve their end goal, while Techniques describe
the attack techniques as the specific actions within each
Tactic. Finally, Finally, ‘‘Mitigation,’’ a subset of ‘‘Defense,’’

describes defenses and mitigations against specific attack
techniques or tactics, providing specific actions or enhance-
ments to detect or prevent attacks. These ATT&CKs are used
by security professionals and solution developers to better
understand specific attacks and develop defense strategies.

D3FEND [9] is a knowledge graph of cybersecurity coun-
termeasures researched by MITRE, and it does not score
cybersecurity technologies by defining digital artefacts, but
rather breaks them down by function to help users make
more accurate judgements and build security architectures.
The framework is constantly being updated, and while the
initial release had 5 Tactics, it now has a total of 6 Tactics and
22 sub-techniques, including Models, with further subdivi-
sions below. The D3FEND framework can look up a relevant
defense technology by its Technique ID in ATT&CK, and
describes the techniques of that defense technology, as well as
providing information about the associated digital artefacts.
Figure 1 shows the connection between these ATT&CK and
D3FEND.

FIGURE 1. Example mapping relationship between ATT&CK and D3FEND.

B. EVALUATE CYBERSECURITY SCORES
Ahmed et al. [10] describe an empirical analysis of a cyberse-
curity scoring system. Security scores, which are quantitative
indicators of an organization’s security, generally a higher
score indicates that an organization is more secure. How-
ever, these scores can vary depending on the organization
providing the metric. Additionally, security scores typically
use only externally accessible data and are comprised of three
sources: external data, publicly available data, and propri-
etary algorithms. While a high security score indicates that
an organization is well secured, even a high-scoring orga-
nization may be subject to more attacks than a low-scoring
organization if the data it is handling is of a high level of
importance compared to other organizations [11]. Therefore,
while a security score can be a good indicator of security
excellence and a low breach success rate, it is an assessment
of an organization’s overall security and may be low or too
high for the level of criticality of the data [12]. As a result,
to ensure fair and accurate assessments, the U.S. Chamber
of Commerce has adopted six principles to guide its secu-
rity ratings. These principles are shown in Figure 2. As a
security rating company, BitSight uses data that feeds into a
proprietary algorithm based on the six principles to generate
a security score ranging from 250 to 900. The metrics consist
of a compromised system score comprising five risk vectors,
a diligence score focusing on management, such as security
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updates to software, and a user behavior score measured by
user activity.

Through this analysis, Ahmed et al. [10] point out that
no two companies’ networks are the same when it comes
to measuring security scores, and that the number of users
in a network should be considered when measuring scores.
They also note that different companies face different types
of threats depending on what they need to secure, so security
incentives should be based on the criticality of the asset.
Finally, it’s important to ensure that the network infrastruc-
ture is trustworthy.

FIGURE 2. Six security rating principles adopted by the U.S. chamber of
commerce.

In order to determine and benchmark the cybersecurity
risk of an organization, Yampolskiy et al. [13] collected
non-intrusive data related to the organization, processed the
security information extracted from the collected data and
calculated a security score. The calculated security score is
assigned based on the correlation between the extracted secu-
rity information and the overall cybersecurity risk determined
by analyzing previously breached companies in the same
industry. A patent has been filed to calculate an entity’s over-
all cybersecurity risk score based on the calculated security
score and as-signed weights.

C. CYBERSECURITY POLICY-RELATED PROPERTIES
Mishra et al. [14] identified 14 common cybersecurity
attributes across seven countries (USA, EU, Australia,
Canada, China, India, Malaysia): telecommunications, net-
works, cloud computing, e-commerce, online banking, smart
grid, consumer rights, cybercrime, cryptography, privacy,
identity theft, digital signatures, data security, and spam.
While these attributes are self-contained, the interdependen-
cies between them can be further specified for specific con-
texts. To combat cybercrime, the key characteristics of CS
need to be identified and well-defined so that a comprehen-
sive policy can be developed. While various stakeholders
contribute to the development of CS policy, governments are

the primary actors in the creation and revision of policy. Iden-
tifying common policies across countries can help academics
and policymakers develop cybersecurity policies.

D. CYBERATTACK TARGETS
Cyberattacks are conducted in seven stages: reconnais-
sance, weaponization, dissemination, exploitation, installa-
tion, command and control, and goal achievement [15].
In addition, creating an attack graph for a target network
is effective in identifying the attack path from the attack
launch point to the target [16]. Identifying vulnerabilities in
a network is important to prepare for cyber threats because
attackers use vulnerabilities in the target network to identify
the optimal attack path.

Common Platform Enumeration (CPE) is a struc-
tured naming scheme for software and packages. It con-
sists of 11 attributes, including part, vendor, product,
version, update, edition, language, and sw_edition of
the software installed on the workstation, expressed as
‘‘cpe:2.3:a:microsoft:office:2013:-:-:∗:-:-:x64:∗’’. The prod-
uct, version, update, target_hw, etc. of the CPE name can be
used to match the corresponding vulnerability, and multiple
CVEs can be matched for a single CPE [17].

Common Vulnerabilities and Exposures (CVEs) are a list
of publicly known computer security flaws maintained and
overseen byMITREwith financial support from the Cyberse-
curity and Infrastructure Security Agency (CISA). CVE IDs,
the identifiers for CVEs, are assigned by the CVE Number-
ing Agency (CNA), which includes companies representing
major IT vendors. When a security flaw is discovered, it is
forwarded to the CNA, which assigns a CVE ID to the
information, writes a brief description with references, and
distributes it. CVE IDs are issued in the form of a CVE-Year-
Serial number [18].

CVSS is an open framework that helps assess security
threats by quantifying the nature and severity of software
vulnerabilities. It is maintained by FIRST, an international
association of incident response and security teams, and cur-
rently exists in v3.1 and v4.0 preview. CVSS has three main
metrics: foundation, time, and environment, and each metric
is composed of subcomponents [18]. The National Vulnera-
bility Database (NVD) allows you to look up the CVSS score
by CVE ID and provides a calculator so you can calculate it
yourself. It is used by many organizations and vulnerability
management programs because it can be used as an indicator
of the severity of a vulnerability.

The Common Weakness Enumeration (CWE) is a list
of common software and hardware vulnerability types that
affect security. A vulnerability is a condition in software,
firmware, hardware, and service components that can lead
to vulnerability under certain circumstances. The CWE
describes and discusses software and hardware weaknesses
in a common language and identifies weaknesses in existing
software and hardware products. It assesses the coverage
of tools targeting these weaknesses and utilizes a common
baseline standard for weakness identification, mitigation,
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and prevention efforts [19]. These CWEs are related to
MITRE’s Common Attack Pattern Enumeration and Clas-
sification (CAPEC), which focuses on application security
and describes common attributes and techniques used by
attackers to exploit knownweaknesses in cyber-enabled capa-
bilities [20]. In addition, because CAPEC includes the tech-
nology numbering of ATT&CK, information about ATT&CK
technologies can be obtained through CAPEC and vice
versa.

E. CYBER SECURITY STRATEGIES
Varma [21] proposed a methodology to improve cyber
resilience by integrating cyber threat detection and mitiga-
tion strategies using artificial intelligence (AI). The proposed
methodology analyzes various AI-based models and algo-
rithms to evaluate the accuracy and efficiency of cyber threat
detection. It analyzes network traffic data using machine
learning and deep learning techniques to detect anomalous
patterns, and proposes a system that utilizes AI to detect
threats in real-time and automatically execute response strate-
gies. Measure detection rate, false positive rate, and response
time as performance metrics for threat detection systems. The
AI-integrated system is designed to adapt to dynamic cyber
threats, and the study demonstrates that AI-based systems
are effective in quickly responding to new attack vectors and
enhancing an organization’s security posture. The proposed
system was experimentally validated using various cyber-
attack scenarios, and the results showed high detection rates
and low false positives compared to traditional security sys-
tems. This means that adapting to dynamic cyber threats
and choosing a rapid response strategy is crucial to enhance
cybersecurity.

Riggs et al. [22] categorize different types of cyber-attacks,
including denial of service (DoS), ransomware, man-in-the-
middle (MITM) attacks, phishing, and false data injection
attacks (FDIA). The researchers also study the specific vul-
nerabilities associated with these attacks and the mitigation
strategies to counter them. For example, DoS attacks can
be mitigated through network traffic monitoring and intru-
sion detection systems (IDS). We proposed a defense-in-
depth strategy that incorporates multiple layers of security
measures to protect critical infrastructure. This approach
involves using intrusion detection systems, encryption, and
regular security audits to ensure the resilience of criti-
cal systems against cyber threats. They also emphasized
the importance of adhering to cybersecurity standards pro-
vided by ISO and NIST, which provide frameworks and
best practices for developing secure information systems.
The authors noted that the rapid increase in cyberattacks
on critical infrastructure requires a proactive and adaptive
approach to cybersecurity, and by continually updating secu-
rity measures and leveraging advanced technologies, organi-
zations can better protect their critical assets from evolving
cyberthreats.

III. METRICS DESIGN FOR DEFENSIVE SECURITY
COUNTERMEASURES
This chapter suggests one metric to quantitatively assess the
effectiveness of each defense measure and six metrics to
calculate the score.

A. COUNTERMEASURE RECOMMENDATION METHOD
PROCESS
An attack vector is created to progress an attack from the
network to the cyber attacker’s target asset. The assets along
the attack path will have multiple vulnerabilities, and there
will be multiple defenses that can be applied to the assets.
It is possible to select only the vulnerabilities exploited by
the attacker and select them as security measures. However,
the defensive technologies included in the security counter-
measures may not be the optimal security measures for each
asset due to cost limitations, lack of equipment, or inability
to respond quickly. It is very difficult to select cybersecurity
measures while considering these various issues. Therefore,
this study proposes a cybersecurity countermeasure recom-
mendation including a three-step algorithm. The algorithm
classifies only the defense technologies applicable to the
network among the defense technologies identified through
the vulnerabilities present in the assets, and finally recom-
mends them through prioritization by measuring the quan-
titative evaluation score. As preliminary work for the algo-
rithm, we describe the CPE-CVE-CWE-CAPEC-D3FEND
mapping methodology.

1) IDENTIFYING CVES VIA CPES
Various vulnerabilities present in an asset can be identified by
analyzing the network inside the organization or by knowing
the program information used (vendor name, version, product
name, etc.), i.e., CPE.

2) CWE MAPPING
For identified CVEs, CWEs are extracted from the ‘Observed
Examples’ column of the CWE dataset or through the
CWE-CVE root cause mapping methodology (available on
the official page).

3) CWE AND ATT&CK UTILIZING CAPEC
CAPEC has CWE information in the ‘Related Weakness’
column and ATT&CK attack technique values as ‘Entry ID’
in the ‘Taxonomy Mappings’ column.

4) ATT&CK TO D3FEND
D3FEND officially supports mapping with ATT&CK.

By utilizing these mappings, you can effectively find
defenses against CVEs identified through network analysis
or CPE. The overall structure is shown in Figure 3, and the
three-step algorithm is as follows.
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FIGURE 3. Countermeasure recommendation method process.

a: LISTING APPLICABLE DEFENSE TECHNIQUES FOR THE
ASSET
Extract a list of applicable D3FEND defense techniques
based on the defense techniques based on the vulnerabili-
ties of each asset and the attacker’s chosen attack technique
(ATT&CK’s technique) through themappingmethodology of
the previous work.

b: PRIORITIZING THE DEFENSE SCORE RATING INDEX
Sort and prioritize the defense technology rating index calcu-
lated for each asset in descending order. The Defense Score
Rating Index is described in III-C.

c: PRIORITIZING LISTS FOR CYBERSECURITY
COUNTERMEASURES
Provide a prioritized list of defense technologies to rec-
ommend various cybersecurity countermeasures to security
personnel and administrators. To achieve this, the two levels
of asset-specific defense measure lists are determined into a
single two-dimensional matrix, which can be prioritized by
permutation [23] to provide different combinations of defense
countermeasures.

The above procedure allows security personnel to select the
appropriate cybersecurity measures for their network envi-
ronment.

B. DESIGN AND DEFINE METRICS
Two of the six metrics are designed to be related to vul-
nerabilities. This is a result of accepting the importance of
the security update score among the scores mentioned by
Ahmed et al. [10]. The rest consisted of factors related to the
network environment and position against attack techniques.
The six designed metrics are as follows.

1) COST
The cost of applying defenses to your network. This includes
both human and physical assets expended to apply the defense
behavior. The higher the cost, the better the performance of
the mitigation technique, but it is not directly proportional,
so it is a good metric for selecting defenses that perform
well at a lower cost. The lower the cost, the higher the
score.

2) DEFENSE PHASE
Based on the four phases of breach incident response (IR)
proposed by the US NIST [24] and the incident response
phase consisting of a six-step process proposed by Kral
in [25], it is composed of four phases: detection, initial
response, recovery response, and investigation and analysis.

3) LEVEL OF DIFFICULTY
The concept of the difficulty of applying defense techniques,
which is calculated based on the vulnerability of the asset in
the network environment. Vulnerability is calculated based
on CVSS and can be measured based on CVSS prediction
algorithms [26] for new CVEs due to the constantly evolving
cyberspace.

4) ASSET POSITION IN ATTACK PATH
This score is measured by determining the location of net-
work assets targeted by detected threats along the attack path,
from the attack launch point to the end goal. If you can
proactively stop the threat at an asset close to the origin of
the attack, you will score high.

5) EFFECT SCORE
Ameasure of the effectiveness of a defense technology when
applied to a network environment. It is measured by the like-
lihood that a vulnerability in the network will be eliminated
by applying the defense. The effectiveness metric, like the
difficulty metric, is based on the CVSS prediction algorithm,
which can respond to new vulnerabilities.

6) APPLICABILITY TIME
Ensuring that you can quickly apply defenses and stop threats
from the point of attack detection is critical to improving
cybersecurity, hence the metric that measures the time it takes
to apply defense technique.

7) SINGLE DEFENSE SCORE
The above six metrics are equally weighted, and the higher
the score of the remaining metrics relative to the cost metric,
the higher the defense evaluation index.

C. CALCULATION METHOD
The six metrics are calculated as follows, and after all calcu-
lations, they must be normalized to the same range of values
to produce the Defense Assessment Index.

1) COST
It is measured by the network assets, human assets of the
network to which the defense technology is applied and is
measured by the judgement of the managers and experts of
the organization, or by the amount of hiring security experts.
However, if the defensive technology is related to security
equipment, the cost is calculated by including the cost of such
equipment if the organization does not own such equipment,
and the human cost is calculated.
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When measuring costs, you should consider the following
First, the amount of money available depends on the purpose
of use (defense, private enterprise, etc.), network environ-
ment, security equipment you have, etc. The second is. it is
not fixed due to many variables: labor costs, fluctuating mar-
ket prices of resources, etc. For this reason, it can bemeasured
differently depending on when it is measured and who is
measuring it.

The calculated cost is normalized using the min-max nor-
malization algorithm by finding the maximum and minimum
cost of all defense technologies. (0 <= Cost <= 1).

2) DEFENSE PHASE
As mentioned in Section III-B, there are four phases and
identify the defense phases that can be applied to each defense
technique. A defense technique can have multiple defense
phases, but for the purposes of this study, it is assumed to
have a maximum of two defense phases. Each defense phase
is scored from 1 to 5, with detection (4), initial response (5),
recovery response (3), and investigation and analysis (1). (1
<= Phase <= 5).
Detection is a defense focused on identifying and alerting

to cyber threats and can include network traffic analysis, log
monitoring, and anomaly detection. Initial Response is the
immediate action taken immediately after a threat is detected.
This could be adjusting firewall rules, tightening access con-
trols, or quarantining malicious code. Recovery Response
involves steps to repair the damage, such as restoring data
backups, reconfiguring systems, and patching vulnerabilities.
Investigation and Analysis: Steps to determine the cause of
the attack and prevent the same type of attack in the future.
Examples include forensic analysis, log analysis, and threat
intelligence research.

3) LEVEL OF DIFFICULTY (LVL)
Themore vulnerabilities an asset has, themore difficult it is to
apply defensive techniques. It is calculated as the sum of the
vulnerability scores corresponding to the asset (AssetCVSSn)
over the sum of the scores of all vulnerabilities in the attack
path (

∑
AssetCVSS) as shown in Eq. 1. (0 <= Lvl <= 10)

Lvl = AssetCVSSn/
∑

AssetCVSS (1)

4) ASSET POSITION IN ATTACK PATH (POSITION)
It is measured based on the position of the asset on the cyber
attacker’s attack path and is calculated as the position of the
selected asset relative to the total number of assets on the path.
(0 <= Position <= 1).

5) EFFECT SCORE
Based on the vulnerabilities of the asset, it is calculated as the
CVSS average of the vulnerabilities after eliminating the vul-
nerabilities corresponding to the defense technology among
the vulnerabilities existing in the asset through the rela-
tionship of CPE-CVE-CWE-CAPEC-ATT&CK-D3FEND as
shown in Eq 2. (0 <= Effect <= 10).

6) APPLICABLE TIME (TIME)
Calculates the effectiveness of amitigation technique over the
time it takes to apply and complete. If the defensive action can
be applied immediately, the effect is good, and the closer the
calculated value is to 1, the greater the effect. It is calculated
from the time of application, completion, and detection of the
at-tack, and the variables as shown in Table 1 are defined
based on Minute and calculated as shown in Eq 2. (0 <=

Time <= 1)

Time = 1 − (TimeDA− TimeAD)/(TimeDC − TimeAD)

(2)

TABLE 1. The time matric calculations method’s parameter and
definitions.

7) NORMALIZATION
The above metrics cannot be calculated with the same weight
be-cause they all have different ranges of values, so they are
normalized tomake all themetrics equal, with values between
1-5.

Figure 4 shows how to replace values between 0-1 with
values in the range 1-5. Values between 0 and 10 are replaced
with values in the range 1-5 by multiplying the value below
(the raw value before normalization) by 10.

FIGURE 4. Normalization methods.

8) SINGLE DEFENSE SCORE (DS)
The higher the sum of the other metrics relative to the cost,
the higher the score. The calculationmethod is shown in Eq 3.

DS = (Step+ Lvl + Position+ Effect + Time)/Cost (3)

The above formula for calculating the defense evaluation
index can be further refined by adding weights to the indica-
tors based on the judgement of managers and experts.

Figure 5 is an example of network information and attack
scenarios for selecting cybersecurity measures. Figure 6 is
an example of a prototype showing the cybersecurity coun-
termeasure priorities calculated based on Figure 5 and the
defense techniques included in the countermeasure.
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FIGURE 5. Examples of network information and attack vectors.

FIGURE 6. Cybersecurity countermeasures list and examples of defensive
technologies included in the cybersecurity countermeasures.

IV. EXPERIMENTS
Due to the unreliability of the prototype, we conducted a
logical experiment to verify the proposed method. For this
purpose, we constructed a network for experiments. After
performing scenarios with cyber-attack vectors on the con-
figured network, we applied the proposed method to verify
the results.

A. DESIGNING A NETWORK CONFIGURATION
Design a network for the experiment. The target networks
of this study are military networks and corporate networks.
Because using a real network environment may leak the orga-
nization’s vulnerabilities and network information, we con-
structed a virtual network in this paper. However, in real-
world implementations, vulnerability information and attack
paths should be measured by security personnel, while other
metrics can be helped by external organizations.

Fencl et al. [27] describe an algorithm for network topol-
ogy design, noting that randomizing the network design can
lead to problems with data transmission time delays and
topology configuration costs. In addition, the design of net-
work topology is important because if the network is poorly
designed, it cannot be guaranteed to be safe from various
cyber threats. In addition, conducting experiments to conduct
various analyses in a virtual network environment similar to
the real network environment is an important step to evaluate
the advantages and ultimately deploy the solution before actu-
ally using it [28]. Therefore, in this study, we built a virtual
network environment rather than a real network environment
to conduct our experiments. Although the virtual network
environment we designed is based on a private network, the
methodology in this study can be applied to different types

of networks, including closed networks with limited access
and enhanced security measures, corporate networks, and
public networks. This adaptability means that the proposed
defense metrics can effectively protect against cyber threats
regardless of the architecture or accessibility of the network.
Conducting experiments in virtual network environments not
only mitigates the potential risks associated with real-world
testing, but also demonstrates the versatility of the approach
to accommodate the unique requirements and challenges pre-
sented by different network environments.

The main experiments were conducted in a military
network-based virtual environment, a small organization
network; however, the military network-based environment
is not disclosed in this paper. Therefore, we use a small
office/home office network environment designed based on
[29], [30], and [31]. Table 2 summarizes the elements
required in the designed network, and the designed network
is shown in Figure 7.

TABLE 2. Using network topology components.

FIGURE 7. Designed network topology.

B. DESIGN ATTACK SCENARIOS
In order to compare the before and after of the proposed
method, a cyber-attack must occur. By creating and per-
forming a cyber-attack scenario, it is possible to iden-
tify the vulnerability of the network, and by performing
the cyber-attack scenario again after applying the proposed
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method, it is possible to identify the enhancement of cyber-
security. In addition, in order to demonstrate that the proposed
method is a universal method and can be used in various envi-
ronments, the attack scenarios are subject to the following
assumptions and restrictions.

1) Based onATT&CK’s attack techniques, an attacker can
use any attack technique that corresponds to the vulner-
abilities present in the network. Utilize available attack
techniques based on the CVE to D3FEND mapping
method mentioned in III-A.

2) Cyber-attack attempts have a 100% success rate and
can only be defended by D3FEND’s defense technol-
ogy. This is to evaluate the pure effectiveness of the
defense technology by ensuring that it is not affected
by rulesets such as security equipment or physical secu-
rity.

3) To reach the final target network asset, the attack must
traverse at least three assets, whichmeans theminimum
attack path is three hops, and is designed to allow the
attack to progress through a variety of paths.

4) Based on the network topology designed in
Section IV-A, the attacker goes through B-ws2, B-ws3,
and A-ws5 to reach the final attack target (A-ws4).
Figure 8 shows the CPE of the designed network
Workstation and some of the CVEs corresponding to
the CPE. Furthermore, the defense techniques applied
are shown in Table 3 and the attack path is shown in
Figure 9. The yellow line shows the direct access path
from the network, and the red arrow line shows the flow
of the attack path.

FIGURE 8. The CPE of a designed network workstation (left) and some of
the CVEs corresponding to the CPE (right).

These assumptions and limitations allow us to evaluate
different cyber-attack scenarios and demonstrate the validity
of the proposed methodology. By using different attack types,
we can quantitatively evaluate and compare the effectiveness
of defense techniques in a network environment.

C. APPLYING THE METHOD
Three of the six indicators in the proposed methodology
include the presence of defense equipment and the amount of

FIGURE 9. Designed attack scenario and route.

TABLE 3. List of defense techniques applied across the network.

money spent on defense technologies. Therefore, in order to
calculate a single defense score, a preparatory step is required
to pre-calculate the three indicators. The preparation phase
has the following prerequisites and assumptions.

1) COST
This is fluid as it includes the amount of human resources and
equipment, so for the sake of fairness, all costs are calculated
at the same amount. However, if defensive equipment is
required, the cost of purchasing defensive equipment is taken
into account. However, as mentioned in Section III-C, this
would result in 0 and 1 for MIN-MAX normalization and
0 and 5 for the defense evaluation index, so we assumed a
score of 5 for defense technologies that do not require security
equipment and a score of 3 for defense technologies that
require security equipment.

2) DEFENSE PHASE
You must set a Defense Phase for each Defense Technique.
Set a minimum of one and a maximum of two defense skills.
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TABLE 4. Summary of study comparisons.

This is determined based on the description of the defense
technology.

FIGURE 10. Three metrics set in the preparation phase: cost, defense
level, and time to apply.

3) APPLICABLE TIME
The time from the time of application of the defense technol-
ogy to the completion of application depends on the ability
of the security expert applying the defense technology and
the possession of defense equipment. Therefore, this study
assumes that all defense equipment is possessed and is cal-
culated based on the Description. It is also assumed that the
time from the time of attack detection to the application of the
defense technology and the time from the start of application
of the defense technology to the completion of application are
performed by one security expert.

The Figure 10 shows some of the metric values for the
Preparation phase based on the above prerequisites and
assumptions.

After all the preparations, we identified the optimal secu-
rity countermeasures for the attack vectors shown in Figure 9,
and the prioritized defense countermeasures for each asset are
shown in Figure 11. In B-ws3, A-ws5, and A-ws4, D3-FE,
a defense technology related to file encryption, scored the
highest, and D3-EDL, which blocks file execution through
poli-cy changes, scored the second highest.

FIGURE 11. Table of defense technology prioritization results for assets.

Based on the workstation’s list of defense technologies, the
best security countermeasure produced by the permutation
was the addition of D3-FE alone (Total 24.0), while the
combination of permutations that removed duplicates from
all four workstations yielded a score of 22.67: D3-FE (5.67),
D3-EAL (5.67), D3-EDL (6.00), and D3-SU (5.33).

V. CONCLUSION
The purpose of this research is to provide effective and
efficient security countermeasures for multiple assets with
less effort in preparation for cyberattacks or in the event of
damage caused by cyber-attacks. Furthermore, this research
aims to prepare for the evolving cyber threats in the evolving
cyberspace. To validate this, a virtual network environment
was built, attack scenarios were written, and experiments
were conducted. When cybersecurity countermeasures were
selected through the process shown in Figure 4, it was found
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that in the case of a small network with fewer paths, only
one additional security technology was selected, but it was
found to be the most efficient security technology in that
network environment. By reversing the mapping relation-
ship of ATT&CK-CAPEC-CWE-CVE-CPE with the defense
technologies identified in the experimental results, we found
that on average, more than 10 vulnerabilities can be compen-
sated out of the average number of 16.75 vulnerabilities in
the assets. We further experimented in a real-world network
environment using 10 workspaces and found that they were
able to cover an average of 5.4 out of 10 vulnerabilities, which
was not significantly different from the results in the virtual
environment.

Based on the experimental results, we compared the differ-
ences with previous studies. Ahmed et al. [10] emphasized
the importance of measuring security scores based on the
criticality of assets and network trust. While scores measured
by security scoring companies are important, it is important
to evaluate the criticality of the data because the criticality
of the data determines the likelihood of being targeted by
an attacker. Yampolskiy et al. [13] measured the security
risk score by collecting data and extracting security informa-
tion to determine the cybersecurity risk of a company, and
Mishra et al. [14] stated that it is important to identify the
main characteristics of common CS to develop cyber policies.
Varma [21] emphasized the use of AI in cybersecurity to inte-
grate threat detection and mitigation strategies. He designed
an AI-integrated system to adapt to dynamic cyber threats
and focuses on learning to quickly respond to new attack
vectors and strengthen the organization’s security posture.
Riggs et al. [22] mention the need to incorporate multiple lay-
ers of security measures against various cyber threats. In con-
clusion, most cybersecurity strategy and response techniques
studies emphasize collecting network security information,
data information, etc. to measure cybersecurity scores in
order to prepare for cyber threats. They also emphasize
the use of AI techniques to perform automated response
strategies to improve cybersecurity.These studies may not
be universal and may not be prepared for new threats, and
it may be difficult for administrators to justify the response
strategies implemented by leveraging AI to perform response
strategies or to modify response strategies based on the situ-
ation. However, in this study, we used ATT&CK, D3FEND,
a knowledge graph-based framework of offensive and defen-
sive techniques that is universal, continuously updated, and
adaptable to new threats. We also designed, quantified, and
prioritized six metrics for defensive techniques to allow for
flexibility in modifying and selecting defensive strategies.
This is one of the ways to select the right security mea-
sure for the network according to the evolving cybersecurity
and attack technologies. In addition, we included CVEs and
CVSS in the metrics, which are used globally to measure
the security risk of network assets, so it can be used in
various environments (individuals, organizations, countries,
etc.). Table 4 summarizes a comparison of the results of these
studies.

This research aims to help individuals, organizations,
countries, etc. select efficient security measures with less
effort in the modern world where cybersecurity is becoming
increasingly important. To select efficient security measures,
we proposed six metrics that can be set by users and automati-
cally calculated according to different environments. We also
indexed each column and generated permutations to prioritize
them, and applied different defense techniques by removing
redundancies, which means that the proposed cybersecurity
mitigation procedures can be effectively applied in differ-
ent network environments. The practical application of the
method proposed in this study requires sufficient knowledge
of the network environment, and providing this information
to an external party may cause greater threats. Therefore,
we mainly conducted experiments in a virtual network envi-
ronment, and confirmed that it can be applied in an envi-
ronment similar to a real network. For practical applica-
tion, the administrator should be in charge, and the remain-
ing indicators except vulnerability information and location
information along the attack path can be helped by external
personnel. In addition, efficiently utilizing frameworks that
are continuously updated by leveraging CVSS prediction
algorithms [26] or through APIs provided by frameworks
(D3FEND, ATT&CK, CVE, etc.) can help adapt to evolving
cyber threats. Therefore, the methodology proposed in this
study has the following advantages. 1. by using a continu-
ously updated framework and using a commonly used vul-
nerability management system, it is easy to manage the latest
attack, defense, and vulnerability data. 2. By designing and
quantitatively evaluating six metrics for defensive technolo-
gies, it is possible to understand why defensive technologies
are recommended. Personnel can utilize them and use them
as a basis for decision making. 3. The proposed methodology
can be automated and used after the first network information
collection. Finally, it is flexible, as the metrics are measured
differently depending on the network information analyzed,
and can be used in different network environments. However,
this study has some limitations. First, all the frameworks used
as mapping relationships may not be well matched due to
their continuous updates. Furthermore, they will be unusable
if they stop updating. Second, we need to collect system and
network information about all the assets that make up the
network in order to measure the designed metrics. Finally,
while we tried to objectify the network used in our experi-
ments, we conducted our experiments primarily in a virtual
environment, which may lead to errors in generalization.
In order to weight the designedmetrics, it is essential to create
various cyber-attack scenarios, collect data through exten-
sive experiments, and then utilize machine learning models
to identify and weight metrics that have a real impact on
enhancing cybersecurity.
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