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ABSTRACT The multicollinearity problem is a common phenomenon in data-driven studies, significantly
affecting the performance of machine learning algorithms during the process of extracting information from
data. Despite its widespread use across various fields, the extreme learning machine (ELM) also suffers
from multicollinearity issues. To address this challenge, the ridge and Liu estimators, drawn from statistics
literature, have been integrated into ELM theory, resulting in a notable advancement. This study aims to
further enhance the capabilities of ridge and Liu estimators within the ELM framework by introducing
two innovative two-parameter algorithms (TP1-ELM and TP2-ELM) that simultaneously incorporate both
estimators. The proposed algorithms undergo comprehensive benchmarking against ELM, ELM-based
algorithms, and other commonly usedmachine learning techniques across seven diverse datasets. Benchmark
results demonstrate that the proposed algorithms consistently outperform both ELM-focused approaches and
traditional machine learning algorithms on most datasets, yielding more generalizable and stable results.
These findings suggest that the proposed algorithms offer a promising alternative to traditional machine
learning techniques for regression and classification tasks, particularly in scenarios where multicollinearity
is a concern.

INDEX TERMS Extreme learning machine, Liu estimator, machine learning, multicollinearity, ridge
estimator, Tikhonov regularization.

I. INTRODUCTION
In parallel with the facilitation of the acquisition of data,
the need to make sense of it and transform it into valuable
insights has emerged. For this purpose, numerous algorithms
have been developed in the field of artificial intelligence,
especially in the branch of machine learning. Artificial
neural network-oriented algorithms stand out among these
algorithms and continue to be intensively developed in the
academic field.

Artificial neural networks have been used in practically
every field due to its capabilities such as i) capturing
complex patterns, ii) creating non-linear models, iii) flex-
ibility. In general, artificial neural networks are classified
into feed-forward and feed-back neural networks, with
feed-forward networks leading thewaywith its simplicity [1],
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[2]. Feed-forward networks, studied first in the literature,
have a number of parameters to be determined, such as
learning rate, momentum, period, stopping criteria, input
weights and biases. Huang et al. [3], [4], proposed the
extreme learning machine (ELM) algorithm as a single-layer
feed-forward neural network capable of being used in both
regression and classification tasks, essentially eliminating the
process of determining such parameters and avoiding risks
related to slowness, local optimum and over-fitting.

The ELM algorithm assigns input layer weights and hidden
layer parameters (e.g. biases) randomly and provides a
closed-form solution, thereby achieving i) faster trainability,
ii) reasonable generalization performance, iii) universal
approximation capability, iv) applicability in machine learn-
ing domains such as regression, classification and clustering,
and v) relatively low human intervention [5]. Due to the
consequence of such capabilities, it has been used in a
wide range of fields serving varied objectives. The main
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prominent studies can be presented as telecommunication [6],
[7], [8], [9], [10], environmental sciences [11], [12], [13],
robotics [14], [15], [16], computer sciences [17], [18],
[19], [20], [21], agriculture [22], [23], management [24],
[25], medical sciences [26], [27], [28], economics [29],
[30], psychology [31], chemistry [32], [33], [34], [35] in
Table 1. Therefore, the ELM algorithm, as a part of the
feed-forward neural networks under artificial neural networks
(also machine learning field), still appears to be an important
algorithm in the process of transition from data to knowledge
in this information age.

A. LITERATURE REVIEW OF RELATED WORKS
The ELM algorithm has attracted considerable attention and
been actively studied in the statistics literature due to the
following reasons: i) linear model form, ii) closed-form
model structure, iii) relying on classical least squares for
model parameter estimation, iv) possession of the previously
mentioned capabilities and v) a wide range of applications.
However, the basic ELM algorithm remains highly appealing,
it has a number of shortcomings arising from structural risk
minimization [36]. The shortcomings can be summarized
as follows: i) The risk of over-fitting models, ii) over-
dependence on hidden layer structure, iii) lack of sparsity
capability, iv) non-stable performance on new data. The main
reason for the over-fitting and lack of stability is that the
columns of the hidden layer matrix in the ELM algorithm are
linearly dependent (i.e. correlated). In the statistics literature,
this problem, known as multicollinearity, leads to extreme
variability in the model predictions and weakening of the
predictions obtained with new data (overfitting model).

Deng et al. [37] proposed a regularized ELM algorithm
based on weighted least squares to overcome the difficulties
related to structural risk minimization. Feng et al. [38]
introduced the error minimized extreme learning machine
(EM-ELM) algorithm based on incremental adjustment
of hidden layer weights. Yuan et al. [39] improved the
convergence performance of the basic ELM model by
deriving an optimal model by examining the rank of the
hidden layer matrix under different rank conditions. Lu et al.
[40] presented a comparative study of different solutions of
the Moore-Penrose matrix calculus used in the basic ELM
solution, which is directly related to the structure of the
hidden layer matrix. These studies mostly emphasize either
derivation of the hidden layer matrix or optimization of the
computations based on it. However, there are alternative
efficient solutions to the multicollinearity problem for linear
models based on a slight adjustment to the structure of the
hidden layer matrix that have been proposed in the statistical
literature. The most important of these approaches are the
ridge estimator proposed by Hoerl and Kennard [41] and the
Liu estimator proposed by Liu [42].
The two estimators were initially proposed by Deng

et al. [37] and later presented in a unified framework
by Huang et al. [43], [44] in order to strengthen the
generalization performance and obtain a more robust result

in the ELM context. Huang et al. [44] comprehensively
described the theoretical and practical properties of ELM
models based on the ridge estimator, along with its use
in both classification and regression models with real-life
data. Miche et al. [45] introduced a novel algorithm called
OP-ELM to eliminate correlated or redundant components by
considering the ridge estimator (a.k.a Tikhonov or l2 norm
regularization). Later, Miche et al. [46] developed the TROP-
ELM algorithm, which is a modification of OP-ELM and
incorporates LARS and Tikhonov regularization approaches
into themodel simultaneously.Martínez et al. [47] applied the
ridge, lasso and elastic net approaches to the ELM domain
and benchmarked the performances comparatively. Li and
Niu [48] introduced novel models by extending ridge and
alternative ridge-based estimators (such as almost unbiased
ridge) to the ELM domain. Fakhr et al. [49] provided a
comparative study of the basic ELMalgorithm and its variants
based on l1 and l2 norms. Luo et al. [50] also provide a
detailed overview of the theoretical and practical properties
of l1 and l2 form-based ELM algorithms for classification
and regression problems. He et al. [51] proposed a novel Elm
algorithm based on the l1/2 norm to determine the number
of hidden layer nodes and prune redundant components.
Shan et al. [52] introduced a novel algorithm integrating the
interval Lasso (i.e. l2 norm) approach in the ELM algorithm,
in order to achieve a more compact model selection. Yıldırım
and Özkale [5] proposed ELM algorithms based on ridge,
almost unbiased ridge and generalized ridge estimators, and
also presented parameter selection methods (including cross
validation (CV), Akaike information (AIC) and Bayesian
information (BIC) criteria) with real life data.

The first implementation of the Liu estimator in the ELM
domain is the Liu-ELM algorithm proposed by Yıldırım
and Özkale [53], which is based on an improved form of
ridge-based ELM algorithms. In order to address the lack
of sparsity in the Liu estimator, a novel ELM algorithm
called as LL-ELM based on simultaneous implementation
with the Lasso approach has been presented by Yıldırım
and Özkale [54]. Li and Zhao [55] present performance
benchmarks by incorporating the Liu estimator into the
Tensor-Based Type-2 Elm algorithm. The Ridge and Liu
estimators based models represent a highly competitive ELM
algorithm for real-world problems due to their different
levels of model improvements. Therefore, the two-parameter
estimator proposed by Özkale and Kaciranlar [56] in the
statistics literature has been applied to the ELM domain
and the OK-ELM algorithm has been proposed by Yıldırım
and Özkale [57]. The proposed GO-ELM with this approach
yields a better performance compared to the basic ELM,
standalone ridge-based ELM and Liu-based ELM algorithms.

B. RESEARCH MOTIVATION AND ENTHUSIASM
While the ridge estimator has seen extensive use in data-
driven studies, particularly in machine learning, the Liu
estimator is gaining recognition. The proposed GO-ELM
integrates the capabilities of both estimators, offering a
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robust alternative for classification and regression tasks.
Two-parameter estimators are a prominent and thoroughly
researched topic in statistical theory, with various alternative
models available. These include the k-d estimator by
Sakallıoğlu and Kaçranlar [58] and the y-c estimator by Yang
and Chang [59]. In this paper, we introduce the first novel
implementations of these two new two-parameter estima-
tors within the ELM framework, providing the following
properties:

• The proposed algorithms combine classical least
squares, ridge, and Liu approaches to address the
limitations of the ELM algorithm effectively.

• We present a comparative analysis of the performance of
the two new proposed algorithms with the highly com-
petitive GO-ELM algorithm using real-life applications.

• Detailed comparisons with the most popular machine
learning algorithms demonstrate the relative superiority
of the proposed algorithms.

The structure of the study is organized as follows:
Section II summarizes the basic ELM algorithm and its
properties. Section III briefly presents the algorithm and
related models. Mathematical details and properties of the
proposed algorithms are described in Section IV. Section V
discusses application details and results with real-life data
within a comprehensive framework. The last section presents
the main conclusions of the study.

II. THE PRELIMINARY ELM AND RELATED ALGORITHMS
ELM algorithm has been proposed for SLFNs and is effec-
tively used in regression ans classification tasks. Supposed
that

(
xTi , tTi

)
, i = 1, . . . ,N are randomly taken samples from

input space and H = (h1, h2, . . . , hm) is the function set of
explanatory variables (i.e basis functions), then a regression
function can be defined as follows:

f̂ (xi) =

m∑
l=1

β̂ lhl (xi) (1)

where f̂ is the estimated function obtained from the calcula-
tion of the observed data points and β̂ =

(
β̂1, β̂2, . . . , β̂m

)
is the estimated coefficients vector. From the view of neural
networks, the main difference between the classic regression
and the neural networks is the structure of the h (.) vector.
In neural networks, h (.) consists of the input values, weights
and biases in neural networks. Actually h (.) is the output of
the activation function, which is the sum of the input weights
and input values referring to explanatory variables and biases.
Therefore, Eq. (1) can be rewritten in neural networks context
as:

f̂ (xi) =

m∑
l=1

β̂ lh (wl .xi + bl) (2)

where wl corresponds the input weight vector linking
the lth hidden node and the input nodes, bl is the bias value
of the lth hidden node and β̂ l is the output weight vector
linking the lth hidden node and the output nodes. Here m is
the number of nodes in hidden layer and h is the activation

function. wl .xi corresponds the inner product between wl
and xi [3], [4]. By considering new parameters in estimation
function given by Eq. (2), the problem can be defined in
matrix form for SLFNs as follows [3], [4], [43]: h (w1.x1 + b1) . . . h (wm.x1 + bm)

... . . .
...

h (w1.xN + b1) . . . h (wm.xN + bm)


Nxm

 β1
...

βm


mx1

=

 t1
...

tN


Nx1

(3)

Eq. (3) can be written in matrix notation as

Hβ = T (4)

where H is called as the output matrix of hidden layer in
the neural network by Huang et al. [3], [4]. For appropriate
wl, bl and β parameters, the solution of Eq. (4) is obtained by
minimizing the following system in SLFNs:∥∥H (

ŵ1, . . . , ŵm, b̂1, . . . , b̂m
)
β̂ − T

∥∥ = min
wl ,bl ,β

∥Hβ − T∥ .

(5)

The solution of Eq. (5) is calculated by the least squares
method as β̂ELM =

(
HTH

)−1HTT unless m ̸= N and HTH
is singular. Otherwise, the Moore–Penrose inverse of matrix
H, say H+, should be used to get the optimal solution as
β̂ELM = H+T.

Orthogonal projection method, iterative methods and
singular value decomposition (SVD) are well-known and
effective ways to calculate the Moore-Penrose inverse [60],
[61]. According to the orthogonal projection method [61], the
Moore–Penrose inverse of H is found as follows:

H+
=


(
HTH

)−1
HT , rank(H) = m

HT
(
HHT

)−1
, rank(H) = N

(6)

The steps of ELM algorithm proposed by Huang et al.
[4] can be summarised in Algorithm 1. Besides, the visual
representation of the algorithm is given in Figure 1:

Algorithm 1 ELM Algorithm
1: Randomly assign input weights and bias parameters.
2: Calculate the hidden layer output matrix H.
3: Calculate the output weights via β̂ELM = H+T by using

Eq. (6).

When there is a multicollinearity problem, inverting the
matrix

(
HTH

)−1 can sometimes be impossible and some-
times unstable. Therefore, alternative methods to ordinary
ELM are recommended. On the other hand, ordinary ELM
does not have sparsity property; that is, does not do variable
selection. The methods proposed on the basis of ELM as a
solution to these two problems are as follows:
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FIGURE 1. The general representation of the basic ELM model.

Reference [48] Li and Niu considered ridge regression in
the context of ELM which was originally proposed by Hoerl
and Kennard [41] and defined the Ridge-ELM as

β̂
k
Ridge−ELM=

(
HTH+kIm

)−1
HTY, k≥ 0

where k is the ridge tuning parameter and Iϕ is the identity
matrix with dimension ϕ. Although the value of k affects
the performance of Ridge-ELM, there is no single best and
suitable method for selecting the ridge tuning parameter.
Regression studies literatures [48] and [62] indicates that
Ridge-ELM can provide smaller error than ELM if k is
correctly determined.

Yıldırım and Özkale [53] considered the Liu regression in
the context of ELM which was originally defined by Liu [42]
and defined the Liu-ELM as

β̂
d
Liu−ELM =

(
HTH + Im

)−1
(
HTY + d β̂ELM

)
(7)

where 0 < d < 1 is the Liu tuning parameter which
shrinks each element of β̂ELM by the same d value. Since
β̂
d
Liu−ELM is in linear form of d , computing β̂

d
Liu−ELM is

much easier and faster than β̂
k
Ridge−ELM which provides

computationally effective and cost minimized solutions for
machine learning. β̂

d
Liu−ELM is also a convex combination of

β̂ELM and β̂
k
Ridge−ELM for k = 1 which claims that β̂

d
Liu−ELM

provides solution paths between β̂ELM and β̂
(k=1)
Ridge−ELM as d

goes from 1 to 0:

β̂
d
Liu−ELM = d β̂ELM + (1 − d)β̂

(k=1)
Ridge−ELM .

Yıldırım and Özkale [57] proposed OK-ELM which takes
the advantages of ridge and Liu regressions as

β̂OK−ELM =

(
HTH + kIm

)−1 (
HTY + kd β̂ELM

)

where 0 < d < 1 and k > 0 are the tuning parameters.
OK-ELM is a convex combination of Ridge-ELM and ELM:

β̂OK−ELM = d β̂ELM + (1 − d) β̂
(k)
Ridge−ELM ,

where d serves as a balance parameter between ELM and
Ridge-ELM and refers the relative contributions of them.
Basically, while the higher d towards to 1 yields more
contribution in favor of ELM, the lower d increases the effect
of Ridge-ELM to the solution.

III. METHODOLOGY
A. THE PROPOSED ALGORITHMS
The ridge and Liu estimator stand-alone is directly relying
on classical least squares and therefore has the tendency
to yield inadequate or misleading information in dealing
with multicollinearity. Therefore, two-parameter estimators
have come to the prominence in order to retain the existing
capabilities and make more accurate estimates through
holding the estimators in a simultaneous model. Although
these estimators possess the skills of the two estimators to
an extent in terms of the mathematical structure, yet there is
no single superior model in real-life applications. Motivated
by this point, we propose the following two-parameters ELM
(named as TP1-ELM) algorithm by incorporating the k-d
estimator [58] from the two-parameter estimators into the
ELM algorithm:

β̂TP1−ELM (k, d) =

(
HTH + kIm

)−1 (
HTY + d ˆβRidge−ELM

)
(8)

where −∞ < d < ∞ and k > 0 are the tuning
parameters. The proposed TP1-ELM algorithm aims to
eliminate the stability problem in the classical least squares
by incorporating Liu and Ridge approaches simultaneously.
As a result of this property, the ridge or Liu estimator is
considered to outperform the standalone ridge or standalone
Liu estimator by adjusting the parameters in a tradeoff by
making the parameter selection more flexible. The TP2-ELM
algorithm is a general implementation of the classical least
squares, ridge and Liu estimators, which can be derived in
special cases:

β̂ (0, 1) = β̂ELM

β̂ (k, 1 − k) = β̂Ridge−ELM

β̂ (0, d) = β̂Liu−ELM , 0 ≤ d ≤ 1

An alternative two-parameters estimator originally intro-
duced by Yang and Chang [59] can be proposed for first
utilization in the field of ELM named as TP2-ELM and
defined as follows:

β̂TP2−ELM (k, d)

=

(
HTH + Im

)−1 (
HTH + dIm

) (
HTH + kIm

)−1 (
HTY

)
(9)

where 0 < d < 1 and k > 0 are the tuning parameters.
Analogously to the TP1-ELM algorithm, the OLS, ridge and
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Liu estimators can be extracted based on specific selections
of the parameters:

β̂ (0, 1) = β̂ELM

β̂ (k, 1) = β̂Ridge−ELM

β̂ (0, d) = β̂Liu−ELM , 0 ≤ d ≤ 1

In the parameter selection of the proposed algorithms,
a grid search via cross-validation approach within a defined
value range or the analytical selection methods proposed by
Sakallıoğlu and Kaçranlar [58] and Yang and Chang [59]
can be implemented. A pseudo code implementation of the
proposed TP1-ELM and TP2-ELM algorithms is presented
in Algorithm 2.

Algorithm 2 Pseudo Code for the Proposed Algorithms
1: Input: Generate the input layer weights ŵ1, . . . , ŵm and

biases b̂1, . . . , b̂m based on a certain number of the
hidden layer neurons (m), k range and d range for the
tuning parameters space, ϕ as the trial number.

2: Output: The β coefficient vector.
3: Calculate the hidden layer output matrix H based on

inputs.
4: Set the seed value for reproducibility
5: for trial = 1 : ϕ do
6: for k in k range do
7: for d in d range do
8: Obtain TP1-ELM coefficient vector via Eq. 8
9: Obtain TP2-ELM coefficient vector via Eq. 9

10: Calculate performance metrics for CV split
11: end for
12: end for
13: end for
14: Determine the parameters with the lowest mean error

values across the trials.
15: Compute the error scores on the test datawith the optimal

parameters

B. DATA SOURCE
In this study, we utilized seven datasets with structural
and qualitative diversity across various domains to compare
the performance of the statistical and machine learning
models under consideration. These datasets were sourced
from the UCI Machine Learning Repository [63], Kaggle
platform [64], several universites databases [65], [66]. The
specifications of the data sets and target variables covered in
the study can be briefly summarized as follows: Auto Price
data to predict vehicle prices, Boston Housing data to predict
the median value of a real estate price, Fish data to predict
quantitative acute aquatic toxicity, Forests data to predict the
burned area of forest fires, Machine CPU data to predict
relative cpu performance, Servo data to predict the rise time
of a servomechanism, Slump data to predict concrete slump
and Strikes data to predict the level of strike volume (days

lost due to industrial disputes per 1000 wage salary earners).
The details of dimensions are listed in Table 1.

C. EXPERIMENTAL SETTINGS
In the process of benchmarking model performances, experi-
mental settings are crucial for ensuring reproducibility. In this
context, the following steps were followed in training and
testing statistical models and machine learning algorithms:

• Prior to training, the data is pre-processed by standard-
izing it to have a mean of zero and unit variance, using
the following formula:

x =

(
xi − x
sd (x)

)
.

• The dataset is partitioned into three-fourths for training
and the remaining one-fourth for testing.

• Models are developed using five-times repeated five-
fold cross-validation on the training data, and their
generalization performances are evaluated on the test
data.

• To mitigate the effects of randomness, thirty trials are
conducted, and the root mean square error (RMSE) is
calculated for each trial. Mean values are reported using
the following equation:

RMSE =

√√√√√ 1
N

N∑
j=1

(
oj − tj

)2
where

(
oj − tj

)
corresponds to the error between the

actual and output values of the target variable. RMSE
is defined in the interval [0,∞] and the lower the value
of this criterion, the better the model performance.

• The number of hidden layer nodes for ELM-based
models is kept constant at 100.

• A grid search approach is employed to assess the
tuning parameters of the ELM-based statistical models.
The delta for Ridge-ELM, d for Liu-ELM, and both
delta and d parameters for OK-ELM, TP1-ELM, and
TP2-ELM models are calculated via cross-validation,
considering the following ranges:

k ∈
[
10−5, 10−4, .., 10−2, 0.02, . . . , 0.1, 0.2, . . . , 1, 1.5, 2, . . . , 5

]
d ∈

[
10−5, 10−4, .., 10−2, 0.02, 0.03 . . . , 0.1, 0.15, 0.2, . . . , 1

]
.

• Optimal parameter determination for machine learning
algorithms is similarly conducted by analyzing a space
of thirty possible parameters for each model based
on cross-validation data. The parameters yielding the
lowest error value are then assigned.

• The reduction rate (RR), representing the relative
improvement of the proposed algorithms over other
algorithms, is evaluated in percentage terms using the
following equation for clearer interpretation:

RR =
(any algorithm) −

(
TP1,2 − ELM

)
(any algorithm)

× 100

• The details of this process are given as a visual
representation in Figure 2.
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FIGURE 2. The flow chart of the calculation for the TP-ELMs.

TABLE 1. The properties of data sets used in this study.

D. THE ASSESSMENT OF MULTICOLLINEARITY
The datasets were examined for multicollinearity using the
Variance Inflation Factor (VIF) and eigenvalue analysis
criteria, derived from the following equations:

VIFj = Cij = (1 − R2j )
−1

where C = (X ′X )−1 is the coefficient of determination
calculated via the regression fit of xj over the rest p-1
variables. In the dataset, the presence of a VIF value greater
than 5 belonging to the one of the variables indicates a strong
multicollinearity problem [67].

As an effective and widely used method in addition
to the VIF approach, the eigenvalue analysis is based on

the decomposition of the X’X matrix into eigenvalues and
eigenvectors and calculated as follows:

X ′X = T3T ′

where 3p×p is the diagonal matrix, whose diagonal elements
correspond to the eigenvalues (λi, i = 1, 2, . . . , p) and Tp×p
is the orthogonal matrix whose columns correspond to the
eigenvectors of X ′X matrix.Small-valued eigenvalues can
be indicative of the presence of multicollinearity across
columns of data. Rather than focusing on each eigenvalue, the
condition number (CN), which is basically a representation of
the spread of eigenvalues, is commonly used and is calculated
as follows:

CN =
λmax

λmin

Typically, a Condition Number (CN) exceeding 1000 is
considered evidence of severe multicollinearity, while a
CN between 100 and 1000 implies strong multicollinearity
between the columns (i.e., variables) of the data matrix [67].

The VIF, eigenvalue, and condition number criteria were
calculated for the seven datasets in the study, and the
results are reported in Table 2. According to the findings,
the Auto Price and Slump datasets exhibit multicollinearity
issues. Additionally, the Boston Housing dataset shows
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TABLE 2. The results of multicollinearity diagnostics for each data set.

a borderline condition number value, indicating potential
multicollinearity concerns.

E. THE LIST OF MACHINE LEARNING ALGORITHMS
The machine learning models evaluated in this study can be
categorized into five subgroups:

• Splines-based models: MARS (Multivariate Adaptive
Regression Splines), Linear Regresssion (LR), Rulefit
and Partial Least Sqaures (PLS) belong to this category.

• Kernel-based models: Support Vector Machines (SVM)
fall into this category.

• Tree-based models: These include Classification and
Regression Trees (CART), Bagging with different base
learners including CART, MARS, MLP etc., Ran-
dom Forests (RF), LightGBM and Extreme Gradient
Boosting.

• Instance-based models: K-Nearest Neighbors (KNN)
is an example of this subgroup. There are ensemble
models incorporating different regression (e.g. stepwise
regression) [68] or classification approaches [69], [70]
within the KNN algorithm, but the classical KNN
algorithm is employed in this study.

• Neural Networks-Based models: Multilayer Perceptron
(MLP) and Bayesian Additive Trees (BAT) are represen-
tative of this subgroup.

IV. RESULTS AND DISCUSSION
In this section, we present detailed performance comparison
results of both statistical models and machine learning
algorithms. A comprehensive analysis of the ELM-based
statistical models, including the two newly proposed algo-
rithms, is provided separately, both among themselves and
in comparison to machine learning algorithms.

A. THE PERFORMANCE COMPARISON OF ELM-BASED
ALGORITHMS AND THE PROPOSED ALGORITHMS
Initially, comprehensive comparison results of the perfor-
mance of the proposed TP1-ELM and TP2-ELM algorithms

TABLE 3. Performance comparisons of each statistical algorithms based
on RMSE criterion.

with Ridge-ELM, Liu-ELM, and OK-ELM on both training
and test data are presented in Table 3. A visual comparison
of performance using calculated reduction rate values, based
on the results in Table 3, is shown in Figure 3. Due to large
variations in scale, percentages based on ELM performance
are not included in Figure 3 but are discussed in the text
to enhance the interpretability and readability of visual
comparisons. The following conclusions can be drawn from
Table 3 and Figure 3:

• The training performances of TP1-ELM and
TP2-ELM are competitive with other algorithms.
At least one of the proposed algorithms shows
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FIGURE 3. The overall comparison of ELM-based statistical models for both train and testing performance based on reduction rates.

TABLE 4. Coefficient norm comparison for each statistical algorithm.

considerable superiority (improvement rates of up to
29.64%) over Liu-ELM in most of the data (including
auto-price, boston housing, machine cpu, slump and
strikes) and the difference is especially obvious in the
Slump and Machine CPU datasets. However, the basic
ELM algorithm outperforms all models in terms of
training performance, consistent with expectations.

• Regarding deviation scores on the training data, at least
one of the proposed algorithms displays greater stability
on most datasets to some extent (up to 56.22%).

• In terms of generalization performance, a primary
focus of this study, the proposed algorithms clearly
outperform other models on almost all datasets (up to

15.22%). Although they show slight weakness on
Forest and Machine CPU datasets, the scores remain
highly competitive. Notably, TP1-ELM and TP2-ELM
significantly outperform the ELM algorithm, with
TP1-ELM surpassing it by up to 73.65% and TP2-ELM
by up to 74.78%.

• Similarly, standard deviations of test performance sug-
gest that the proposed algorithms exhibit much lower
variability (up to 65.61%), indicating more stable and
generalizable results across almost all datasets.

• While the proposed algorithms generally perform
comparably, TP2-ELM demonstrates slightly superior
testing performance compared to TP1-ELM.

The normmeans and deviations of coefficient estimates for
the ELM-based statistical models and proposed algorithms
are calculated and presented in Table 4, providing insights
into coefficient volatility. Results indicate that the TP1-ELM
algorithm yields smaller and more stable norm values than
all other algorithms on Boston, Fish, and Slump datasets.
However, TP2-ELM outperforms on the Forest dataset.
Conversely, Ridge-ELM performs slightly better on Auto
Price and Strikes datasets, while OK-ELM shows superiority
on Machine CPU data.

B. THE PERFORMANCE COMPARISON OF MACHINE
LEARNING ALGORITHMS AND THE PROPOSED
ALGORITHMS
The performance of the proposed algorithms, along with
seventeen widely used machine learning algorithms, was
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TABLE 5. Performance results of machine learning algorithms for both training and testing data sets.

FIGURE 4. The training performance comparison between TP1-ELM and machine learning algorithms based on reduction rates.

benchmarked in the second step of the modeling process.
Training and testing performances of TP1-ELM and TP2-
ELM algorithms are summarized in Table 5, with training
results of TP1-ELM visualized in Figure 4 and TP2-ELM in
Figure 5. Additionally, reduction rates of test performances
are displayed in Figure 6 for both proposed algorithms.
Conclusions drawn from Table 5 and Figures 4-6 can be
simplified as follows:

• In terms of training performance, both TP1-ELM and
TP2-ELM algorithms achieved lower RMSE scores (up
to 63.38% for TP1-ELM and 62.25% for TP2-ELM)
compared to machine learning algorithms across most
datasets. However, Rulefit, XGBoost, andBagging (with
Cart learner) performed better on the Strikes dataset.
It appears that Rulefit and KNN algorithms are more
competitive with the proposed algorithms compared to
others.

• Regarding variability (standard deviation) of train-
ing performances, TP1-ELM and TP2-ELM algo-
rithms exhibit lower deviation values (up to 99.75%
for TP1-ELM and 99.78% for TP2-ELM) than
all models across all datasets, indicating greater
stability.

• Test performances (generalization performance) were
found to be superior to machine learning models in
most datasets, except for the Auto Price dataset (for
some algorithms such as Random Forests, Bag-CART,
etc.). Both proposed algorithms perform similarly, with
TP1-ELM showing improvement of up to 56.79% and
TP2-ELM achieving reduction of up to 51.11% in
RMSE scores.

• In summary, the proposed algorithms offer more stable
and generalizable results, with lower RMSE values,
compared to both ELM-based and machine learning
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FIGURE 5. The training performance comparison between TP2-ELM and machine learning algorithms based on reduction rates.

FIGURE 6. The testing performance comparison between the proposed models and machine learning algorithms based on reduction rates.

algorithms, especially for datasets with multicollinearity
problems.

To facilitate more effective comparison of test perfor-
mances for Slump and Boston datasets, the distribution
of residual values calculated on the validation data is
depicted in Figure 7 and Figure 8, respectively. The graphs
clearly illustrate that the proposed algorithms exhibit more
stable distributions of residual values around zero within
narrower ranges compared to other algorithms. Therefore,

it should be noted that the proposed algorithms can be
considered as a robust alternative to ELM-based algorithms
for all regression-oriented areas and problems, particu-
larly in real-life applications dealing with multicollinearity.
More specifically, it has important application areas in
economic [71], [72], [73] and health sciences [72], [74] in
which statistical estimators developed for linear models are
successful.
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FIGURE 7. The testing error of the proposed algorithms based on slump testing data.

FIGURE 8. The testing error of the proposed algorithms based on boston testing data.

V. CONCLUSION
In this paper, we introduce two novel statistical esti-
mators (TP1-ELM and TP2-ELM) aimed at addressing
the multicollinearity problem within the Extreme Learn-
ing Machine (ELM) algorithm. They stand out as an
effective alternative to ridge regression (aka Tikhonov

regularization), which is widely used in the field of
machine learning, and are the foremost to be imple-
mented in the context of feed-forward neural networks.
Our proposed algorithms demonstrate superior performance
over existing ELM-based and commonly used machine
learning algorithms when applied to real-life datasets across
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various domains, providing more generalizable and stable
results.

It should also be noted that the proposed algorithms can
be competitive with well-knownmachine learning algorithms
on regular data apart from the data with multicollinearity
problem, which is the focus of this study. Given their
applicability to both classification and regression tasks
in data-driven studies, these algorithms show promise as
effective solutions to the multicollinearity problem.

Although our proposed algorithms exhibit satisfactory
performance, a notable limitation of this study is the absence
of various analytical methods from the literature for tuning
parameter selection. Therefore, the development of analyt-
ical or heuristic methodologies for parameter estimation
in algorithms involving statistical estimators is an open
problem in the field of artificial neural networks (especially
ELM). Additionally, future studies will focus on enhancing
the proposed algorithms by incorporating feature selection
capabilities to achieve more compact solutions, particularly
in high-dimensional data settings where multicollinearity is
prevalent. In conclusion, we plan to conduct a comprehensive
comparison of the proposed algorithms on classification tasks
as part of our future research goals by incorporating the
limitations and identified gaps.
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