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ABSTRACT Siamese network-based trackers have demonstrated competitive performance in the domain
of single object tracking. However, their effectiveness is significantly hindered when the target undergoes
challenges such as deformation and illumination changes, due to the fixed template features from the first
frame. To address this issue, we propose a novel tracking framework called SiamTAR. This framework
adaptively updates the current frame’s template by fusing template features from the first frame with updated
template features and tracking box features from the previous frame, thereby effectively improving tracking
accuracy. Additionally, to reduce the tracker’s attention to redundant information such as similar shapes,
colors, and textures near the target, we designed a feature refinement module. This module integrates
three attention mechanisms through two parallel branches to capture critical target information, allowing
the tracker to ignore some redundant information. To tackle issues of tracking box drift and inaccurate
scale estimation during online tracking, we introduce a relocation mechanism. This mechanism corrects the
tracking box position by merging the output tracking box features with the template features. Extensive
experiments on multiple datasets validate the superior tracking performance of SiamTAR. Specifically,
on the GOT-10K dataset, SiamTAR surpasses the current leading Siamese tracker, SiamPW-RBO, by 1.5%
in AO and 7.5% in SR0.75 metrics, achieving a tracking speed of 26.23 FPS. Source code is available at
https://github.com/rkj12345/SiamTAR.

INDEX TERMS Object tracking, Siamese network, template update, feature refinement, relocation.

I. INTRODUCTION
Object tracking refers to the prediction of the target’s position
in each subsequent frame of a video, given the initial position
of the target. It is a highly active research area within the field
of computer vision, with broad applications in domains such
as autonomous driving [1], intelligent surveillance [2], satel-
lite video [3] and drone technology [4]. However, existing
tracking algorithms face numerous challenges, particularly
in real-world applications, where the tracking process is
often affected by significant changes in lighting, variations in
appearance, occlusions, and motion blur. Currently, tracking
models face a dilemma where they are unable to balance
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speed and accuracy. Regression-based models are fast but
not precise, while high-accuracy models rely on classifica-
tion and are slow, usually processing only a few frames per
second. These models dramatically limit their application.
We chose to significantly improve the accuracy at the expense
of a small amount of speed. Nonetheless, the model achieves
real-time processing and meets the tracking speed required
by most applications.

There are three main types of algorithms have been
developed for target tracking so far. They are generative
algorithms, correlation filtering algorithms, and deep learn-
ing algorithms. Among them, deep learning algorithms
have become the mainstream trend today. Essentially, deep
learning algorithms are tracking algorithms based on discrim-
inative models. Since the deep features extracted by deep
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learning networks have stronger information representation
capability than traditional manual features, more and more
researchers have applied deep learning networks to the field
of target tracking, and have obtained superior performance.

The most popular approach in deep learning is the Siamese
tracking model, which simplifies visual tracking into an
object matching problem by learning a generic similarity map
between the target template and the search region to deter-
mine the object’s location. For instance, Bertinetto et al. [5]
introduced Siamese networks to the field of single object
tracking in 2016. SiamRPN [6] was the first to integrate
the Region Proposal Network [7] from object detection into
Siamese tracking algorithms. Subsequently, visual tracking
models based on Siamese networks and object detection
frameworks have thrived. Key advancements in improving
the performance of deep learning trackers include DaSi-
amRPN [8] and SiamRPN++ [9]. In 2020, researchers
observed that the introduction of RPN [7] resulted in an
abundance of redundant and fixed-sized anchor boxes, mak-
ing the trackers sensitive to parameters such as anchor box
quantity, size, and aspect ratio, with reduced robustness.
Consequently, a plethora of anchor-free Siamese track-
ing algorithms were proposed, including SiamCAR [10],
SiamBAN [11], SiamFC++ [12], and Ocean [13]. These
trackers have once again elevated Siamese tracking models
to new heights.

Since most Siamese trackers are trained offline using large
datasets, they can not update templates online. This results
in the template features remaining fixed and unchanged once
the first frame is initialized during tracking. Consequently,
it becomes challenging to accurately track objects undergoing
significant deformations, rapid movements, or occlusions,
significantly increasing the risk of tracking drift or frame
loss during the process. ResNet50 [14] and AlexNet [15] are
widely employed feature extraction networks in numerous
Siamese trackers. While ResNet50 [14] is more complex and
capable of extracting richer feature information compared
to AlexNet [15], it is slower. ResNet 50 [14] without fully
connected layers strikes a balance between speed and rich
feature extraction, making it the preferred choice for the back-
bone network. Therefore, the backbone network can already
extract sufficient feature information for tracking. However,
it has been observed that the features extracted by the Siamese
network’s two branches are not effectively utilized, leading to
excessive redundancy in response maps when dealing with
similar interferences or background noise. To address this
issue, we propose a Feature Refinement Module that operates
on the Siamese network. This module greatly improves the
situation, resulting in a more robust tracker.

Based on the above development status and problems,
we propose a novel tracking framework, SiamTAR, which is
an improvement on SiamCAR [10]. Its main contributions are
as follows:

• We introduce the Updatenet [16] network, enabling the
model to generate updating templates in a learnable
manner. This network, through multi-stage training with

different learning rates, progressively attain a tracker
with higher tracking precision and enhanced robustness.

• We propose a Feature Refinement Module (FRM) to
facilitate the fusion between template features and
search features. In comparison to traditional methods,
this approach significantly enhances the matching of
salient information and effectively conveys target infor-
mation to the search region, further enhancing the
accuracy of fusion. Importantly, this module can be eas-
ily extended to other scenarios where enhancing feature
saliency is required.

• To solve the random drift of tracking box and scale
mismatch of the target in complex scenes, we introduce
a relocation mechanism in the tracker’s output stage,
which can mitigate this situation well.

• SiamTAR has achieved leading performance on multi-
ple official datasets, including GOT-10K [17], UAV123
[18], OTB100 [19], and DTB70 [20]. Moreover, the
tracking speed exceeds 25 frames per second (26.23 fps),
reaching real-time levels.

II. RELATED WORK
A. TRACKING FRAMEWORK
In the aspect of tracking frameworks, siamese-based trackers
have achieved an optimal balance between accuracy and
efficiency. As one of the pioneering works, SiamFC [5]
established a fully convolutional Siamese network to train
trackers. Subsequently, numerous researchers have focused
on this work and proposed updated models. Inspired by
the Region Proposal Network [7] from object detection,
SiamRPN [6] performed region proposal extraction after
the Siamese network, yielding effective results through
training of classification and regression branches. How-
ever, it struggled with handling interferences that share a
resemblance with the target appearance. DaSiamRPN [8]
introduced hard negative samples during training and alle-
viated the foreground-background imbalance issue through
data augmentation. To address the issue of limited perfor-
mance improvement with deeper networks in AlexNet [15],
SiamRPN++ [9] enhanced the model architecture by using
ResNet50 [14] as the backbone network. However, the use
of anchor-based networks is highly sensitive to hyperparam-
eters. In 2020, a substantial number of anchor-free track-
ers were proposed, including SiamCAR [10], Ocean [13],
SiamBAN [11], SiamFC++ [12]. These trackers address
both classification and regression problems, utilizing one
or multiple prediction heads to regress bounding boxes
pixel-wise from response maps. Tang et al. [21] introduced a
ranking-based optimization algorithm to explore the relation-
ship among different proposals. This algorithm is compatible
with most Siamese trackers and does not yield additional
speculation.

In recent times, target tracking algorithms utilizing the
Transformer framework have gained increasing popular-
ity. Chen et al. [22] employed the Transformer structure
to fuse features from Siamese networks for improvement.
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TABLE 1. Comparison of transformer tracker and siamese tracker.

Wang et al. [23] introduced a Transformer algorithm that
leverages temporal features. Lin et al. [24] proposed a
novel motion token embedding historical target trajectory
information, enhancing tracking by providing tempo-
ral cues. To address interference from complex back-
grounds during tracking, Yang et al. [25] introduced
a novel Foreground-Background Distribution Modeling
Transformer.

While these trackers achieve outstanding performance,
their training cost and computational expenses cannot be
overlooked. For a clearer comparison of the strengths and
weaknesses between Siamese and Transformer trackers,
we’ve condensed the findings into the following Table 1.

B. TEMPLATE UPDATING
In terms of template updating, the majority of trackers either
employ simple linear interpolation [26], [27], [28] to update
the template for each frame or lack template updating capa-
bility altogether [29], [30]. Trackers with template updating
are few and far between. Such updating mechanisms are far
from sufficient when faced with appearance changes due
to deformations, fast motion, or occlusions. To address this
issue, Danelljan et al. [27], [28] suggested using a subset of
historical frames as training samples when computing the
convolutional kernel for each frame. While this approach
yields better results, it comes at the cost of significant com-
putation and memory consumption, greatly reducing tracking
speed. Yang et al. [29] introduced Long Short-Term Memory
(LSTM) to estimate the current template by storing previous
templates in memory during online tracking. However, this
incurs substantial computational expenses. Yao et al. [30]
proposed offline SGD learning for updating coefficients of
CF trackers, which remain fixed and do not require updates
during tracking. Most models with template updating are
based on correlation filtering, and traditional Siamese track-
ers have yet to deliver satisfactory performance due to limited
representation capabilities and the lack of suitable template
updating strategies. Therefore, we introduce Updatenet [16]
into the model to enable online template updating.

C. ATTENTIONAL MECHANISM
Regarding attention mechanisms have found widespread
application in various tasks. Hu et al. [31] introduced an
SENet, which enhances network representation capabilities
by focusing on relationships between different channels.
Fu et al. [32] introduced a self-attention mechanism to
acquire contextual information for semantic segmentation.
Jiang et al. [33] introducedwavelet attention to eliminate rain
streak disturbances and restore clean backgrounds from rainy
images. By proposing the DAWN network, they achieved
significant performance improvements in both image derain-
ing and object detection tasks. Additionally, Jiang et al. [34]
enhanced the representation of rain layer information through
an improved non-local attention mechanism, significantly
improving visual results. Xiao et al. [35] applied selective
self-attention to the super-resolution task for remote sensing
images to achieve progressive feature representation. Their
proposed TTST model outperformed state-of-the-art super-
resolution methods in PSNR on average. Chen et al. [36]
proposed an EDS module, similar to attention, to map
ship positions in consecutive maritime images, thereby
improving multi-object tracking accuracy. Furthermore,
Chen et al. [37], [38], [39]investigated a network analysis pro-
cess that enhances the representation capability of complex
relationships.

Wang et al. [26] proposed RASNet by incorporating an
attention mechanism into the Siamese tracker, but it solely
utilizes template information, which may limit its represen-
tational power. To better explore the feature maps extracted
from the Siamese network, we propose the Feature Refine-
ment Module (FRM), utilizing both template and test image
information to enhance the discriminative representation of
the target.

III. PROPOSED METHODS
In this section, we present a comprehensive description
of the proposed Siamese tracker with template update and
relocation mechanism, named SiamTAR. It consists of the
following components: (1) Feature extraction, (2) Template
update, (3) Feature refinement, (4) Target location head,
and (5) Relocation and output. The overall framework of
the SiamTAR tracker is illustrated in Fig.1. The general
workflow of this framework can be summarized as follows:
(1) Initially, the Siamese network performs feature extrac-
tion on the first frame image and subsequent frame images,
obtaining template features and search features, respectively.
(2) During the template update phase, the template features
are updated based on the template features of the first frame,
the output tracking box features from the previous frame,
and the updated template features from the previous frame.
Specifically, these three types of prior features are concate-
nated along the channel dimension and fed into the updatenet
network for adaptive learning. (3) In the feature refinement
phase, the updated template features and search image fea-
tures are inputted into the FRM module to filter redundant
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FIGURE 1. Overview for the proposed tracking framework.

features and preserve more foreground information. This
module integrates three attention mechanisms to optimize
features comprehensively. Subsequently, the refined template
features and search features are cross-correlated to obtain the
global correlation representation. (4) In the target location
head phase, the global correlation representation is inputted
into three branches: the classification branch, regression
branch, and center branch, to obtain the first-stage tracking
box. (5) Lastly, in the relocation output phase, we expand
the region of the first-stage tracking box to twice the size of
the concentric area for secondary feature extraction. Subse-
quently, the extracted features are cross-correlated with the
template features to obtain the final tracking box output.

A. FEATURE EXTRACTION
Given a template image and a search image, deep learning
features are first extracted using a Siamese network, rep-
resented as FT ∈ Rc×h×w and FS ∈ RC×H×W . h, w, and
c denote the height, width, and number of channels of the
template features, while H, W, and C respectively refer to
the dimensions of the search features. Here, we employ the
widely used ResNet50 [14] pretrained on the Imagenet [40]
dataset as the feature extraction network, given its excellent
feature learning capabilities. It’s worth noting that, at this
stage, we adopted the same operation as the baseline [10],
which is to concatenate the features of the last three layers
of the backbone network along the channel dimension for
subsequent processing. This is because the last three layers
containmore semantic information, and target tracking can be
regarded as a foreground-background separation task,making
the understanding of semantic information crucial. Using

multi-level information helps preserve more semantic and
detail information, contributing tomore accurate localization.
Subsequently, to selectively extract key-level information,
we pass the concatenated features through a 1 × 1 con-
volutional layer to reduce the number of channels to 256,
aiming to decrease computational complexity and memory
requirements.

To optimize the feature extraction performance of the
template and search images before inputting them into the
Siamese network, we employed various preprocessing steps.
For the template images, we applied enhancement opera-
tions such as translation, scaling, blurring, flipping, and color
adjustments. Similarly, for the search images, we utilized
similar preprocessing operations. Through these preprocess-
ing steps, we significantly improved the effectiveness of
the feature extraction process, thereby enhancing the overall
performance of the Siamese network. Data augmentation
operations enhance the robustness of the model, enabling
it to better adapt to image variations in various real-world
applications.

B. TEMPLATE UPDATE
In the actual tracking process, since the target’s is a state of
constant motion, as well as affected by some external factors
(e.g.illumination, semi-obscuration), the shape and color of
the target are often subject to change. Therefore it is not
desirable to utilize only the first frame image of the video
sequence as a fixed template feature, some trackers consider
using a simple averageweighting strategy, such as (1) for tem-
plate updating. Although this method brings some improve-
ments, this simple method also limits the effectiveness of
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FIGURE 2. Overview for the template update module.

template updating.

Xi = αTi + (1 − α)Xi−1 (1)

Here, i represents the i th frame of the video sequence,
Ti denotes the template feature extracted from the predicted
box of the i th frame,Xi−1 represents the template feature used
during the position prediction of the i th frame, and Xi denotes
the template feature used for predicting the i+1 frame image.
Assuming the object’s appearance varies consistently and
smoothly over successive frames, the update rate is typically
set to a fixed ratio value (e.g. α = 0.01). But this simple
update strategy suffers from several problems:

• It updates the templates at a constant rate for each video
sequence, but the template updates required for the same
or different video sequences may change dynamically
over time.

• It does not make use of the information in the first frame.
During tracking, the information from the first frame is
the most credible. When there is a target drift or multiple
similar interfering objects, this update strategy can be
persistently wrong and the prediction box is difficult to
locate the correct target.

• This simple linear combination strategy severely limits
it. This strategy often fails to meet the situation where
the complex appearance of the target changes.

To address the aforementioned issue, we propose a tem-
plate update module, as illustrated in the Fig. 2. This module
primarily updates the template using Updatenet [16], which
is a learnable adaptive updating strategy represented by ϕ(∗).

Z i = ϕ(TGT0 ,Z i−1,Zi) (2)

Here, TGT0 represents the initial template of the first frame of
the video sequence; Z i−1 denotes the template feature used
in predicting the i th frame image; Zi denotes the feature
information obtained from the prediction result of the i th
frame image; Z i denotes the updated template features used
in the i+1 th frame prediction.

Specifically, Updatenet consists of two convolutional lay-
ers. The first convolutional layer has 2304 input channels
and 192 output channels, utilizing the ReLU activation func-
tion. The second convolutional layer has 192 input channels
and 768 output channels. This design allows the network to
dynamically adjust feature responses based on the current

input, adapting to varying input conditions. During forward
propagation, we concatenate TGT0 , Z i−1, and Zi along the
channel dimension and feed them into the Updatenet network
to learn the updated template features. Additionally, we incor-
porate residual learning by using the template features from
the first frame as the residual. The final output is obtained
by adding the updated template features to the residual. This
design retains the original template feature information while
effectively utilizing the updated template features, thereby
enhancing the model’s accuracy and robustness.

Each update incorporates the initial frame’s template infor-
mation as prior knowledge, thereby preventing large template
errors resulting from sudden target changes and subsequent
drifting of the tracking box. It is worth noting that due to
the simple structure of Updatenet, its tracking speed on the
same device only decreases by 5.85 FPS compared to the
linear weighting strategy. To avoid overfitting of Updatenet,
we selected 20 video sequences from the Lasot [41] dataset
for separate training of the template update module. These
video sequences cover most tracking challenge attributes,
including illumination changes, scale variations, occlusions,
and rapidmotions. This helps ensure that the SiamTARmodel
can better adapt to these challenging scenarios when updat-
ing the template. For specific training details, please refer
to III-E2.

C. FEATURE REFINEMENT MODULE
To refine the response region of target features and filter
redundant features, thus better assisting in tracking, we pro-
pose a feature refinement module, as illustrated in Fig. 3
(a). This module integrates three types of attention struc-
tures: Channel-Attention Block, Spatial-Attention Block, and
Self-Attention Block, as shown in Fig. 3 (b), (c), and (d),
respectively.

Specifically, the module consists of two parallel branches.
One branch concatenates the channel attention module and
the spatial attention module, fully utilizing their advantages.
Firstly, the channel attention filters and enhances important
features by weighting the importance of different feature
channels, thereby highlighting critical features and enhancing
the model’s ability to distinguish between targets and back-
grounds. Then, the spatial attention further focuses on the
target location by enhancing fine-grained spatial information
in the feature map, which is helpful for precise target local-
ization. The other branch consists of a separate self-attention
module. Compared to the former two, it captures dependen-
cies between features in the global scope of the tracking
image, suitable for handling long-range dependencies and
complex backgrounds, beneficial for addressing the rapid
motion challenges in tracking. However, the self-attention
mechanism involves higher computational costs. Therefore,
by treating it as a separate parallel branch, a minimal loss
in processing speed can be incurred. This module achieves
comprehensive feature extraction and optimization, thereby
improving the overall performance of single-target tracking.
Next, we will elaborate on these three attention block.
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FIGURE 3. Detailed architectures of the feature refinement module. (a) Overview of feature refinement module, (b) Channel-Attention block,
(c) Spatial-Attention block, (d) Self-Attention block.

1) CHANNEL ATTENTION BLOCK
This module primarily focuses on the relationships between
different channels of the input features. Unlike predefined
categories in object detection and classification tasks, object
tracking lacks prior information regarding object categories,
and the category remains constant throughout the tracking
process. Various channel features of deep convolutional net-
work features typically respond to specific object categories;
therefore, treating each channel feature equally would hinder
its representational capabilities. Specifically, assuming X ∈

RC×H×W as the input to this module. Without altering its
channel size, we first allowX to pass through average-pooling
and max-pooling layers to obtain corresponding pooled
features. Subsequently, to emphasize the weights between
channels, we pass the pooled features through two layers of
perceptrons to obtainXA ∈ RC×1×1 andXM ∈ RC×1×1. Then,
we add the two to obtain themerged channel attentionweights
AC ∈ RC×1×1.

AC
= MLP(AvgPooling(X)) +MLP(MaxPooling(X)) (3)

At last, the channel attention weights are element-wise mul-
tiplied with the input X to obtain the output of this module,
XC ∈ RC×H×W .

2) SPATIAL ATTENTION BLOCK
When features from two branches of the feature extraction
network are correlated with each other, the features computed
from each spatial location on the search feature can only be
obtained from a local region due to the limitation of the size
of the sensory field of the template features, thus ignoring
the importance of understanding the global context from the
whole image. We therefore use the output of the channel
attention module as the input to this module, and the two
modules are connected in series. Given the input feature X
∈ RC×H×W . Without altering the feature spatial dimensions,
we first pass X through two pooling layers. The resulting
features are then concatenated along the channel dimension
to obtain XA+M

∈ R2×H×W . Subsequently, we utilize a 1 ×

1 convolutional layer to reduce the number of channels while
maintaining the spatial features, resulting in the generation of
spatial attention weights AS ∈ R1×H×W .

AS
= conv2d(concat(AvgPooling(X),MaxPooling(X)))

(4)

Similarly, the final step involves element-wise multiplica-
tion of the spatial attention weights with the input features,
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FIGURE 4. Detailed architectures of the relocation mechanism.

yielding the output XS ∈ RC×H×W .

XS
= Sigmoid(AS)X (5)

3) SELF ATTENTION BLOCK
In real-world tracking, it is common for target occlusion,
and similar target interference to occur at the same time,
so single-branch feature refinement tends to lose some effec-
tive features. To alleviate this situation, we choose to separate
this module as a parallel branch so that the features can focus
on their own information at the same time. Suppose the input
feature is X ∈ RC×H×W . In one branch, X is reshaped into
X1

∈ R1×C×N , where N = H × W. In the other branch, X is
processed using a 1 × 1 convolutional layer with reshape
operation to generateX2

∈ R1×N×1, where N=H×W.Then,
X1 and X2 are multiplied together to obtain AK ∈ R1×C×1.

AK
= X1softmax(X2) (6)

Following this step, the reshaped self-attention matrix AK ∈

R1×C×1 is simply element-wise added to X, resulting in the
self-attention feature XSF ∈ RC×H×W .

The Feature refinement module ultimately concatenates
the spatial attention feature XS and the self-attention feature
XSF along the channel dimension to obtain the joint feature
XSFS ∈ R2C×H×W . To ensure that the input and output dimen-
sions of the feature refinement module are consistent while
preserving salient information, XSFS is processed through
a 1 × 1 convolutional layer with channel compression. Sub-
sequently, XSFS is processed by batch normalization and the
Sigmoid function, and then element-wise added to the input
X to obtain the output of the Feature refinement module,
XFRM ∈ RC×H×W .

XFRM
= Sigmoid(BN (XSFS)) + X (7)

It is important to note that the FRM module is designed
as a plug-and-play tool that can seamlessly integrate with
various Siamese network tracking algorithms. Its primary
function is to optimize features based on the outputs of the
Siamese network, providing more accurate inputs for subse-
quent cross-correlation operations. This effectively enhances
the overall performance of the tracking system.

D. RELOCATION MECHANISM
In practical tracking applications, when the target faces
common challenging scenarios such as occlusion, rapid

movement, and deformation, SiamTAR mainly relies on the
template update module and the feature refinement module to
handle these situations. However, after the first stage tracking
box is output, if extreme conditions occur, such as temporary
loss of the target, interference from similar objects leading
to tracking box drift, and mismatched tracking box size, the
template update module and feature refinement module alone
are insufficient.
To address these issues, we introduce a relocation mech-

anism [42] into the tracking framework, with details shown
in Fig. 4. The main idea of this mechanism is to expand the
first stage tracking box region to twice its size concentrically,
and then perform secondary feature extraction. It is important
to note that this search area is approximately twice the size
of the target, which is much smaller than the search area
of the initial tracker. Feature extraction uses a lightweight
backbone network, EfficientNet [43], retaining only the third,
fourth, and fifth layer features. The newly extracted search
area features are then cross-correlated with the most reliable
first frame template features to obtain the second stage feature
response map. This second stage feature response map is
more focused than the first stage because the smaller search
area suppresses the confusing background regions, allowing
the model to concentrate on the foreground region, thus aid-
ing in more precise localization. Finally, the feature response
map is fed into the prediction head to produce the second
stage tracking box, which is the final output of the SiamTAR
model.
This mechanism improves the tracker’s performance while

introducing minimal latency, primarily because the smaller
search area and lightweight backbone network do not signif-
icantly increase computational costs. The relocation mecha-
nism is designed as a plug-and-playmethod, typically applied
after the tracker outputs the tracking box. By implementing
this mechanism, the tracker’s performance and robustness are
further enhanced.

E. TRAINING THE OVERALL TRACKING FRAMEWORK
The training of the model consists of two parts: offline
training and online training. First, the baseline and feature
refinement modules are trained offline, and the parameters
with the best performance are selected through offline train-
ing. This part of training does not include template update.
The next online training unfreezes the template update part
while loading the optimal parameters obtained from the
offline training, and trains only the template update part.
In order to obtain a more robust tracker, the online training
uses a multi-learning rate stepwise optimization strategy.
It is worth noting that the relocalization part is trained
separately.

1) OFFLINE TRAINING
The model is trained end-to-end offline. As shown in Fig.1,
and its target location head comprises three components: the
classification branch(Cls), the regression branch(Reg), and
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the center branch(Cen). The classification branch produces
the similarity scores between targets and non-targets at each
location of the response map, denoted as Acls ∈ Rw×h×2.
The regression branch produces the vertical distances from
each location to the four edges of the target bounding box.
Noted as Areg ∈ Rw×h×4. The center branch is a weight map
which is mainly used to remove outliers. Noted as Acen ∈

Rw×h×1. This is because locations far from the center of
the target tend to produce low-quality predicted bounding
boxes.

Assuming that (x0, y0) and (x1, y1) represent the top-left
and bottom-right corners of the ground truth bounding box,
and (x, y) represents the position in the original image cor-
responding to each point (i, j) on the response map, the
four-dimensional coordinates of Areg at point (i, j) can be
expressed as:

T 0
(i,j) = l̃ = x − x0, T 1

(i,j) = t̃ = y− y0

T 2
(i,j) = r̃ = x1 − x, T 3

(i,j) = b̃ = y1 − y (8)

We then calculate the regression loss function by using the
following formula:

Lreg =
1∑

ϑ(T(i,j)

∑
i,j

ϑ(T(i,j)LIOU (Areg(i, j, :),T(x,y))

(9)

LIOU denotes the Intersection over Union loss func-
tion between the truth box and the prediction box. The
ϑ(∗)function can be defined as:

ϑ(T(i,j) =

{
1, if T k(i,j) > 0, k = 0, 1, 2, 3

0, otherwise
(10)

Each element C(i,j) in the center branch Acen
∈ Rw×h×1 is

defined as:

C(i,j) = ϑ(T(i,j) ×

√
min(l̃, r̃)

max(l̃, r̃)
×

min(t̃, b̃)

max(t̃, b̃)
(11)

The center branch loss LCEN is defined as:

LCEN =
−1∑
ϑ(T(i,j)

∑
ϑ(T(i,j)==1

C(i,j) ∗ logAcen(i,j)

+ (1 − C(i,j)) ∗ log(1 − Acen(i,j)) (12)

The total loss function of SiamTAR is defined as:

Ltotal = Lcls + µ1Lcen + µ2Lreg (13)

where Lcls denotes the cross-entropy loss of the classification
branch, µ1, µ2 represent the weight parameters of the center
branch loss and the regression branch loss, respectively, and
during the model training period, we set µ1 = 1 and µ2 = 3,
respectively.

For the relocation mechanism, we choose two random
frames XFf and XRtf with video sequence interval less than
50 frames as input pairs for training, where XFf is cropped

by expanding the region twice as much as the real bounding
box, and XRtf is cropped by adding random jitter magnitude
on top of XFf , The details are given in [42].

2) ONLINE TRAINING
After the offline training, we have to load the optimal param-
eters and unfreeze the template update part for the two-stage
online training. The purpose of online training is to make
the template features generated by the template update part
more effective, and the whole training process is achieved
by minimizing the Euclidean distance between the updated
template features and the truth box features of the current
frame.

L2 = ∥ϕ(TGT0 ,Z i−1,Zi) − TGTi+1∥2 (14)

where the template features of the initial frame TGT0 and the
current frame TGTi+1 can be obtained by extracting features
from the truth box in the corresponding frame. In addition to
this, the template updating part adopts a multi-stage training
strategy. The first stage uses standard linear updating on the
training dataset to generate cumulative templates and actual
predicted positions for each frame.

Z̄0
i = (1 − γ )Z̄0

i−1 + γ Z̄0
i (15)

γ is set to 0.0102. The IOU values of the generated pre-
diction box and the truth box are used to determine whether
the target is lost to follow, preventing training through a large
number of lost frames, which would move the training effect
in a negative direction. The next two phases use a template
update structure to obtain cumulative templates and actual
position predictions for training. Each stage uses the best
performing model from the previous stage to generate cumu-
lative templates and actual position predictions. The training
dataset was taken from 20 of the 280 sequences in the lasot
dataset. In each of these stages we train twice. For the first
training we chose learning rates of 10−5 to 10−6, 10−6 to
10−7, and 10−7 to 10−8. the second training loads the best
model from the first training, with learning rates set to 10−8

to 10−9, 10−9 to 10−10, 10−10 to 10−11, respectively.

IV. EXPERIMENTS
A. IMPLEMENTATION DETAILS
The proposed SiamTAR is implemented on a 3090 graphics
card using Pytorch 1.11 and cuda 11.1. We employ ResNet-
50 [14] as the backbone network, which has been pre-trained
on ImageNet [40]. During training, the batch size is set
to 16, and 20 epochs are trained using Stochastic gradient
descent (SGD) with an original learning rate of 0.001. In the
first 10 epochs, the backbone network is frozen. In the last
10 epochs, the last 3 layers of the backbone network are
unfrozen to train together. We trained SiamTAR on five
datasets: GOT-10K [17], COCO [44], ImageNet DET, Ima-
geNet VID [45], YouTube-BB [46], and tested it on five
tracking benchmarks. It should be noted that the tests con-
ducted on GOT-10K [17] and DTB70 [20] were only trained
with the GOT-10K [17] dataset.
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FIGURE 5. Success plots for GOT-10K test set. Best viewed on
high-resolution display.

TABLE 2. Quantitative comparison on the GOT-10K test set.

B. PUBLIC DATASET EVALUATION
1) EVALUATION ON GOT-10K DATASET
GOT-10K [17] is a large, high-level general purpose target
tracking dataset. It contains videos of over 10000 real-world
objects in motion. The categories of the training dataset
and the test dataset do not overlap. The authors need train
their model using the provided training dataset and evaluate
it using the 180 provided video sequences. To get a more
authoritative assessment result, we need to upload the gen-
erated prediction target box file to the official website. The
assessment metrics provided on the website include success
rate, average overlap, and speed. AO represents the average
of all predicted bounding boxes overlapped with annotated
truth boxes. SR0.5 represents the proportion of frames with
more than 50% overlap, while SR0.75 represents the propor-
tion of frames with more than 75% overlap. To assess the
generality of SiamTAR, we tested it on the GOT-10K [17]
dataset and compared it to state-of-the-art trackers, including
SiamGAT [52], STMTrack [51], SiamCAR [10], SiamPW-
RBO [21] and some classical baselines. As shown in Fig. 5.

SiamTAR performs the most prominently on these 12 track-
ers. Table 2 presents the details of the comparison of the
different metrics, and SiamTAR ranks first in two metrics.
Compared with SiamPW-RBO [21], our tracker scores 7.5%
higher on SR0.75 than SiamPW-RBO [21], even though it
scores 1.8% lower on SR0.5.

SiamTAR is compared with four well-known trackers
(SiamGAT [52] and SiamCAR [10] and SiamRPN++ [9]
and STMTrack [51]) for visualization of 6 video sequences
tracked through the GOT-10K [17] dataset, as shown in
Fig.6. SiamTAR can draw more accurate and closer to the
target tracking box in the presence of similar objects, fast
motion, scale change and full occlusion. Taking the first video
sequence tracking the ship as an example, the remaining four
trackers are no longer able to track the target accurately com-
pared to the SiamTAR due to the large deformation produced
by the ship’s rapid motion at sea level and the similarity of
some of the ship’s detailed information to the background.
This is mainly benefited from SiamTAR’s template update
as well as feature refinement module. Even if the tracked
object has deformation, the template update module can still
accurately predict the next frame template features from the
previous information, which enhances the robustness of the
trackers. The feature refinement module helps to accurately
find the saliency information of the target features and thus
locate the position of the target object on the search image.
In the second video sequence, benefiting from the relocaliza-
tion mechanism in SiamTAR, its tracking box is closer to the
target size than the remaining four trackers. Since the trackers
follow the GOT-10K [17] protocol and the labeled frames of
the test dataset are invisible to us and the trackers, the tracking
results on GOT-10K [17] are more plausible than those on the
other datasets.

2) EVALUATION ON OTB100 DATASET
OTB100 [19] is a classical test dataset for visual object
tracking, which provides a fair robustness testbed. It has
100 video sequences labeled with 11 interference properties,
These properties are occlusion (OCC), background clutter
(BC), in-plane rotation (IPR), out-of-view (OV), scale vari-
ation (SV), fast motion (FM), out-of-plane rotation (OPR),
motion blur (MB), deformation (DEF), low resolution (LR)
and illumination variation (IV). The OTB100 benchmark
includes two metrics: precision and success. The precision
score is the percentage of frames where the Euclidean dis-
tance between the center of the predicted box and the center
of the ground-truth box is under 20 pixels. The success score
indicates the proportion of frames correctly tracked to the
target at different thresholds.

SiamTAR is contrasted with 9 trackers including
SiamPW-RBO [21], Ocean-online [13], SiamRPN++ [9],
SiamBAN [11] etc. Fig. 7 shows that SiamTAR performs
first among all trackers regarding precision and success rate
for OTB100 [19]. As shown in Fig. 8 shows that SiamTAR
achieves a competitive performance among all the trackers in
the OTB100, and it is worth noting that our tracker is 0.1%
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FIGURE 6. Qualitative results on the GOT-10K test set. Tracking results are for sequences GOT-10k_Test_000004, GOT-10k_Test_000008,
GOT-10k_Test_000096, GOT-10k_Test_000100, GOT-10k_Test_000146, and GOT-10k_Test_000175. Best viewed on a high resolution display.

points lower thanOcean-online in terms of accuracy, but 3.8%
points higher in terms of success rate, which is a solid first
place in the performance among these trackers. Fig. 8 presents
success plots as well as accuracy plots for different attributes
in the OTB100 dataset. SiamTAR is able to achieve high
performancemetrics on all challenging attributes, with signif-
icant performance gains over the baseline tracker on attributes
such as background clutter, deformation, low resolution, and
out-of-view. These comparisons show that SiamTAR is better
able to handle challenging interference and large posture
changes.

3) EVALUATION ON UAV123 DATASET
UAV123 [18] is a collection of 123 sequences recorded by
low-altitude UAVs., including over 110K frames. Vertical
bounding boxes are used to annotate every sequence thor-
oughly. Different from other datasets, the view of UAV123
is aerial and tracking objects are typically quite tiny. The
dataset’s objects are mostly affected by fast motion, large
scale variations, large light variations, and occlusions, which
make the tracking process diffcult.

SiamTAR is compared to 9 superior trackers, including
Gift [53], STMTrack [51], SiamCAR [10], and SiamRPN++

101904 VOLUME 12, 2024



J. Wen, K. Ren: SiamTAR: Enhancing Object Tracking

FIGURE 7. Success and precision plots for OTB100 test set. Best viewed on high-resolution display.

FIGURE 8. Success plots for 11 challenge attributes of OTB100 test set. Best viewed on high resolution display.

FIGURE 9. Success and precision plots for UAV123 test set. Best viewed on high-resolution display.

[9]. Success rate and precision are used as metrics to assess
the model’s good performance. As seen in Fig. 9, SiamTAR

performs exceptionally well on both of these metrics, espe-
cially surpassing SiamCAR [10] by 3.6% in success rate and
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TABLE 3. Ablation study on compression ratio (cr) of the FRM module.

TABLE 4. Ablation study on GOT-10K dataset.

1.6% in precision rate.While ourmodel falls short of Gift [53]
by 0.2% in precision, it outperforms it by 2.4% in success.

C. ABLATION EXPERIMENT
In the subsequent experiment, we investigated the influence
of individual components in SiamTAR and conducted abla-
tion studies on the DTB70 [20] dataset and the GOT-10K [17]
dataset. SiamCAR [10] is considered the baseline model.

1) ABLATION EXPERIMENT OF FRM ON DTB70 DATASET
We conducted an ablation study on the DTB70 dataset to
determine the optimal channel compression ratio for the
channel attention module in the FRM module. The channel
compression ratios were set to 2, 4, 8, 16, 32, 64, and 128.
The FRM modules with different compression ratios were
integrated into the Baseline network to evaluate performance.
The detailed results are shown in Table 3. When the compres-
sion ratio is set to 16, the tracking performance is optimal,
with Success of 0.620 and Precision of 0.809.

2) ABLATION EXPERIMENT OF SiamTAR ON GOT-10k
DATASET
As shown in Table 4, in the ablation study evaluating the
impact of three modules on the GOT-10K [17] dataset,
we observed that the TUM (Template Update Module)
outperforms the FRM module in SR0.5 and AO met-
rics but does not excel in SR0.75. This suggests that the
TUM module enhances the tracker’s stability by generat-
ing adaptive template features, reducing the likelihood of
predicting low-quality bounding boxes during tracking. How-
ever, it does not excel in predicting high-quality bounding
boxes. The FRM module is integrated into the Siamese net-
work features before fusion, enhancing crucial features and
suppressing secondary features, generating more accurate
feature response maps, and thus aiding in the generation of

FIGURE 10. Visualization of heatmaps using without adding any modules
(second column), the proposed TUM module (third column), FRM module
(fourth column), and TUM+FRM module (fifth column) for four sequences
plotted in DTB70: Yacht4, Vaulting, Girl1, and BMX4.

TABLE 5. Ablation study on DTB70 dataset.

higher-quality prediction boxes. For RM (Relocation Mecha-
nism), the highest improvement was observed with individual
components, confirming the compatibility of this mechanism
with our model framework. Additionally, we conducted abla-
tion experiments by combining each component in pairs, and
it is evident that they all yielded different positive effects.
Compared to the baseline, SiamTAR achieved improve-
ments of 7.7%, 6.2%, and 13.9% in AO, SR0.5, and SR0.75,
respectively.

3) ABLATION EXPERIMENT OF SiamTAR ON DTB70 DATASET
In our ablative study on DTB70 [20], we conducted heat map
visualization analysis of the feature outputs for the TUM and
FRM modules, as shown in Fig. 10. Table 5 corresponds to
the ablation study of these twomodules. The first column rep-
resents the search regions of video frames, the second column
displays the visualization of baseline feature outputs (without
any modules), the third column shows the feature visualiza-
tion with only the TUM module, the fourth column presents
the feature visualization with only the FRM module, and
the last column illustrates the feature visualization with both
modules. From Fig. 10, it is evident that the tracker combin-
ing bothmodules can better identify the target’s location, with
response regionsmore suited to the target’s appearance, effec-
tively suppressing background noise and interference from
similar objects better than other trackers. This demonstrates
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that the feature refinement and template update modules in
SiamTAR can optimize the tracker in different aspects, and
their collaboration yields positive effects.

V. CONCLUSION
In this paper, we proposed a tracking framework SiamTAR
that can adaptively update templates online, which consists of
a Template Update Module and a Feature Refinement Mod-
ule. The Template Update Module fuses the initial frame, the
historical frames, and the current frame’s prior information
to obtain new template feature. This module significantly
enhances the feature representation of the target in the face of
illumination changes, scale changes, object deformation, and
low-resolution challenges, and improves the robustness of the
tracker. The Feature Refinement Module, which refines and
efficiently combines the target features in three dimensions.
It highlights critical features and weakens the influence of
secondary features. By integrating this module in Siamese
network leads to a closer contextual relationship between
the template features and the search features, which in turn
generates a response map that is more conducive to tar-
get localization. In addition, we introduce a relocalization
mechanism, which significantly improves the accuracy of the
tracking frame. Extensive experimental results show that the
proposed SiamTAR can achieve competitive performance and
real-time speed on four mainstream tracking benchmarks.

In the future, the FRM module will be applied to
more Siamese network trackers (e.g., SiamBAN [11] and
Ocean [13]), and further research will be conducted on the
lightweight design of the template update module and the
relocation mechanism.
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