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ABSTRACT The rapid evolution of software development, propelled by competitive demands and the
continuous integration of new features, frequently leads to inadvertent security oversights. Traditional
security practices, often reactive in nature, primarily focus on identifying known vulnerabilities, creating
a significant shortfall in detecting emergent, zero-day threats. This paper introduces CODE-SMASH,
a novel deep learning-based source code vulnerability detector that utilizes a Siamese neural network
with a hierarchical architecture integrating BiGRU and attention mechanisms. Our experiments using real-
world datasets, specifically the Chromium and Debian datasets, demonstrate CODE-SMASH’s superiority
over existing methods. It achieves significant improvements in detection performance across all key
metrics, including accuracy, precision, recall, and F1-score, with average improvements of approximately
8.3%, 11.6%, 27.75%, and 17.7%, respectively, compared to the best-performing existing methods in our
experiments. Moreover, CODE-SMASH shows its superior capability in handling complex and lengthy
code sequences, with performance improvements for long-length code (60 to 80 lines) in F1 scores
of 4.53 percentage points on the Chromium dataset and 5.62 percentage points on the Debian dataset
compared to the second-best model’s performance. We believe our research makes a significant contribution
to the field of automated vulnerability detection by providing a high-precision solution to the growing
challenges in software security. Furthermore, based on our findings, we anticipate that future research could
enhance CODE-SMASH by expanding its generalizability to various programming languages and reducing
computational demands to improve efficiency.

INDEX TERMS Code similarity, hierarchical attention network, Siamese neural network, source code
vulnerability detection.

I. INTRODUCTION developments have broadened the attack surface for cyber-

Detecting potential software vulnerabilities is becoming
increasingly crucial in safeguarding against cyber attacks,
especially with the surge in software usage and the expansion
of the Internet of Things (IoT) ecosystem [1], [2]. These
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criminals, creating more avenues to exploit vulnerabilities.
In particular, source code vulnerabilities, which are flaws or
security weaknesses in the source code underlying software
that can be exploited by malicious attackers, are significant
because they can lead to severe security breaches.

The 2017 Equifax data breach, one of the most significant
cybersecurity incidents, illustrates the dangers of software
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vulnerabilities. This breach, which exposed the personal
information of more than 143 million people, was the result of
source code vulnerabilities in the company’s web application
software. The impact of this breach was substantial, causing
financial losses and damaging trust [3].

To help prevent software vulnerabilities and track them
in advance, cybersecurity experts often rely on the Common
Vulnerabilities and Exposures (CVE) database [4]. However,
the CVE database only lists vulnerabilities that have already
been identified, leaving out so-called zero-day attacks, which
exploit vulnerabilities that have not yet been discovered. This
limitation creates a critical security gap in defending against
zero-day attacks [5], [6], [7].

Vulnerability detection in source code primarily employs
dynamic and static analysis. Dynamic analysis, performed
while the source code is running, can detect vulnerabilities
in actual execution environments. However, it demands a
complex setup and is resource-intensive. Static analysis,
conversely, involves examining the source code without exe-
cution. This analysis is effective in early development stages
and crucial for ensuring software security and integrity by
allowing early detection and remediation of vulnerabilities.
In this paper, we focus on static analysis scenarios.

Traditional methods for static code analysis include rule-
based techniques, often relying on manual code reviews [8].
These methods, while useful, struggle with the complexity
and dynamism of modern software vulnerabilities [9]. There-
fore, more sophisticated methods, including deep learning-
based approaches, have recently been proposed and shown
their effectiveness [10], [11].

However, we find that existing deep learning-based
approaches are also insufficient for detecting vulnerabilities
in modern software’s source codes. Due to the increasing
complexity and diversity of modern software, its source
codes are often lengthy and intricate. Therefore, it is crucial
to handle such code accurately to identify vulnerabilities
without generating false positives and false negatives,
making it a practical detection tool for modern software
vulnerabilities. Existing methods, however, struggle with this
variability.

To overcome the limitations of existing deep learning
methods in vulnerability detection, we propose CODE-
SMASH, a similarity-based vulnerability detection model
that identifies vulnerabilities by comparing the similarity of
information extracted from the hierarchical structure of two
source codes. Our model utilizes the architecture of a Siamese
neural network (SNN), designed to compare the similarity
between two inputs using twin sub-networks [12], [13], and
incorporates a hierarchical structure with bidirectional gated
recurrent unit (BiGRU) and attention mechanisms [14] as the
sub-networks of the Siamese architecture to transform source
codes into dense vectors that represent their hierarchical
information. By transforming source codes into dense vectors
that represent their hierarchical information and comparing
them, our model can derive similarity scores between a new
code and an archived code with known vulnerabilities.
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Our contributions are as follows:

o« We introduce a hierarchical neural architecture for
code vulnerability detection, leveraging both token- and
statement-level information of source code.

e Our approach, effective for long-length code data,
addresses complexities in extensive code bases, outper-
forming existing methods by 34.4% on average in terms
of F1-score for detecting vulnerabilities.

o The employment of a Siamese neural network enhances
the model’s performance, demonstrating its efficiency
and adaptability in various data environments.

Il. RELATED WORK

This section briefly reviews foundational research and
recent advancements in source code vulnerability detection,
focusing on static analysis scenarios. In addition, we explain
methods for vector representation of source code and Siamese
neural networks to facilitate understanding of our proposed
method.

A. SOURCE CODE VULNERABILITY DETECTION

Source code vulnerability detection aims to identify security
flaws within source codes that could be exploited by
malicious actors. The methods for detecting source code
vulnerabilities can be categorized into rule-based, classifier-
based, and similarity-based approaches.

1) RULE-BASED METHODS
Rule-based vulnerability detection is a traditional approach
that relies on identifying specific patterns or signatures
associated with known vulnerabilities, which refer to vulnera-
bilities already reported and documented, such as those in the
Common Vulnerabilities and Exposures (CVE) database [4].
Rule-based methods use predefined patterns created by
domain experts to detect vulnerabilities in codebases.
Examples include Flawfinder [15], RATS [16], and Check-
marx [17]. While these methods are effective at identifying
known vulnerabilities, they require significant manual effort
for pattern creation and maintenance, and they often produce
high rates of false positives and false negatives for vulnera-
bilities that do not match their predefined patterns. Practical
applications, such as Fortify SCA [18] and SonarQube [19],
which employ rule-based methods, also struggle with new
and emerging threats that are not yet included in their pattern
databases.

2) CLASSIFIER-BASED METHODS

To address the limitations of rule-based methods, deep
learning-based approaches have been proposed in recent
years. By leveraging deep learning models that can auto-
matically learn and extract vulnerability patterns from large
datasets, deep learning-based source code vulnerability
classifiers have demonstrated superior detection performance
compared to traditional rule-based methods [20], [21], [22],
[23], [24], [25], [26].
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For instance, Li et al. proposed SySeVR [20], a deep
learning-based framework for detecting software vulnerabil-
ities in C/C++ programs. To capture vulnerability patterns
reflecting source code’s syntax and semantic meanings, they
proposed a bidirectional recurrent neural network (BiRNN)
based classification model. They demonstrated that the
model could successfully detect vulnerabilities in real-world
software products such as Libav, Seamonkey, Thunderbird,
and Xen, uncovering previously unknown vulnerabilities.
Russell et al. [21] introduced a convolutional neural network
(CNN)-based method for vulnerability detection, which
captures vulnerability patterns by directly applying the
model to lexed source code. Through their evaluation
conducted using source codes from both real software
packages and the NIST SATE IV dataset [27], [28], they
validated the superiority of their model. Unlike methods
that utilize only CNN or RNN networks, Wu et al. [22]
developed a hybrid model combining convolutional neural
networks (CNNs) and long short-term memory (LSTM)
networks to capture both local patterns and long-range
dependencies.

Gu et al. [25] introduced a hierarchical classification model
consisting of two-level bidirectional gated recurrent unit
(BiGRU) layers with attention mechanisms [29] to extract
vulnerability patterns from the source code’s statement and
token-level attributes. They used abstract syntax tree (AST)
processing and token embedding for feature extraction,
primarily relying on statement-level attributes for final
decision-making. Other notable deep learning approaches
include the work by Kalra et al. [26] who proposed Zeus,
a deep learning framework that utilizes an ensemble of
neural networks to detect vulnerabilities in smart contracts,
showcasing the versatility of deep learning in various coding
environments.

Despite advances in classifier-based source code vulner-
ability detection methods, approaches designed to handle
lengthy and complex source code, which are essential for
effectively detecting vulnerabilities in modern software, are
still lacking.

3) SIMILARITY-BASED METHODS

Code duplication, or copying code, increases maintenance
efforts and the risk of vulnerabilities. Studies indicate that
5% to 20% of software components may consist of duplicated
code [30], [31], [32], [33], [34], implying a higher likelihood
of additional vulnerabilities if a defect is found in one
segment.

Similarity-based vulnerability detection methods focus on
finding vulnerabilities by comparing the semantic similarity
between analyzed code and known vulnerable code. Unlike
classifier-based methods, this approach emphasizes analyz-
ing code attributes and is adaptable to new and unidentified
vulnerabilities [6], [7], [35]. These methods are particularly
effective at identifying vulnerabilities with behaviors or
structures similar to those previously detected.
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For example, Lietal. [36] proposed VulPecker, which
quantifies the similarity between two source codes using
machine learning techniques such as support vector machines
(SVM), while Lietal. [37] introduced a graph-matching
network model to compute similarity scores through a cross-
graph attention-based matching mechanism, demonstrating
effectiveness in control-flow graph-based function similarity
search. More recently, Sun et al. [38] proposed VDSimilar,
a Siamese neural network [12] with bidirectional long
short-term memory (BiLSTM) networks and attention mech-
anisms [29], which compares token-level attributes between
two source codes to detect vulnerabilities. They showed
that with a relatively small dataset, their similarity-based
detection model can outperform classifier-based approaches.

Although these similarity-based methods have shown
remarkable detection performance, they do not fully utilize
information from the hierarchical structure of source code,
including token statement, and function-level attributes, all
of which are important for analyzing vulnerability patterns.

B. VECTOR REPRESENTATION OF CODE

Transforming source code into vector representations is
essential for applying deep learning techniques to software
analysis. Traditional approaches involved tokenizing code
into a bag-of-words model, but this often failed to capture the
semantic and structural nuances of programming languages.

More advanced techniques use embeddings, where code
snippets are represented as vectors in high-dimensional
space. Methods like word2vec [39] train neural networks on
large codebases to generate vector representations that reflect
the semantic information of source code, while graph-based
embedding methods preserve more structural information.
To preserve structural information, graph-based embedding
methods process graph structures of source code, such as
abstract syntax trees (ASTs), using graph neural networks
and capture relationships and dependencies between code
parts [23]. This method is advantageous in that it can utilize
the structural information of source codes, but it has the
drawback of requiring a lot of preprocessing effort. Recent
studies by Alon et al. [40] on code2vec and Pradel and Sen
[41] on DeepBugs highlight the effectiveness of using vector
representations for code understanding and bug detection.

In our framework, we avoided using graph structures,
such as ASTs or other tree-structured static analysis infor-
mation, due to their extended preprocessing burden. Instead,
we directly capture the hierarchical structure of source
code, aligning with our goal of efficient processing while
maintaining a deep understanding of code semantics.

C. SIAMESE NEURAL NETWORK

Siamese neural networks (SNNs) [12], [13] are powerful
tools for similarity detection in natural text [42] and code
analysis [14], [43], [44]. SNNs consist of two identical
sub-networks with the same configuration, parameters, and
weights. These sub-networks process input in parallel, and
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TABLE 1. Comparison of vulnerability detection methods.

Model [ TokenCNN [21] [ CNN+LSTM [22] [ VDSimilar [38] [ HAN [25] [ CODE-SMASH
No need for compilation v v
Handles long-length code well v v v
Works with small training data v v v
Types of source code features tokens tokens tokens tokens, statements | tokens, statements, functions

the outputs are combined to compute a similarity metric, such
as cosine similarity. The key idea behind SNNss is to learn a
similarity function that can compare two inputs and determine
whether they are similar or not [12].

To train SNNs, the network is provided with pairs of
inputs labeled as similar or dissimilar. During training, the
network adjusts its parameters to minimize the difference
between the outputs of similar pairs and maximize the
difference between the outputs of dissimilar pairs [12], [13].
In vulnerability detection, SNNs compare a given piece of
code against known examples of vulnerabilities, learning
complex patterns and anomalies that signify potential security
risks [38], [43], [44].

Table 1 compares our model, CODE-SMASH, against
state-of-the-art models in source code-based vulnerability
detection. Unlike models considering only tokens or a
combination of tokens and statements, CODE-SMASH
extends to function-level analysis, offering a more nuanced
examination of the source code. This granularity enhances the
model’s performance with smaller datasets and longer code
lengths, showcasing its superior capability in vulnerability
detection compared to other baseline methods.

lil. METHODOLOGY

In this section, we describe our framework for detecting
source code vulnerabilities. This framework involves con-
structing pairs of source codes and analyzing them with
a similarity-based neural detector named CODE-SMASH
that leverages information extracted from a hierarchical code
structure, including tokens and statements.

Our framework can serve as a valuable tool for soft-
ware developers, empowering them to identify source code
vulnerabilities during their development process and take
proactive measures to address potential security flaws.
Additionally, it can be deployed to identify vulnerabilities
within open-source projects. For example, through the
analysis of historical data from web server software like
Apache, it can identify recurring patterns and similarities
in code modifications that have previously led to security
breaches.

A. CONSTRUCTING SOURCE CODE PAIRS

We detail a strategy for pairing source codes within
our detection framework, focusing on source code pre-
processing. This strategy involves removing comments
and applying tokenization and vectorization to the codes
to help our detector identify source code vulnerabilities
effectively.
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1) REMOVE COMMENTS
Given the nature of deep learning-based models, which rely
on data to learn and understand aspects relevant to their
specific tasks, their performance depends on the quality of
data. Therefore, refining the data by removing irrelevant
information is crucial for enabling the model to focus on task-
specific information, thus ensuring effective performance.
In the context of source code vulnerability detection, which
focuses on the executable parts of source code where potential
vulnerabilities might exist, comments within the source
code—intended to explain functionality without affecting
execution—can be considered irrelevant to vulnerability
detection and may act as noise hindering the accurate identi-
fication of vulnerabilities. Therefore, we eliminate comments
from a source code to retain solely the executable segments
of the code. Especially since comments in programming
languages adhere to specific patterns (e.g., //, /*...*/), we use
regular expressions to identify and remove these patterns,
effectively purging comments from the code.

2) SOURCE CODE TOKENIZATION
Tokens are the smallest units used to represent source code or
text, and deep learning-based models analyze the full context
of source code or text starting from these token-level units.
Thus, employing suitable tokenization methods for source
code can enhance the model’s ability to interpret and process
the underlying structure and semantics of source code.
Unlike traditional tokenization methods in natural lan-
guage processing, which identify tokens as words sepa-
rated by spaces, our approach for tokenizing source code
extends this simple identification of spaces. We incorporate
CamelCase naming convention [45], common in software
development, as essential in defining the smallest units.
This tokenization ensures that semantically related characters
are grouped as one token, preserving the integral meaning
within the code’s syntax. It enables a more in-depth
source code analysis, leading to the precise identification of
patterns and potential vulnerabilities, as evidenced in [46]
and [47]. Through our source code tokenization process,
we convert source code, with comments removed, into a set of
tokens.

3) SOURCE CODE VECTORIZATION

As deep learning models operate on numerical data, tok-
enized source codes need to be transformed into a numerical
format (vectors). Therefore, we convert the tokenized codes
into their corresponding vectorized forms.
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For this purpose, we use Word2Vec [39], [48], a popular
vectorization technique in natural language processing. The
fundamental formulation of Word2Vec defines p(w;jlw;)
utilizing the softmax function to maximize the following
expression:

x0T )
pwolw) = —
Zw—] exp(v/ Vw1)

where wo and wy represent the center word and surrounding
word, respectively. The matrices v, and V', serve as
embedding matrices employed during input and between
the hidden layer and the output layer to represent the
vectors of w, with W denoting the total number of words
in the vocabulary [48]. Maximizing this expression involves
augmenting the similarity between the word vectors of the
center and surrounding words, thereby enhancing their dot
product. Conversely, decreasing the similarity with words
beyond the context window diminishes their association with
the center word, thereby effectively capturing the semantic
relationships between words. Following Word2Vec, we train
a word vector model for source code vectorization and utilize
the embedding matrix from the trained model to transform
each token into a vector representation.

Finally, we organize the vectorized tokens into a hierarchi-
cal structure that mirrors the inherent structure of the code.
This is achieved by arranging the vectorized tokens according
to the source code’s statements, using newline characters as
delimiters to guide the grouping.

4) CONSTRUCTION OF CODE-PAIRS

Our detection strategy aims to identify vulnerable source code
by assessing the semantic likeness between source codes.
To support this strategy, we construct pairs of source codes,
each comprised of vectorized tokens, similar to the approach
described in [38].

Specifically, for training our detector, we construct a
dataset of code pairs that includes both pairs of vulnerable
codes and combinations of vulnerable and non-vulnerable
codes. We label pairs consisting solely of vulnerable code
segments with a 1 to highlight their similarities. Conversely,
pairs that mix vulnerable and non-vulnerable codes are
labeled with a 0 to emphasize their differences. This approach
not only facilitates the detection of vulnerable codes but also
enables the uncovering of similarities across various versions
of vulnerable code, considering that Common Vulnerabilities
and Exposures (CVEs) can span multiple versions.

B. SIMILARITY-BASED DETECTION MODEL

We propose CODE-SMASH, a Siamese multi-depth

attention-based hierarchical recurrent neural detector designed
for detecting vulnerabilities in source code by analyzing code

similarities. It processes a pair of source codes, denoted as

{c”}l%:1 as input, where each ¢ € R&**™ 5 a collection

of multiple statements, defined by ¢* := {sf}le. Each

statement s’ is comprised of a sequence of vectorized tokens,
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represented as s := {t” I 1> with each vectorized token t”J
€ R™. CODE- SMASH evaluates the similarity between these
source codes to identify potential vulnerabilities.

The core of CODE-SMASH is based not only on a Siamese
architecture, known for its effectiveness in comparing the
similarity between two source codes [42], [44], but also on
a hierarchical feature encoder designed to extract features
across various levels of a source code. This core facilitates
a multi-level analysis, enabling the detailed examination
and comparison of two source codes at multiple levels
of abstraction, from the micro-level details of statements
to the macro-level organization of functions. The overall
architecture of CODE-SMASH is shown in Fig. 1.

1) FEATURE ENCODER

Following the Siamese neural network (SNN) framework,
CODE-SMASH utilizes twin sub-networks with identical
architecture and shared weights. Each sub-network consists
of two key components: the statement-level encoder and the
function-level encoder, each engineered to extract features
from a source code at their respective levels of analysis.

a: STATEMENT-LEVEL ENCODER

For any given source code ¢ {s”}l |» the statement-level
encoder processes each statement 57 := {tl”j}]k (forl <i<
£, by aggregating its sequence of vectorized tokens {tl"j}]k
This procedure is aimed at extracting features at the statement
level. To achieve this, the encoder uses a bidirectional Gated
Recurrent Unit (BiGRU) along with an additive self-attention
mechanism [29].

The BiGRU is composed of two GRU units designed
to analyze the token sequence from both forward and
reverse directions, thereby capturing dependencies within the
sequence. The first GRU unit processes the sequence from the
start to the end token in a forward direction, capturing forward
contextual information, while the other unit processes it from
the end to the start token in a backward direction, capturing
backward contextual information. More formally, the forward
GRU generates a sequence of forward hidden states denoted
by h" for each vectorized token t” resulting in the sequence

—)
{hy, ...
sequence of backward hidden states denoted by h". also
for each vectorized token, but in reverse order, y1eld1ng the

sequence {hl 1o f «)- Here, each hidden state h ™. and

E L is a vector in Rd for1 <j <k, witheach correspondlng

to the j-th vectorized token t”j of the i-th statement in the
n-th source code. By using these hidden states, we derive
statement-level source code features.

Since not all hidden states are equally important for source
code comparison, we integrate an additive self-attention
mechanism alongside the BiGRU to reflect the importance
of each hidden state for the comparison process. Specifically,
we generate a concatenated hidden state A ; i by combining
the hidden states from both the forward and backward GRUs:

lk} Similarly, the backward GRU generates a
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Similarity score between two source codes

Similarity
calculation
l ' \
( ) §1 5%
~1 1 2 -
c - ] ( = ) Sp 2 Y — Sy

~

Function-level \ f Function-level \
encoder encoder

g \ g \
N — z
= Additive Attention Statement_level Shared Addltlve Attention Statement_level g
% encoder weights encoder (51;
= | | g
1
o)
% ( Additive Attention ) ( Additive Attention ) “ ( Additive Attention ] ( Additive Attention ] %
( BiGRU ] ( BiGRU ) ( BiGRU ) ( BiGRU )
k o / k o
thy a20 WEEm - maE . ottty e -
1 1 1 1 : ‘
tha tha  tiz otttk Cth th tiy e
[ Vectorization ] [ Vectorization ]
[char] (source) (=) (SRC_STRING;] [char) (¥ data)(d (fkdataPtr)
Token-1 s f Token-k Token-1 oo f Token-k
void functionl(void * dataVoidPtr) void function2(void * dataVoidPtr)
’ Codel (c!) || Code2 (c?)
char source = SRC_STRING; 1st statement char % data = (xdataPtr) [ststatement
.o £-th statement .o £-th statement
memcpy(data, source, (strlen(source)+1) % sizeof(char)); memcpy (data, source, (strlen(source)+1) * sizeof(char));
} +

FIGURE 1. Vulnerability detection with CODE-SMASH. The term ‘shared weights’ means that two sub-networks share the same configuration and weights.

h’.l. = [h:’/h” ], where h’?. e R¥ forj e [1,k]. to get statement-level source code features:

The importance of each representatlon h" is assessed using

an additive self-attention layer that consists of two fully 3 k
connected layers, followed by the softmax function: 5; = Z ajh iz 3
j=1
_ T
= tanh(W h?,j +b), M where 5} € RY represents the extracted statement-level
exp(vaq) source code feature for each i within the range of [1, £] in
qj = Zj exp(vaq) ) 2 n-th source code. This aggregation effectively synthesizes the

information across all tokens within a statement, weighted
by their respective attention scores, to capture the essence of
where v; € R2 represents the output of the first fully each statement’s contribution to the overall code semantics.
connected layer, with W e R24%2d gnd p € R™, indicating
the layer’s weights and bias, respectively. The parameter b: FUNCTION-LEVEL ENCODER

g € R* corresponds to the weights of another fully The function-level encoder is designed to extract function-level
connected layer that is used in the calculation of the attention features from statement-level source code features, thereby
score oj € R, which determines the importance of the j-th deepening the analysis of the source code. This process
concatenated hidden state A .. i After calculating the attention aims to provide a nuanced comprehension of function-level
scores, we integrate them with each concatenated hidden state attributes and their connections, improving the detector’s
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ability to identify and interpret complex code patterns and
vulnerabilities.

Expanding on the design of the statement-level encoder,
the function-level encoder incorporates an additional BiGRU
layer and an additive self-attention layer. The architecture is
structured hierarchically into two main components: the first
component is tasked with the extraction of statement-level
features, and the second component, positioned above the
first, concentrates on deriving function-level features from
these extracted statement-level features.

Given statement-level source code features &f e R4,
ranging from 1 < i < £ as processed by the statement-level
component of the function-level encoder, the function-level
component further processes these features similar to the
statement-level processing. In the function-level component,
the forward arg)l back(vlard GRU units generate sequences of

hidden states }Az:’ and fz:’ , respectively. Each state corresponds
to the i-th statement-level source code features §7 in the
n-th source code. and these hidden states are vectors
in R9/2, Subsequently, the hidden states from both the
forward and backward GRUs are concate[ged Jo form a

comprehensive hidden representation i = | h; h:li| where

each fz? is a vector in R?. Utilizing an additive self-attention
layer, we calculate function-level attention scores for the
concatenated hidden states A}

b = tanh(WT R + b), “4)
exp(d! )
U= 7
Zj exp(V,' q)

where W € R4 ¢ R4 and g € R? represent the
parameters of the fully connected layer, and the @; € R is
the function-level attention score. Finally, we summarize all
the information of the statement in the function by integrating
each concatenated hidden state with its corresponding
function-level attention scores as follows:

&)

14
o= Z&iiz;?, (6)
i=1

where & € R? represents the function-level source code
features.

2) SIMILARITY CALCULATION

Based on the feature encoder, CODE-SMASH constructs
twin sub-networks, each a feature encoder with identical
architecture and shared weights, to analyze the simi-
larity between features from two distinct source codes.
Unlike typical Siamese-based methods that directly compare
extracted features using a distance metric [38], CODE-
SMASH compares through additional fully connected layers
with an activation function. For this comparative analysis,
CODE-SMASH aggregates all the features extracted by
the statement-level and function-level encoders of each
sub-network. After aggregation, it flattens the aggregated
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features, concatenates them, and feeds to fully connected
layers. This approach allows CODE-SMASH to thoroughly
compare the source codes, considering the statement-level
and function-level features of the source codes. Furthermore,
this architecture facilitates end-to-end learning, enabling the
holistic training of the entire detection system tailored to a
specific task. This capability ensures that CODE-SMASH
can be directly applied to various coding challenges, optimiz-
ing its effectiveness and adaptability to different scenarios.
More formally, for a pair of source codes, given
statement-level features El.l, 512 fori € [1, £] and function-level
features ¢! and &2, we construct the final feature vector
x by flattening and concatenating all these features, where
x € RXHD The similarity between the two codes is
computed using two fully connected layers with the ReLU
activation function: o (f "(ReLU (f (x)))) , where f" and f
represent two fully connected layers, and o is the sigmoid
function that produces scores within the range of [0, 1],
indicative of similarity levels. Finally, with a predefined
threshold t > 0, we assess the presence of source code
vulnerabilities. If o (f "(ReLU (f (x)))) > 1, the code is
considered vulnerable; otherwise, it is deemed benign.

IV. EXPERIMENTS

In this section, we compare our CODE-SMASH model
with four baseline methods. Additionally, we conduct an
experiment with a new configuration of CODE-SMASH that
includes only the token-level and statement-level stages.

A. SETTINGS

1) METRICS

We assess the efficacy of the vulnerability detection models
using established classification metrics, notably the receiver
operating characteristic (ROC) curve and the corresponding
area under the curve (AUC). The ROC curve illustrates the
true positive rate (TPR) plotted against the false positive
rate (FPR) across various classification threshold values. Fur-
thermore, we evaluate the performance of our model based
on metrics including accuracy (A), precision (P), recall (R),
and the F1 score (F1). Let TP and FP represent the number
of correctly and incorrectly predicted vulnerabilities, while
TN and FN denote the number of correctly and incorrectly
identified non-vulnerable code segments, respectively. These
metrics are defined as follows:

FP
TPR=—— FPR= —
TP + FN TN + FP
B TP + TN
" TP+ FP + TN +FN’
TP TP
T TP+FP°  ~ TP+FN’
2xPxR
Fl=""—
P+R

2) IMPLEMENTATION DETAILS

Our model is implemented using Pytorch. The default
configurations of CODE-SMASH are outlined as follows: We
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TABLE 2. Characteristics of the datasets used for experiments.

Dataset [ Chromium | Debian
No. of vulnerable functions 200 250
No. of non-vulnerable functions 150 200
No. of similar pairs 19900 31125
No. of dissimilar pairs 30000 50000

employ Word2vec [39] to convert the code into vectors, with
an embedding size set to 64. Dropout regularization is applied
at a rate of 0.5, and the batch size is set to 64. We conduct
training for 100 epochs.

For the BiGRU network, the principal parameters are
specified as follows: The batch size remains at 64, with
training conducted over 100 epochs. Dropout regularization
is applied with a keep rate of 0.2, and the network comprises
256 hidden units across 2 layers. We utilize stochastic
gradient descent as the optimizer, with a learning rate set
to 1073,

3) BASELINE METHODS

For all tasks, we assess the performance of CODE-SMASH
by juxtaposing it against four deep learning models, employ-
ing the Siamese architecture to gauge similarity. The methods
under comparison include:

TokenCNN [21]: This vulnerability detection tool relies
on deep feature representation learning and directly interprets
lexed source code through convolutional neural networks
(CNNs) for feature extraction [49]. Emphasizing the lexical
characteristics of code, TokenCNN aims to exploit the
inherent structure of code snippets.

CNN+LSTM [22]: This method proposes a fusion
of convolutional neural network-long short-term memory
(CNN-LSTM) layers. By utilizing function calls as features to
represent patterns, it endeavors to capture both local features
and long-range dependencies within the code.

VDSimilar [38]: Employing a Siamese network archi-
tecture coupled with bidirectional long short-term memory
(BiLSTM) and attention mechanisms, this model delves into
learning similarities among vulnerability snippets. It places
emphasis on comprehending the intricate relationships
present within the code.

HAN [25]: This approach adopts a two-level attention
network, focusing on both line and token levels within the
code. Leveraging an attention mechanism, HAN determines
the significance of vectors corresponding to code segments in
indicating vulnerabilities.

Each of these models offers distinctive perspectives on
vulnerability detection, harnessing a diverse array of deep
learning techniques.

B. DATASET

Our research methodology is applied and evaluated using
datasets sourced from pivotal domains, namely Chromium
and Debian, which respectively represent web browsers and
operating systems.
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TABLE 3. Detection performance of vulnerabilities. The best values are
boldfaced and the second-best are underlined.

\ Model | Accuracy | Precision [ Recall | F1
g TokenCNN [21] 0.8134 0.6678 0.8178 0.7352
.2 | CNN+LSTM [22] 0.5946 0.4207 0.7415 0.5368
E VDSimilar [38] 0.8295 0.7766 0.6483 0.7067
5 HAN [25] 0.7450 0.5693 0.8008 0.6655
CODE-SMASH 0.9490 0.9342 0.9025 | 0.9181
TokenCNN [21] 0.8942 0.8565 0.8086 0.8319
S | CNN+LSTM [22] 0.6581 0.4815 0.7269 0.5793
% VDSimilar [38] 0.8043 0.7201 0.6473 0.6818
a HAN [25] 0.7820 0.6357 0.7656 0.6946
CODE-SMASH 0.9143 0.8814 0.9398 | 0.8766

The Chromium dataset comprises vulnerabilities reported
by users and is derived from the Reveal dataset [50]. This
dataset furnishes detailed information associating individual
functions with Common Vulnerabilities and Exposures
(CVEs), thereby facilitating function-level similarity detec-
tion. Likewise, the Debian dataset, also sourced from the
Reveal dataset, encompasses vulnerabilities reported by users
and provides correspondence details between functions and
CVEs, thereby facilitating our analysis of function-level
similarity.

Given the substantial size of the entire Reveal dataset,
containing approximately 180, 000 functions, it is impractical
to consider all possible pairs. Consequently, we adopted
a sampling strategy wherein we selected a subset of
800 functions and generated approximately 130, 000 pairs in
total for experimentation. This scale of data was determined
to be adequate based on our experience for effectively
training and evaluating prediction performance. Each pair is
categorized as similar (labeled as 1) if they share the same
CVE or different (labeled as 0) otherwise. The characteristics
of these datasets are summarized in Table 2.

In adherence to the fixed input size requirements of deep
learning models, our methodology employs 10 tokens for
statement length and 80 tokens for function length per code
snippet. Consequently, data padding or splitting is necessary
to conform to the specified input dimensions. Additionally,
we conduct random partitioning of the pairs dataset into
training, validation, and test sets in each iteration, allocating
proportions of 60%, 20%, and 20%, respectively.

C. EVALUATION

1) VULNERABILITY DETECTION PERFORMANCE

In this section, we evaluate the prediction performance
of CODE-SMASH, a novel vulnerability detection model,
against the second-best methods identified in our experi-
ments. Our evaluation is based on key performance measures
including accuracy, precision, recall, and F1 score, which
are critical metrics for assessing the efficacy of vulnerability
detection systems. The results are summarized in Table 3.

a: CHROMIUM DATASET
We identified VDSimilar as the second-best method in
terms of accuracy and precision, while TokenCNN emerged
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FIGURE 2. ROC curves and AUC values of vulnerability detection for the
Chromium dataset.

1.0 e e
_‘_,---—"‘_;?:’..l' ’,’
- PR ‘
0.8 -~ e -
i o -
Q i el =
© ) "J’_r -
< 0.6 LS -
> [ s
=} it -
2 ' r
& o P
° 0.4 1 ] P
¥y -
Z e -—- TokenCNN (AUC = 0.88)
s
G’f’ —-- CNN+LSTM (AUC = 0.79)
021 |¢ - - VDSimilar (AUC = 0.67)
y —-- HAN (AUC = 0.82)
0.0 —— CODE-SMASH (AUC = 0.99)
0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

FIGURE 3. ROC curves and AUC values of vulnerability detection for the
Debian dataset.

as the second-best for recall and F1 score. Our findings
reveal that CODE-SMASH outperformed VDSimilar in
accuracy and precision by approximately 14.4% and 20.3%,
respectively. Additionally, CODE-SMASH demonstrated
significant improvements over TokenCNN in terms of recall
and F1 score, exhibiting approximately 39.3% and 30.0%
enhancements, respectively. These results underscore the
superiority of CODE-SMASH in accurately identifying
vulnerabilities within the Chromium dataset.

b: DEBIAN DATASET

The results revealed TokenCNN as the second-best method
across all performance measures. Our evaluation demon-
strated that CODE-SMASH showcased notable enhance-
ments over TokenCNN, with improvements of approximately
2.2%, 2.9%, 16.2%, and 5.4% in accuracy, precision,
recall, and F1 score, respectively. This suggests that
CODE-SMASH offers superior predictive capabilities com-
pared to TokenCNN in detecting vulnerabilities within the
Debian dataset.

Overall, our analysis indicates that CODE-SMASH sig-
nificantly outperforms the second-best methods identified
across both datasets, underscoring its efficacy in vulnerability
detection. The substantial improvements observed in accu-
racy, precision, recall, and F1 score highlight the potential
of CODE-SMASH as a robust solution for identifying
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FIGURE 4. Length histograms of vulnerable functions in the Chromium
and Debian datasets.
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FIGURE 5. Vulnerability detection F1 scores for different code-length
groups for the Chromium dataset.

vulnerabilities in software systems, considering that the
Debian and Chromium datasets are comprised of a mix of
code versions with varying lengths.

2) PERFORMANCE IN ROC AND AUC

Figures 2 and 3 present the Receiver Operating Characteristic
(ROC) curves and their associated Area Under the Curve
(AUC) values for the vulnerability detection methods,
including our proposed model, CODE-SMASH. The ROC
curve serves as a vital tool in evaluating the trade-offs
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FIGURE 6. Vulnerability detection F1 scores for different code-length
groups for the Debian dataset.

TABLE 4. Performance comparisons with CODE-SMASH versions denoted
by letters in parentheses: T is for token-level information only and S is for
statement-level information only (data: Debian, long code inputs with

60 to 80 lines).

Model [ Accuracy [ Precision [ Recall | FI

TokenCNN [21] 0.9087 0.9088 0.7744 | 0.8363
CNN+LSTM [22] 0.6578 0.4870 0.6573 | 0.5415
VDSimilar [38] 0.6370 0.4523 0.7270 | 0.5571
HAN [25] 0.7442 0.5670 0.8023 | 0.6635
CODE-SMASH(T) 0.9428 0.8578 0.9802 | 0.9149
CODE-SMASH(S) 0.9161 0.8237 0.9062 0.8630
CODE-SMASH 0.9517 0.9247 0.9593 | 0.9417

between sensitivity (true positive rate) and specificity
(1 - false positive rate). The AUC values summarize the
ROC curves into scalars ranging from 0 to 1. Essentially,
a larger AUC value signifies a model’s enhanced abil-
ity to distinguish between vulnerable and non-vulnerable
code. Notably, our CODE-SMASH model demonstrates the
largest AUC among the compared methods, indicating its
superior efficacy in vulnerability detection. Quantitatively,
CODE-SMASH surpasses state-of-the-art models, improving
detection performance by approximately 20% in terms of the
AUC score.

A critical observation from CODE-SMASH’s ROC curve
is its exceptional true positive rate, maintained even when
the false positive rate is close to zero. This highlights the
model’s capability to accurately identify vulnerabilities while
minimizing false alarms.

3) PERFORMANCE OVER DIFFERENT CODE LENGTHS

One anticipated advantage of CODE-SMASH’s multi-level
architecture is its proficiency in extracting features from
longer code inputs, which is a challenge for non-hierarchical
architectures. This capability is particularly relevant given the
diverse range of code lengths observed in the two real-world
datasets utilized in our experiments, as depicted in Fig. 4.

VOLUME 12, 2024

TABLE 5. Comparison of inference times for each competing method,
measured in seconds. The table shows the average runtime (denoted as
mean) and its standard deviation (denoted as std) across 1, 000 randomly

selected samples.

[ Model | Mean (std) time

£ | TokenCNN[21] [ 0.0019 (0.0052)
2 | CNN+LSTM [22] | 0.0032 (0.0048)
£ | VDSimilar [38] | 0.0375 (0.0060)
5‘“ HAN [25] 0.0237 (0.0057)
CODE-SMASH | 0.0159 (0.0051)
TokenCNN [21] | 0.0020 (0.0058)

S | CNN+LSTM [22] | 0.0033 (0.0048)
£ | VDSimilar [38] | 0.0385 (0.0064)
A HAN [25] 0.0241 (0.0062)
CODE-SMASH | 0.0154 (0.0059)

To comprehensively assess CODE-SMASH’s effective-
ness across varying code lengths, we categorized the
functions into three distinct length groups: short (fewer
than 30 lines), medium (30 to 60 lines), and long (60 to
80 lines). The performance of CODE-SMASH in vulnerabil-
ity detection for these different length categories is depicted
in Figs 5 and 6, corresponding to the Chromium and Debian
datasets, respectively.

The results in Figs 5 and 6 indicate that CODE-SMASH
consistently outperforms other competing methods across all
code length categories. Notably, CODE-SMASH achieved
significant improvements in F1 scores compared to the
next-best methods for long-length code: it improved by
4.53 percentage points on the Chromium dataset and 5.62 per-
centage points on the Debian dataset, surpassing TokenCNN
in Chromium and HAN in Debian. This improvement
underscores CODE-SMASH’s robustness and its capacity
to effectively handle a wide range of code lengths, further
reinforcing its utility in practical applications of vulnerability
detection.

4) EFFECTIVENESS OF SIAMESE AND HIERARCHICAL
STRUCTURE

To assess the impact of our architectural choices, we con-
ducted an experiment comparing simplified variants of
our CODE-SMASH model: CODE-SMASH(T) and CODE-
SMASH(S) variants that use token and statement information
only from the inputs, respectively.

In this experiment, we used the ‘long’ category (60 to
80 lines) from the Debian dataset for training and testing,
and we reported the mean values of results obtained through
5-fold cross-validation. The results are presented in Table 4.
Our findings indicate that the competing methods employ-
ing solely token-level information, such as TokenCNN,
CNN+LSTM, and VDSimilar, demonstrated comparable yet
inferior performances compared to CODE-SMASH variants.
Specifically, TokenCNN, the best-performing among these
baselines, achieved an F1 score of 0.8363, which is notably
lower than any variant of CODE-SMASH. This difference
underscores the limitations of models reliant on token-level
information alone when handling more complex, longer code
inputs.
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The HAN model, which integrates statement-level knowl-
edge, shows improved performance over some of the
token-level methods, with an F1 score of 0.6635. However,
it still falls short when compared to the CODE-SMASH
variants. This outcome suggests that while incorporating
statement-level information is beneficial, it is not sufficient
on its own to handle the intricacies of longer code sequences
effectively.

The CODE-SMASH(T) variant, focusing solely on token-
level information, achieves a significant leap in performance
with an F1 score of 0.9149. Similarly, CODE-SMASH(S),
which utilizes only statement-level information, also shows
strong results with an F1 score of 0.8630. These results indi-
cate that even when focusing on a single hierarchical level, the
Siamese architecture inherent in CODE-SMASH provides a
substantial advantage in processing and understanding code
structures.

The complete CODE-SMASH model, which combines
both token and statement levels, further enhances perfor-
mance, reaching an F1 score of 0.9417. This demonstrates
that the integration of multiple hierarchical levels, combined
with the Siamese architecture, significantly improves the
model’s ability to understand and analyze complex, long code
sequences.

5) COMPUTATION TIME
Detecting vulnerabilities within a reasonable time is impor-
tant for deep learning-based vulnerability detectors to serve
as practical tools for real-world applications. Table 5 shows
the average inference time and its standard deviation for each
competing method across 1, 000 samples from each dataset.
According to the table, CODE-SMASH has an average
inference time of less than 0.0160 seconds. Although
TokenCNN and CNN+LSTM models have faster inference
times than CODE-SMASH, their detection performance is
lower than CODE-SMASH as demonstrated in Tables 3
and 4. Notably, compared to VDSimilar, which is the
second-best detector in terms of detection accuracy on the
Chromium dataset as shown in Table 3, CODE-SMASH has
a much faster inference time, averaging x2.43 faster. These
results indicate that CODE-SMASH detects vulnerabilities
effectively and does so within a reasonable time.

V. CONCLUSION

In this paper, we presented CODE-SMASH, a novel
deep learning-based source code vulnerability detector that
uses a Siamese neural network with hierarchical struc-
tures comprising BiGRU and a self-attention mechanism,
extracting information reflecting the hierarchical structure
of source codes and analyzing their similarity to detect
vulnerabilities. Alongside CODE-SMASH, we introduced
our source code preprocessing steps for effective source
code analysis, including comment removal, tokenization, and
vectorization. Through our experiments, we showed that
CODE-SMASH outperforms existing methods in detection
performance and is more effective in handling lengthy code
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sequences, emphasizing its efficiency and potential to be a
key component in software security applications.

However, CODE-SMASH has several remaining chal-
lenges, such as potential dependency on the nature of training
datasets and the model’s high computational demands.
Although it has shown reasonable computation time, there
is still room for improvement to be more effectively used
in real-world applications. To address these challenges, one
approach is to increase the diversity of training datasets by
incorporating a broader range of source code from various
languages, platforms, and domains. Exploring data augmen-
tation techniques for source code can also help diversify the
training data by generating synthetic variations of source
code. In addition, optimizing computational efficiency could
be achieved through model compression methods, such as
pruning or quantization, to reduce computational overhead
while maintaining performance. We suggest exploring these
approaches in future research to enhance the effectiveness of
CODE-SMASH while mitigating the identified challenges.

Despite these identified challenges, given the growing
importance of automated vulnerability detection in modern
software development as software-based systems become
more prevalent and the risk from source code vulnerabilities
increases, our research offers a significant contribution with
the potential for further development to improve software
security. We believe that with the use and further development
of CODE-SMASH, it can serve as an effective tool for
automated vulnerability detection, helping to address the
escalating challenges in software security.
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