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ABSTRACT The Cole-impedance model is extensively utilized for modelling the electrical impedance of
biological samples, including agricultural goods (e.g. fruits and vegetables). The conventional methods for
estimating parameters of the Cole-impedance model rely on processing multi-frequency impedance datasets
using non-linear least squares methods. The quality of the initial value used in these methods has a direct
impact on the convergence and estimation accuracy, while requirement for complex processing units lowers
portability and in-sifu applications. This paper introduces method not dependent on a particular platform to
estimate parameters of the Cole-impedance model that best represent an impedance dataset, eliminating the
need for the specific toolbox within the software package, and it does not necessitate the user to supply
initial values. The proposed method is validated using synthetic datasets (with and without noise) and
experimental bioimpedance of carrot, potato, and pear samples. Further, it is implemented on a low-cost
embedded hardware with execution time <7 seconds (for an impedance dataset with 256 datapoints) and
estimation accuracy comparable to PC-based estimations. The embedded hardware is interfaced wirelessly
to a smartphone application to demonstrate the in-sifu graphical evaluation and reporting available using the
proposed system.

INDEX TERMS Electrical impedance spectroscopy, Cole-impedance model, fractional-order circuits,
parameter estimation, precision agriculture.

I. INTRODUCTION monitoring [4] and membrane fouling detection [5]. Recently

Electrical Impedance Spectroscopy (EIS) is the technique of
measuring the passive electrical properties (typically in resis-
tance/reactance or magnitude/phase formats) of a material
over a fixed range of frequencies. This data can inform how
the impedance of a material changes with frequency, or how
the impedance changes over time due to internal processes
of the material or due to ambient conditions. This potential to
monitor internal processes in a material motivates the use of
this application for characterizing or assessing biological tis-
sues such as agricultural goods [1], [2] and [3], environmental
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EIS has been demonstrated as a potential method for monitor-
ing food freshness and maturity and detecting contamination
(such as bacteria or chemicals) in food related products [6].
However, these advances have not yet been translated into
commercial application of EIS in agricultural processes. This
lack of translation is attributed to limited demonstration
of the effectiveness of EIS in real-world agricultural cases
to convince farmers and agricultural professionals of how
this technique can support their unique needs. Additionally,
there has yet to emerge any standardized protocols for EIS
measurements and their analysis. This is expected to also
limit its adoption due to the complexity of this data and
required expertise for proper interpretation (which might be
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challenging for many end-users). Therefore, an important
step for advancing the adoption of EIS in commercial agri-
cultural applications is the development of data processing
methods that are portable, automated, and reliable. These
needs for portable, automated, and reliable data processing
of EIS data are what motivates this work.

A common approach to EIS data analysis utilizes equiv-
alent electrical circuits to model the underlying physical or
physiological processes of the material. With this approach,
a multi-frequency dataset (with potentially hundreds of dis-
crete datapoints) can be represented by an electrical circuit
model with fewer parameters. The values of the model are
selected to accurately represent the experimental data. The
particular model can be designed to represent the structural
and morphological changes in an analyzed sample [7], [8],
which simplifies interpretation by focusing on changes in
particular circuit component values as an indicator of the
underlying physiological or structural changes. One com-
monly used equivalent circuit to represent biological tissues
is referred to as the Cole-impedance model (discussed with
more details in II.A). This model, initially formulated in 1940
[9], has been widely used in assessment of fruits and vegeta-
bles. It has four parameters (high frequency resistance R,
low frequency resistance Ry, and a fractional-order capacitor
with capacitance C and order o) which have been investi-
gated for their relationships with the physiological/structural
changes of a range of fruits/vegetables in different conditions.
Using this model, the resistances are often attributed to fluids
within the tissue and the fractional-order capacitor to the
cellular membrane properties. Recently, this model was used
with EIS data from Daucus Carota Sativus (carrot) samples
in freezing and heating conditions [7]. It was reported that
R~ and Ry decreased with increasing temperature, which was
attributed to increased pectin solubility, but with different
rates: R, decreased up to 2.5 times, while Ry decreased
up to 10 times for three analyzed samples. Further, during
the freezing treatment both resistances increased due to ice
formation, with Ry having earlier changes than R, due
to intracellular structure solubility. These results supported
that the intracellular fluid (associated with Rg) of the carrot
samples were the parameter most sensitive the temperature
increases with potential to track fluid related changes in the
tissue samples [7]. Additional studies have also explored the
use of the EIS and the Cole-impedance model for the maturity
and lifespan estimation of apple, banana, kiwi, carrot, garlic
and onion samples [10], [11], and eggplant pulp cellular
membrane damage due to drying and freezing—thawing treat-
ments [12]. With the potential for EIS to provide insight
regarding the internal tissue properties this technique could be
integrated into automated horticulture equipment, such as the
robotic equipment demonstrated by Park et al. [13], to further
advance precision agriculture.

Successful application of the Cole-impedance model
requires reliable and accurate parameter extraction or estima-
tion from the measured EIS dataset. The classical approach
utilizes complex nonlinear least squares (CNLS) fitting
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methods which employ an iterative search for model param-
eter values. The aim of this search is to identify model
values that minimize the error between measured and fit-
ted data [14], [15]. However, CNLS-based methods need an
initial guess from which to start the iterative search which
is typically provided by the user [16]. There is not a strict
rule or criterium which a priori defines an initial guess as
appropriate because factors such as the fitting algorithm,
step size, termination tolerances, number of measurement
points, efc. all have a direct impact. A common approach
is trial and error or random generation of a user-defined
“reasonable” number of initial values and monitoring of
the estimation accuracy [15]. There is also the possibility
to have estimation of the initial guess informed by discrete
impedance values in the dataset. As an example, Ry, and
Rp estimates can be generated from the highest and lowest
frequency real impedance values, respectively. And an esti-
mate of « = 0.5 can be used as a reasonable mid-range
value in the range of values (from O to 1) possible for a
fractional-order capacitor [17], while an initial value of C
can be estimated from the imaginary part of impedance at the
characteristic frequency [18]. This approach is still sensitive
to the highest and lowest frequency datapoints and intro-
duces errors to the Ry, and R( estimates which propagate
to errors in the C value estimate which can degrade the
fitting performance. Additionally, limitations such as long
execution time, dependence on the specific toolbox/function
for the efficient implementation and convergence issues have
been previously reported when using CNLS-based meth-
ods [19]. There are also Cole-impedance estimation methods
that do not require direct impedance measurement, which
have instead used time domain data [20], [21], or the frac-
tional operational matrix (FOM) [22]. Similar to the direct
methods, time-domain methods have used CNLS [21] with
algorithms including particle swarm optimization (PSO) [23],
[24]. As another iterative process, PSO also have a slow
convergence rate [25] which is sensitive to the swarm size and
conditions set for the iterative search. Other meta-heuristic
optimization techniques, based on single resistor controlled
oscillator and flower pollination optimization (FPA) tech-
nique, have also been reported [7], [26], [27]. Optimization
of FPA for engineering problems is ongoing because of a ten-
dency towards premature convergence and poor exploitation
ability [28]. The use of stochastic optimization algorithms,
like the bacterial foraging optimization (BFO) algorithm,
are other candidates for parameter estimation and have
demonstrated improved robustness against noise and higher
accuracy when compared to the CNLS method [29]. How-
ever, BFO methods also have some drawbacks such as slow
convergence speed, being unable to escape from local min-
ima, and having a fixed step length [30]. Machine learning
(ML) methods were also recently applied in bioimpedance
processing, such as body composition analysis and classi-
fying cellular states [31], transthoracic bioimpedance-based
detection of lung fluid accumulation [32], heart fail-
ure [33], venous access [34], assessment of knee osteoarthritis
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severity [35], bone fractures [36], abnormal tissue detec-
tion [37], etc. While convolutional neural networks (CNNs)
are powerful tools for pattern recognition and classifica-
tion [34], [36], [37] their application in the context of the
Cole-impedance model parameters is expected to require
labeled training data and significant computational resources
for model training and inference. There is also a requirement
for expertise in both electrochemistry and ML for choosing
an appropriate algorithm and ensuring its validity. All these
limit efficiency and speed for in-situ parameter estimation
which is an expected requirement for real-time, agricultural
processing in the diverse and dynamic conditions typical of
harvesting and production environments. Therefore, there is
further need to develop rapid and robust parameter estimation
techniques for support precision agriculture using EIS data.

The purpose of this paper is to introduce an efficient
algorithm for reliable Cole-impedance model parameter esti-
mation from EIS data without user activities (such as data
transfer of EIS data to PC-based processing units, data for-
matting to the specific EIS software, selection and validation
of initial values, algorithm selection, step size and termina-
tion tolerances definitions, efc.) that may impact estimation
accuracy. The proposed method eliminates the need for a user
to provide initial values, removes the need for specific soft-
ware functions or toolboxes for processing, and demonstrates
faster estimation time and higher estimation accuracy com-
pared to recent relevant works from the literature (discussed
with more details in subsection III-D). Most importantly,
this estimation method is suitable for low-cost, resource
limited microcontroller-based platforms to support in-situ
applications in precision agriculture (automated selection of
ripe fruits, for example). A demonstration of the algorithm
is provided using a custom smartphone application which
communicates with the microcontroller hardware using the
Bluetooth low energy (BLE) protocol, enabling wireless read-
out and graphical comparison of estimated and measured
impedance values. This approach is adopted to support preci-
sion agriculture applications in field conditions.

Il. MATERIALS AND METHODS

A. THE PROPOSED ESTIMATION METHOD

The Cole-impedance model is an equivalent electrical circuit
consisting of three circuit components: two resistors (Rso
and Ry = Ry — Rx), and a fractional order-capacitor (also
referred to as a constant phase element (CPE)) with pseudo-
capacitance C and fractional-order 0 < @ < 1. The physical
layout of components and their interconnections are provided
in Fig. 1(a). The complex impedance (Z) at a given angular
frequency w; [s~'] is described by Equation (1):

Ry
1+ R C (jow))*
where R represents the real component (or resistance) of
the impedance, X represents the imaginary component (or
reactance) of the impedance, and i represents the discrete fre-
quency index ranging from 1 to the total number of measured

Z (wi) = R (w;) +jX (0;) = Roo + ey
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frequencies (N). Equation (2) and Equation (3) provide the
analytical expressions for resistance (R) and reactance (X):
R(wi) =Ri =
R (1 + of cos (%) R1C)
(14 o cos (4F) R1C)2 + (0% sin (%) RiC)
X (o) =X; =
—w sin (%) R%C
(14 o cos (%) R1C)2 + (% sin (4F) R1C)2

The presentation of impedance as a Nyquist plot, where
resistance is plotted against negative signed reactance (R,-X),
provides useful information for data interpretation and esti-
mation of model parameters. For example, the values of
resistance at very high and very low frequencies (theoreti-
cally) correspond to values of Ry, and Rj 4 R, respectively,
when the reactance at the ideal frequencies [X(f — o00)
and X(f = 0)] are zero. The impact of the parameter «
on the resistance and reactance is illustrated in Fig. 1(b).
Notice that the resistance at the characteristic frequency,
fe = l/[27t(R1C)1/"‘], remains constant R, = R(f.) for
decreases in « (in this case decreased from 1 to 0.7 to 0.3),
while X, = |X(f,)| decreases (observed as a decrease in
peak of the arc). Another feature of the data in this format
is the impedance phase angle at the characteristic frequency,
denoted here as f., which is given by Eq. (4):

8. — tan~! Xe _ Ry sin (%) @
Re (Ri+2Rx) (1 +cos (%))

The value of B is dependent on model parameters Roo,
R; and «, while parameter C does not appear in (4). The
characteristic angular frequency w. can be approximated by
identifying the angular frequency at which |X(w;)| reaches
its highest value, and knowledge of this value supports the
estimation of R. and X, from the measurement values.

The estimation method proposed here uses the analytical
solution of (2)-(4) with R;, X;, « and B as input parameters
to calculate R, R1 and C. The detailed analytical solution
of (2)-(4) with respect to R, R1 and C is given as the supple-
mentary material for interested readers. With this derived set
of equations, the measured values of R;, X; and B are used
with a linear search (brute force method) to solve for « in
the range [0, 1]. The solved value is that which minimizes
the mean relative error between measured and estimated
resistance and reactance. Fig. 1(c) depicts the flowchart
representation of the suggested approach. Additionally, the
supplementary materials contain the exact program code for
those readers interested in utilizing the proposed method.

Roo +

;@

3

B. METHOD VERIFICATION USING SYNTHETIC DATASETS

The proposed method was first validated with synthetic
datasets generated using (1) with values R, = 84.40 €,
Ry =39.20 Q, C = 2.31 puF and o = 0.747 with 256 fre-
quencies spaced logarithmically from 3 kHz to | MHz, which
are values in the range of tissues when measured with a
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FIGURE 1. (a) Equivalent electrical circuit of the Cole-impedance model,
(b) the typical Nyquist plots for various values of empirical parameter «

(other model parameters are constant), (c) the flowchart of the proposed
estimation method.

tetrapolar configuration. In addition to a noiseless dataset
(e.g. noise level 0%) datasets with 0.25%, 0.5%, 1.0% and
2.0% random noise (added to both resistance and reactance)
were generated to evaluate the impact of noise on the method.
The noise levels were based on the expected accuracy of
the instrument used in this study to collect experimental
data (discussed further in subsection II-C). To evaluate the
effect of dataset size on the proposed method datasets with
N = 128, 64 and 32 (from 3 kHz to 1 MHz) with 1.0%
noise were analyzed. Finally, the effect of dataset frequency
band on the method was also evaluated using narrower fre-
quency ranges from 3 kHz to 100 kHz (typical of low-cost
embedded hardware-based measurement systems using the
Analog Devices AD5933 high precision impedance converter
integrated circuit) with N = 16 and 1% of noise. The mean
(u) and standard deviation (o) of the Cole-impedance model
values were generated from the estimates of 100 repeated
applications of the proposed method to each of the gener-
ated synthetic datasets. It is important to emphasize that the
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proposed method will generate the same results (o = 0) every
time for the same input dataset, but datasets with random
noise will yield different values. The relative errors (6 [%]) for
mean values compared to the reference value for each model
parameters were also calculated.

C. METHOD VERIFICATION USING EXPERIMENTAL DATA
The electrical network shown in Fig. 1(a) was realized using
a convenience sample of discrete components with nomi-
nal values Rooc = 470 Q, Ry = 1000 2, C = 4.7 nF,
and @« = 1. Tolerances of resistors and capacitors were
5% and 10%, respectively. The electrical impedance of the
realized circuit was measured from 1 kHz to 100 kHz
with a 1 kHz step size using a PalmSens4 (PalmSens BV,
3995 GA Houten, The Netherlands) impedance instrument.
The advertised accuracy of PalmSense4 device from 1 kHz
to 100 kHz is >99% for impedances in the range from 10 Q
to 100 k€2 [38].

The electrical impedances of three agricultural products
(carrot, potato, and pear) were also collected. Fruits and
vegetables were purchased at a local grocer in Novi Sad,
Serbia. Samples were washed with tap water and stored
for 2 hours at room temperature before measurements. All
measurements for carrot and potato were performed using
a bipolar electrode configuration with copper wires inserted
10 mm into the vegetables (carrot and potato) reproducing
measurement configurations previously reported in the lit-
erature [14]. The approximate spacing between electrodes
was 8 cm in the case of carrot, and 6 cm in the case of
potato. The diameter of the copper wires was 2 mm, which
corresponds to AWG 12. The PalmSense4 instrument was
utilized for measuring the impedances of carrot and potato
with specific configuration: 10 mV sinusoidal excitation volt-
age, frequency range 1 kHz-1 MHz (logarithmic distribution,
10 points per decade), no DC bias. To highlight that EIS can
capture changes over time related to freshness [39], mea-
surements of a pear slice (2.5 cm x 1 cm) using a bipolar
platform with gold plated copper electrodes (two parallel
strips 40 mm x 5 mm with 14 mm distance and thickness
of 2 mm) interfaced to the PalmSense4 (amplitude of volt-
age 10 mV, 21 logarithmically spaced points in frequency
range 2 kHz-200 kHz, with no DC bias) were collected.
Pear slices were placed on the top of electrodes, creating a
conductive path between them. Measurements were captured
immediately after slicing (labelled as “0 h’’), followed by
measurements after one (“+1 h’’) and three hours (““4+3 h’*).

D. HARDWARE AND SOFTWARE ESTIMATION PLATFORMS
Initial validation of the proposed method was completed
in MATLAB using synthetic datasets. The additive random
noise was achieved using the rng function with the Mersenne
Twister algorithm. Next, the proposed method was validated
on an Arduino Nano 33 BLE embedded hardware plat-
form. This platform has an ARM Cortex-M4 microcontroller
(nRF52840). The nRF52840 has a (default) clock speed
of 64 MHz, 1 MB of program memory, and 256 KB of SRAM.
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It has a small physical footprint with 45 mm x 18 mm dimen-
sions and weight of 5 grams. The program code for parameter
estimation with this hardware platform was developed using
the Arduino IDE 1.8.5.

The smartphone application was developed using the MIT
App Inventor. The developed application has two mod-
ules: one for the BLE communication with the Arduino
Nano 33 BLE and the second for presentation of estimated
Cole-model values with graphical comparison of measured
and estimated impedance. One service (““Cole estimation’”)
with 8 total characteristics (four Cole-impedance model
parameters, measured and estimated resistance and reac-
tance) was implemented, ensuring continuous monitoring of
estimated values. After being estimated, characteristics were
reported every 1 second. For long-term agriculture appli-
cations the sampling time can be increased as changes are
expected to occur over hours or days (not seconds). The fast
readout was implemented here to validate that the process
can be completed in a reasonable time frame. The advan-
tages of the proposed method in which model parameters
are estimated on the embedded system and then reported to
the smartphone application are: (1) one smartphone can read
values from multiple estimation units, (2) smartphone is not
needed for the estimation process, enabling the lower overall
cost of the system, (3) unsupervised and in-sifu decision
making, and (4) lower energy consumption of the embed-
ded system, which are usually energy-constrained devices,
as just four values of model parameters are radio transmitted,
rather than entire multi-frequency datasets. A total of 3xN
values would need to be transmitted if measured frequencies,
real impedances, and imaginary impedances were used for
processing on the phone application and not the embedded
system.

Ill. RESULTS AND DISCUSSION

A. THE SYNTHETIC DATASETS: DIFFERENT NOISE LEVELS,
NUMBER OF FREQUENCY POINTS AND FREQUENCY
RANGE

A summary of the estimated values using synthetic datasets
is given in Table 1. For each analysis using the proposed
method, a linear sweep with a step size of 0.001 was
used for «. The Cole-impedance model parameters were
estimated with relatively high accuracy (<0.07% for R,
<0.36% for Ry, <0.82% for C, and <0.07% for «) for
all noise levels and number of frequency points in the fre-
quency range 3 kHz-1 MHz. In the reduced frequency range
(3 kHz-100 kHz) with just 16 data points and noise level
of 1%, the relative errors were 0.16%, 0.36%, 5.84% and
0.57%. The accuracy is worse, that is the average relative
error of all 4 estimated model parameters is increased, when
the noise level is increased, and the number of measure-
ment points is reduced. For example, in the case of 0% of
noise and N = 256, the relative errors for Ry, R, C and «
were <0.005%, 0.018%, 0.002% and <0.005%, respectively.
When noise level is increased to 2% (with N = 256), the cor-
responding relative errors increase to 0.09%, 0.12%, 0.67%
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TABLE 1. Estimated values using synthetic datasets with different noise
levels, frequency ranges and number of measurement points.

. R.[Q]
Noise level  Frequency range N uto 5[%]
0% 3 kHz-1 MHz 256 84.40 <0.005
0.25% 3 kHz-1 MHz 256 84.39+0.12 0.01
0.5% 3 kHz-1 MHz 256 84.38+0.24 0.02
1.0% 3 kHz-1 MHz 256 84.36+0.47 0.04
2.0% 3 kHz-1 MHz 256 84.33+0.95 0.09
1.0% 3 kHz-1 MHz 128 84.41+0.50 0.01
1.0% 3 kHz-1 MHz 64  84.41+0.51 0.01
1.0% 3 kHz-1 MHz 32 84.34+0.53 0.07
1.0% 3 kHz-0.1 MHz 16 84.27+0.78 0.16
. R1[Q]
Noise level  Frequency range N uto 5[%]
0% 3 kHz-1 MHz 256 39.21 0.018
0.25% 3 kHz-1 MHz 256  39.19+0.08 0.01
0.5% 3 kHz-1 MHz 256 39.19+0.10 0.02
1.0% 3 kHz-1 MHz 256  39.18+0.17 0.06
2.0% 3 kHz-1 MHz 256  39.15+0.33 0.12
1.0% 3 kHz-1 MHz 128  39.19+0.21 0.04
1.0% 3 kHz-1 MHz 64 39.20+0.21 0.01
1.0% 3 kHz-1 MHz 32 39.17+0.27 0.09
1.0% 3 kHz-0.1 MHz 16 39.34+0.44 0.36
Noise level Frequency range N uto CluF] 5 (%]
0% 3 kHz-1 MHz 256 2.31 0.002
0.25% 3 kHz-1 MHz 256 2.31+0.05 0.16
0.5% 3 kHz-1 MHz 256 2.31£0.06 0.18
1.0% 3 kHz-1 MHz 256 2.32+0.08 0.38
2.0% 3 kHz-1 MHz 256 2.33+0.13 0.67
1.0% 3 kHz-1 MHz 128 2.33+0.21 0.086
1.0% 3 kHz-1 MHz 64 2.31+0.12 0.03
1.0% 3 kHz-1 MHz 32 2.33+0.16 0.82
1.0% 3 kHz-0.1 MHz 16 2.44+0.45 5.84
Noise level Frequency range N uto a 5 [%]
0% 3 kHz-1 MHz 256 0.747 <0.005
0.25% 3 kHz-1 MHz 256 0.747+0.001 0.012
0.5% 3 kHz-1 MHz 256 0.747+0.001 0.012
1.0% 3 kHz-1 MHz 256 0.747+0.001 0.025
2.0% 3 kHz-1 MHz 256 0.747+0.001  0.040
1.0% 3 kHz-1 MHz 128 0.746+0.001 0.068
1.0% 3 kHz-1 MHz 64  0.747+0.001 0.008
1.0% 3 kHz-1 MHz 32 0.747+0.001 0.050
1.0% 3 kHz-0.1 MHz 16  0.743+0.001  0.573

and 0.04%. On the other hand, when the number of data points
was reduced from 256 to 32 for noise level of 1%, there was
an increase of relative errors from 0.04%, 0.06%, 0.38% and
0.03% to0 0.07%. 0.09% 0.82% and 0.05%. This is attributed
to increased noise shifting values of the real and imaginary
impedance at the characteristic frequency from the ideal. This
introduces error to the phase angle estimation (S.) at the
characteristic frequency. The proposed method accuracy is
very sensitive to the accuracy of this parameter as it is an
input parameter for the estimation algorithm. Further, fewer
data points can introduce error because the actual value of
characteristic frequency is not included (which again impacts
the estimation of B.). As expected, the highest variability was
observed for C. This is attributed to the values of C (in the
107 range) which may introduce numerical errors due to
the small values used in the arithmetic operations. It is also
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FIGURE 3. (a) Nyquist plots of the measured and estimated impedance
values in case of discrete components-based circuit, (b) frequential
dependance of relative difference between measured and estimated
values (discrete components-based circuit), (c) experimental setup for
collecting bioimpedance of carrot, (d) experimental setup for collecting
bioimpedance of potato, (e) comparison of experimentally obtained and
estimated bioimpedance for carrot, (f) comparison of experimentally
obtained and estimated bioimpedance for potato, (g) experimental setup
for continuous bioimpedance measurements of pear slices, and

(h) comparison of experimentally obtained and estimated bioimpedance
of pears slice during the period of 3 hours.

worth mentioning that the analytical solution for parameter C,
given by Equation (S3) in the supplementary material, is the
most complex and includes the largest number of arithmetic
operations (which may increase the accumulation of numeri-
cal errors). This sensitivity of the estimation accuracy to low
values of C informs a direction of future work beyond the
scope of this initial validation.

The histograms, shown in Fig. 2, reveal the frequency
distribution of the relative errors for 100 datasets for all four
parameters of Cole-impedance model. The relative errors for
Ry are within the noise level range with similar relative
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FIGURE 4. (a) Block schematic of smartphone-based EIS analysis,
(b) embedded hardware platform and smartphone with installed
application for data presentation, (c) main screen of the developed
application for Android-based smartphones.

errors for both Ry and «. The overall estimation accuracy for
parameter C is relatively low, with higher than 20% deviation
from the expected value. In the context of precision agricul-
ture, physiological features that the Cole model parameters
are attributed to are fluid/water content for Ry and Rj, the
value o characterizes the heterogeneity of samples (which
can indicate cell structure changes such as inter-cellular air
spaces [7]), and C is often associated with cell membrane
properties. Therefore, the proposed method with its current
level of variability for estimating the Cole-impedance param-
eters is most appropriate for monitoring of fluid/water content
(but requires further experimental validation).

B. ESTIMATIONS USING THE EXPERIMENTALLY
OBTAINED IMPEDANCE

The estimated model parameter values when the proposed
method was applied to the EIS data of the discrete com-
ponents circuit yielded Ry, = 471.20 2, Ry = 998.20 €,
C = 4.88 nF and o = 1.0 which show very good agreement
with the nominal values (R = 470 @, Ry = 1000 L,
C = 4.7 nF, and o = 1) that are within tolerances of the com-
ponents. Fig. 3(a) provides a graphical comparison between
the estimated and measured values, while Fig. 3(b) shows
the frequency dependance of relative differences between
measured and estimated values. The average relative errors
for real and imaginary parts of the impedance are 0.27% and
1.87%, respectively. For reference, the experimental setup for
collection of the agricultural samples electrical impedance
is shown in Fig. 3(c) and Fig. 3(d). Fig. 3(e) and Fig. 3(f)
display the Nyquist plots for both the measured and fitted
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values of the carrot and potato samples, respectively. The
experimental setup for the measurements of the pear slices is
shown in Fig. 3(g), while the comparison of experimental and
estimated EIS data during over the 3-hour period is presented
in Fig. 3(h).

The estimated values of the Cole-impedance model
parameters for the carrot sample are Ry, = 1.05 k€,
Ry =34.62kQ, C = 4.93 nF and o = 0.814, with average
relative errors for the real and imaginary parts of impedance
of 8.75% and 6.70%, respectively. The estimated values of the
Cole-impedance model parameters for the potato sample are
Roo =0.22kQ,R; =6.71kQ2, C = 84.52nF and o = 0.745.
The average relative errors for the real and imaginary parts
of impedance for the potato sample are 13.49% and 14.21%,
respectively. The estimated values of the Cole-impedance
model parameters for the pear slice at 0 hours are:
Roo = 6.80k2, Ry =36.61 k2, C =5.75nFand o =0.791
(with average relative errors for real and imaginary part of
impedance of 4.52% and 4.68%, respectively). After one hour
(41 h), the values were: R, = 8.60 k2, Ry = 36.85 k2,
C = 2.67 nF and o = 0.843 (with average relative errors
for real and imaginary part of impedance: 3.91% and 3.24%,
respectively). After three hours (+3 h), the values were:
R = 10.61 k2, Ry = 5453 k2, C = 3.63 nF and
a = 0.786 (with average relative errors for real and imaginary
part of impedance: 2.39% and 4.57%, respectively). Notice
that there is an increase in the Ry, and R; values of the pear
slice over time, which is attributed to the evaporation or loss
of water content over time for this sample. There is also a
decrease of capacitance C over this same period, while «
varied around 0.8.

The average relative errors for the pear slice are less
than the samples of carrot and potato, which may be
attributed to the sample size/preparation (e.g. a pear slice in
comparison to a complete carrot or potato sample) which is
expected to give better homogeneity of the sample. Addi-
tionally, the overlapping area of the pear slice with the gold
electrodes is approximately 0.75 cm on both electrodes,
which is larger than the cross section and thickness of the
copper wires inserted into the carrot and potato. This may
result in lower contact impedance for the pear slice which
may also impact data accuracy (but requires further investi-
gation to confirm).

C. PROPOSED METHOD DEPLOYMENT ON EMBEDDED
HARDWARE WITH SMARTPHONE CONNECTIVITY

The proposed estimation method was implemented on the
Arduino Nano 33 BLE platform (described previously in
Section II-D). The code used 116800 of 983040 bytes, which
is less than 11% of the available flash memory resources. The
global variables required 62600 of 262144 bytes, which is
less than 23% of available RAM. When using the Arduino
Nano 33 BLE platform and our program code for the
parameter estimation with the 0.25% noise, the same results
as in the MATLAB-based implementation were achieved.
The microcontroller-based parameter estimation required
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FIGURE 5. Comparison of proposed method with the relevant references
in terms of: (a) estimation accuracy, (b) average relative errors and
(c) execution time.

6.90 seconds supporting that reliable and stable estimations
are possible using a standard C/C++ compiler and inexpen-
sive 32-bit microcontroller.

An important feature highlighted in this system is the
centralized graphical display of estimated values and in-
situ assessment of estimation accuracy which is shown
in Fig. 4(a). The wireless functionality of the Arduino
Nano 33 BLE with the developed application for Android-
based smartphones, shown in Fig. 4(b), supports the rapid
review of collected and analyzed measurements. A screenshot
of the main window of the smartphone application showing
the pilot interface to report impedance and estimated values
collected over time in Fig. 4(c). This system architecture can
also support multiple estimation units, though the current
application is limited to one connected device. It is expected
that the maximum number of devices that can be included,
which is influenced by connection parameters, network archi-
tecture, and device characteristics, will be 10 or less [40].

The reported current consumption at peak power of the
nRF52840 is approximately 15 mA [41], but the actual power
consumption depends on multiple factors including the num-
ber of attached peripherals and code optimizations.

D. COMPARISON OF THE PROPOSED ESTIMATION
METHOD WITH THE RELEVANT WORKS FROM THE
LITERATURE

Three techniques for estimating the parameters of the
Cole-impedance model using embedded hardware and EIS
data have been recently published [42], [43], and [44].
The first method involves utilizing measured values of
the real and imaginary components of impedance with a
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TABLE 2. Evaluating the proposed method in contrast to the relevant

literature.
Ref, Method Limitations T!"S .
year Contribution
[14], Complex e CNLS-based Our method
2017 nonlinear least methods eliminates  the
[15],  squares need a very need for the user
2019 (CNLS) good initial to provide initial
guess, values, or
e long inclusion of any
execution specific function
time, or toolbox.
. dependence
on the specific
toolbox/functi
on for the
efficient
implementatio
n, and
e  convergence
issues.
[20], Time-domain e  Time-domain  Our estimation
2022 and indirect methods are method  works
[22], measurements usually used with measured
2020 in values of
[45], combination complex
2019 with the CNLS  impedance,
[46], fitting, and obtained with the
2010 . indirect classic
[47], measurement  procedures,
2012 s may require  eliminating  the
[48], very specific need for any
2015 hardware to Specialized
(49], collect data in  hardware.
2018 the  proper
[50], manner.
2011
[23], Particle swarm e  Possibiity to Our method is
2021  optimization fall into local not iterative.
[24], (PSO) minimum, and
2021 e the iterative
process has a
slow
convergence
rate.
[26], Meta-heuristic e  tendency Our method is
2019 optimization towards not subject to
[28], techniques premature non-
2018 convergence, convergence
and issues.
. poor
exploitation
ability.
[29], Bacterial e slow Our method is
2016 foraging convergence not subject to
optimization speed, non-
(BFO) e easyto fail in convergence
algorithm the local issues and local
optima, and minimum

a fixed step
length.

optimizations.

numerical approximation of their quotient’s first deriva-
tive and was tested on a Raspberry Pi Pico [42]. The
second method is based on processing R, X and R. and
was tested on a ATmega2560-based platform [43]. Another
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ATmega2560-based estimation method used the characteris-
tic frequency w. and the corresponding real and imaginary
components of the impedance at this frequency (R and X;)
[44]. The novelty and contribution of the method proposed
in this paper is the reduced computational complexity in
comparison to [42] because the numerical approximation
of first derivative of R/X quotient is not required. Further,
the presented estimation method uses the complete set of
real and imaginary impedance (R and X) and B. (which
incorporates both R and X.) which improves the estimation
accuracy when compared to [43] and [44]. When compared
to previous work that uses a CNLS implemented on an
embedded-hardware platform (Raspberry Pi 3) [15], this
work does not need the software environment/libraries (SciPy
within Python) and does not require a random generation of
initial values of model parameters for the iterative searches.

To evaluate how the proposed method compares to previ-
ously published methods, in terms of accuracy and execution
time, the previously reported performance data for simi-
lar synthetic datasets (3 kHz-1 MHz, N = 256, 0.25%
noise) is compared to the values in this work. The relative
errors of each parameter using the described methods are
given in Fig. 5(a) with the overall relative errors given in
Fig. 5(b). Note that these values were generated on different
embedded-hardware platforms (Raspberry Pi 3 [15], Rasp-
berry Pi Pico [42], and ATmega2560-based [43] and [44])
than Arduino Nano 33 BLE used in this work. Therefore,
this is a comparison of not just the proposed algorithm but
the algorithm/hardware combination. From the values given
in Fig. 5(a) the proposed method has the smallest relative
error for all parameters except Ry, for which only [44] was
slightly better. However, the average relative error for all
four parameters was the lowest with the proposed method
(0.87%), as shown in Fig. 5(b). The proposed method also
had the lowest execution time (6.90 seconds), as shown in
Fig.5(c). This supports that this method does have lower
numerical complexity in comparison to previously proposed
methods which results in faster execution time.

While this proposed method is best compared against
similar numerical approaches designed for low-resource
embedded hardware, a further high-level comparison of this
work to other EIS-based parameter estimation methods is
provided in Table 2. This table summarizes recent CNLS,
indirect methods, and optimization methods along with their
limitations and the specific contributions of this proposed
work to advance beyond those limitations.

IV. CONCLUSION

This article introduces a new technique for estimating the
parameters of the Cole-impedance model using the real
and imaginary components of impedance measurements in
combination with the impedance phase angle value at the
characteristic frequency and linear sweep search. This pro-
posed method has lower numerical complexity in comparison
to recent estimation techniques and does not require the
use of extensive software libraries. This makes it a strong
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candidate for on-board Cole-impedance model estimation on
low-resource embedded hardware which has the potential
to support precision agriculture applications. Our method is
not platform-dependent, which reduces dependency on an
integrated impedance measurement system. Therefore, the
system is capable of processing and analyzing data from var-
ious sources, which supports offline EIS analysis. Accurate
estimation of the Cole-impedance model parameters from
EIS data of carrot, potato and pear samples illustrates the
application of this method with reporting and control by a
smartphone application to highlight the usability and visu-
alization opportunities available using the proposed system
architecture.

The applicability of the proposed method is limited to the
EIS spectrum that includes the characteristic frequency, or a
measurement point that is close to that value. That has an
impact on the estimation accuracy of the characteristic phase
angle 8. with Eq. (4), as it is affected by the deviation of the
frequency point at which imaginary part has the maximum
from the actual characteristic frequency.

Our future efforts will explore creating an impedance mea-
surement device with a 4-electrode configuration that directly
estimates in-situ the Cole-impedance model parameters to
support studies beyond laboratory environments. Moreover,
implementation of the machine learning methods is a very
interesting topic, especially with the tinyML approach.

SUPPLEMENTARY MATERIALS

The detailed analytical solution of (2)-(4) with respect to Roo,
R1 and C is given as Supplementary materials. Additionally,
the supplementary materials contain the exact program code
for utilization of the proposed method.
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