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ABSTRACT Several research on cyberbullying detection have employed different deep learning and
machine learning methodologies to achieve promising outcomes. Nevertheless, most of them have primarily
concentrated on using English data for both purposes: training and testing, with only a limited number
considering native languages such as Arabic. Thus, there is a critical need to address cyberbullying in its
native linguistic context. The dataset utilized in this research has been compiled and sourced from various
Kaggle and Github repositories. Six collected benchmark datasets from Facebook, Twitter and Instagram
in addition to a developed Arabic cyberbullying lexicon were utilized to evaluate the efficiency of the
proposed hybrid model. Prior to classification, data cleaning was carried out to preprocess the text. Moreover,
word embedding as a natural language processing method is utilized. Numerous machine learning and
deep learning algorithms were assessed, encompassing naive bayes, support vector machines, k-nearest
neighbors, decision trees, random forest, multi-layer perceptron neural networks, convolutional neural
networks, recurrent neural networks, bidirectional long short-term memory, long short-term memory, and
gated recurrent units, with a meticulous comparative analysis conducted. Given their demonstrated potential,
hybrid techniques have emerged as promising model for effectively detecting instances of cyberbullying.
Thus, the best performing algorithms is utilized to construct the hybrid model. This research introduces
a hybrid deep learning model with stacked word embedding. This model consistently outperforms single
models in terms of cyberbullying detection. We extensively investigated the performance of the proposed
hybrid model across diverse data contexts. Through thorough study and validation, the proposed hybrid
model demonstrates enhanced capabilities in feature extraction and accurate text classification.

INDEX TERMS Cyberbullying detection, deep learning, hybrid model, machine learning, word embedding.

I. INTRODUCTION technology advancing rapidly and mobile device usage on

In the contemporary digital era, the internet has funda-
mentally transformed communication, offering a vast array
of online platforms and social media applications. With
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the rise, online engagement has escalated. However, this
breathtaking rise in online interaction comes with serious
risks, most notably cyberbullying. Cyberbullying, which
affects both victims and perpetrators, has arisen as a result
of social media platforms proliferation. Cyberbullying is
evident primarily through text-based interactions and is
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particularly prevalent on social media platforms, leaving
victims emotionally vulnerable without adequate means to
address the situation. Intelligent systems and automated
detection have the ability to detect cyberbullying on social
media platforms [1], [2], [3].

Continued research in this domain has leveraged different
Machine Learning (ML) and Deep Learning (DL) method-
ologies to make promising achievements in detecting and
preventing text-based cyberbullying [2], [3], [4], [5], [6], [7],
[81,[9], [10], [11]. However, the majority of previous research
have predominantly focused on English data for both training
and testing, with only a limited number incorporating native
languages such as Arabic [1], [2], [3], [4], [5], [6], [7], [8],
[12]. Hence, a critical need arises to address cyberbullying
within its native linguistic context. By incorporating Arabic
data into our proposed learning algorithm, we aspire to create
a potent tool capable of effectively detecting cyberbullying
instances in real-time communication channels, including
forums, social media platforms, and online communities.
The integration of Arabic language processing capabilities
will enable a more comprehensive approach to cyberbullying
detection tailored to the unique linguistic and cultural aspects
of Arabic.

The dataset utilized in this research has been compiled
and sourced from various Kaggle and Github repositories,
including Arabic Levantine Hate Speech dataset, Positive
and Negative Tweets, and Arabic Cyberbullying Com-
ments. Six collected benchmark datasets from Facebook,
Twitter and Instagram in addition to a developed Arabic
cyberbullying lexicon were utilized to evaluate the effi-
ciency of the proposed hybrid model. Since these datasets
originate from various sources, their original forms are
not directly compatible due to differences in classification
labels. To address this, a unified classification technique
employing a 0-1 classifier was adopted to expedite the
determination of whether a text contains cyberbullying
content and simplify the training process for our proposed
model.

Before classification, data cleaning was performed to
preprocess the text, involving the removal of symbols,
numbers, emails, URLs, stopwords, whitespace, punctuation,
along with lemmatization, stemming, and single tokens.
The resulting cleaned dataset provides a standardized and
streamlined base for training the proposed model on Arabic
cyberbullying detection. Furthermore, a Natural Language
Processing (NLP) technique, namely, word embedding was
employed in this research to map phrases and words
from a vocabulary to real-number vectors. Thus, assisting
tasks, such that word predictions and capturing semantic
relationships as these embeddings hold valuable value when
dealing with datasets rich in contextual information. The
primary advantage of word embeddings is the ability to
be generated from vast unannotated corpora, eliminating
the need for costly annotation. Pre-trained embeddings
could be employed in tasks requiring minimal labeled data.
Additionally, stacked embeddings is introduced to combine
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conventional and contextual string embeddings to achieve
optimal results.

Our research involved the assessments of a range of
classification algorithms to determine the most effective
model for improving the accuracy of cyberbullying clas-
sification. We investigated various ML models, including
K-Nearest Neighbors (KNN), Naive Bayes (NB), Decision
Tree (DT), Random Forest, Multi-layer Perceptron Neural
Network (MLPNN), and Support Vector Machine (SVM).
A comprehensive comparison of these algorithms was
conducted to evaluate their performance metrics on the
dataset.

Expanding the research scope, DL which is a subset of ML
known for its superior performance compared to traditional
ML or statistical methods was adopted. DL algorithms,
with their neuron layers, surpass in text classification tasks,
outperforming other methods on academic benchmarks. Five
DL techniques were evaluated for cyberbullying classifica-
tion: Convolutional Neural Network (CNN), recurrent neural
networks (RNNs), Long Short-Term Memory (LSTM),
Bidirectional LSTM (Bi-LSTM), and Gated Recurrent Unit
(GRU). Each of these DL algorithms has its strengths and
areas of application. To evaluate their performance metrics
on the dataset, a comprehensive evaluation was conducted.

Previous research suggested that hybrid ML and DL
techniques have emerged as promising models for detecting
cyberbullying. Thus, we employed the best-performing ML
and DL algorithms to build the hybrid model. Moreover, this
research integrated the proposed hybrid model with stacked
word embeddings in order to consistently outperforming
single models in terms of cyberbullying detection. The
performance of the proposed model was investigated across
multiple and diverse datasets.

In summary, this research introduces an ‘‘enhanced
CNN-BiLSTM-GRU” hybrid DL model with stacked word
embeddings for cyberbullying detection. The training data
undergoes thorough cleansing and preprocessing before
entering the stacked word embeddings. Notably, the hybrid
model consistently outperforms single models in terms
of its ability to detect cyberbullying instances. Extensive
analysis explores how our proposed hybrid model adapts
to diverse data variations. The hybrid model itself has
undergone rigorous examination and validation, showcasing
its heightened capability in feature extraction and precise
text classification. Subsequently, this hybrid model is adopted
to develop a prototype mobile forensics-based tool for a
cyberbullying detection system, geared towards monitoring
and mitigating cyberbullying instances across various social
media platforms.

The paper is structured into several key sections to compre-
hensively explore Arabic cyberbullying detection. Section II,
Related Work, provides an extensive review of existing
literature and methodologies pertinent to the field. Section III,
Cyberbullying Detection: Task Definition, precisely defines
the criteria and characteristics used to identify cyberbullying
in Arabic text. Section IV, Proposed Model, details the
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development process of a hybrid CNN-BiLSTM-GRU model
across several phases. Section V, Results and Discussion,
presents the evaluation of the proposed model’s effectiveness
and compares it with existing approaches, analyzing perfor-
mance metrics. Finally, Section VI, Conclusion, summarizes
the study’s findings, underscores contributions, and proposes
future research avenues in Arabic cyberbullying detection
using advanced machine learning techniques.

Il. RELATED WORK

Recently, cyberbullying have emerged as a significant hazard
occurring on social media platforms impacting individu-
als and corporations. Various methods and mechanisms,
including Machine Learning (ML) and Deep Learning (DL)
models have been developed to detect cyberbullying and
thus combating this behavior. Previous research [13], [14]
conducted on cyberbullying detection techniques categorizes
cyberbullying into different types and highlight their impli-
cations for data security and privacy. The authors discussed
the various methods for identifying, detecting and preventing
cyberbullying, as well as the vulnerabilities associated with
each one. This section summarizes existing literature on
cyberbullying detection adopting a diverse range of ML and
DL methodologies in addition to various feature extraction
and word vector techniques.

A study conducted in 2018 by Haidar et al. [15] aims
at detecting cyberbullying in Arabic languages. The authors
proposed a solution for detecting cyberbullying in Arabic
language, utilizing natural language processing (NLP) to
identify Arabic language words and ML techniques to detect
cyberbullying content. Results indicated that their proposed
system was able to detect 30.4% of cyberbullying content
in Arabic language. However, in comparison with previous
research on identifying English cyberbullying, research
results were not perfect. The authors in [16] conducted
new research with the aim of detecting hoax content on
social media using Bi-LSTM and RNN. Four deep learning
techniques were utilized in their study to construct four
systems, including: Bi-directional Long Short-Term Mem-
ory (Bi-LSTM), Recurrent Neural Network (RNN), hybrid
RNN-Bi-LSTM, and hybrid Bi-LSTM-RNN. For feature
extraction, Term Frequency-Inverse Document Frequency
(TF-IDF) and Global Vectors for feature expansion (GloVe)
were adopted.

Another research was conducted [17] on detecting Arabic
cyberbullying Tweets Using machine learning. The authors
utilized an Arabic dataset containing 30,000 Twitter com-
ments to train the SVM model. Due to the popularity of
Twitter as a social media platform for acquiring text data
to categorize cyberbullying remarks, the SVM model was
assessed on a separate Twitter dataset. It was illustrated
that Farasa NLTK’s performance of SVM with the TF-IDF
vectorizer achieved the best categorization of cyberbullying.
The results then were compared with the Naive Bayes
(NB)classifier using various n-gram range parameters and
additional feature extraction, including Bag of Words (BoW).
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Results found that SVM, with a percentage accuracy
of 95.742, outperformed NB in identifying cyberbullying
content. Additionally, [18] and [19] conducted a study on
detecting Arabic cyberbullying using Naive Bayes. Accord-
ing to the authors, the majority of previous research suggested
methods to identify English cyberbullying and a few other
languages, with only a few publications addressing Arabic
cyberbullying identification. In this research, cyberbullying
in Arabic social media streams was automatically recognized
via machine learning as real data gathered from YouTube and
Twitter were utilized for investigation. Their methodology
employed the Naive Bayes (NB) algorithm for cyberbullying
detection with an accuracy of 95.9 % was achieved.

An innovative approach, namely Optimized Twitter Cyber-
bullying Detection based on Deep Learning (OCDD) that
addresses the challenges in feature extraction was presented
in [20] where Tweets were represented as sequences of word
vectors to employ DL for classification. However, additional
discussion on its limitations and comparative performance is
needed. A deep neural networks and word embeddings for
cyberbullying detection were explored in [21]. The authors
integrated both stacked Bert and Glove embeddings; thus,
their proposed classifier outperformed the conventional ML
techniques. However, a comprehensive performance analysis
with traditional ML methods will enhance the credibility
of the study. Researchers in [22] proposed a methodology
adopting ensemble-based voting models for cyberbullying
detection. While their research presented effective classifiers,
a critical evaluation of their real-world applicability is
essential. Researchers in [23] proposed a BiGRU-CNN
sentiment classifier to capture essential features. Their clas-
sifier exhibited remarkable classification accuracy compared
to conventional approaches. Adopting a pre-trained BERT
model, as proposed by [19] and [24], provides a robust
solution for cyberbullying detection. While their model
achieved good results, alternative DL models could be
explored for enhanced performance. Researchers in [25]
utilized both ML and DL algorithms for detecting Bangla text
cyberbullying. Their study demonstrated the effectiveness
of different algorithms in different dataset contexts. The
authors in [26] presented an approach for cyberbullying
detection across multiple social media platforms, utilizing
LSTM layers to outperform traditional methods.

Additional efforts, such as [12], [24], [27], [28], [28], [29],
[301, [31], [32], [33], [34], and [35] have contributed to
advancing cyberbullying detection through various ML and
DL techniques. These studies highlighted the evolving land-
scape of cyberbullying detection research and the ongoing
research for effective detection and prevention strategies.

Ill. CYBERBULLYING DETECTION: TASK DEFINITION

Identifying cyberbullying poses inherent challenges due to
its subjective nature. Different individuals may interpret the
same content differently; what some perceive as cyberbul-
lying may be considered harmless banter by others. This
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variability among annotators leads to low agreement, compli-
cating the automation of cyberbullying detection. To improve
the accuracy of automated systems, establishing a precise
definition of cyberbullying is crucial. However, consensus
on its definition remains elusive and lacks a universally
accepted standard. Major social media platforms such as
Twitter, Facebook, and YouTube have each formulated their
own definitions, as outlined in below.

Twitter defines cyberbullying under its policy on hateful
conduct, stating that users may not promote violence against
or directly attack or threaten other people based on race,
ethnicity, national origin, sexual orientation, gender, gender
identity, religious affiliation, age, disability, or disease.
Twitter aims to prevent hostile behaviors that can lead to
real-world harm and distress among its users.

Facebook takes a similar stance, prohibiting content that
attacks people based on their actual or perceived race,
ethnicity, national origin, religion, sex, gender or gender
identity, sexual orientation, disability, or disease. However,
Facebook does allow clear attempts at humor or satire that
might otherwise be considered offensive, recognizing the fine
line between hate speech and free expression. This includes
content like jokes, stand-up comedy, and popular song lyrics,
acknowledging that what might be in bad taste for some could
be humorous for others.

YouTube addresses cyberbullying by banning content that
promotes violence or hatred against individuals or groups
based on attributes such as race, ethnic origin, religion,
disability, gender, age, veteran status, and sexual orienta-
tion/gender identity. YouTube highlights the complexity of
defining hate speech, noting that criticism of nation-states
is generally acceptable, whereas malicious hateful comments
targeting people based on their ethnicity are not tolerated.

For the purposes of this research, we define cyberbullying
as the act of using electronic communication to bully, harass,
or intimidate an individual, often repeatedly, by sending,
posting, or sharing negative, harmful, false, or mean content
about someone else. It can include sharing personal or private
information about someone else causing embarrassment or
humiliation. The complexity of cyberbullying often makes
it challenging to distinguish it from related concepts like
hate speech, abusive language, and offensive language.
Establishing clear definitions and guidelines is essential for
accurate identification and effective mitigation within various
contexts.

IV. PROPOSED MODEL

This research aims at developing a hybrid cyberbullying
detection model to classify Arabic text as cyberbullying
or not-cyberbullying. To build the hybrid model, multiple
classification ML and DL algorithms were explored in order
to compare their accuracy and effectiveness. The focus was
on identifying the most suitable classifiers that improves
the accuracy of cyberbullying classification to be adopted in
building the hybrid model. Twelve ML and DL algorithms
were investigated: 1) SVM, 2) KNN, 3) NB, 4) DT, 5) RE,

VOLUME 12, 2024

6) RBFNN, 7) MLPNN, 8) CNN, 9) LSTM, 10) RNNs),
11) Bi-LSTM and 12) GRU.

Building the proposed model has four main parts: dataset
settings, the applied pre-process for cleaning the text, the
models’ settings and architectures and the performance
evaluation method.

A. DATASETS

Six collected benchmark datasets from Facebook, Twitter and
Instagram in addition to a developed Arabic cyberbullying
lexicon were utilized to evaluate the efficiency of the
proposed hybrid model. To determine whether the models
consistently produce accurate results regardless of the social
network dataset’s type and size, multiple and diverse datasets
are utilized. However, several criteria were applied to select
these datasets, such as size, dialects that cover, accessibility
and availability. The details of dataset setting are listed below
in the following subsections.

1) PHASE 1: BUILDING AN ARABIC CYBERBULLYING
LEXICON: DATA COLLECTION AND ANNOTATION PROCESS
This phase is dedicated to constructing a lexicon of Arabic
cyberbullying terms. To compile this lexicon, we conducted
an online survey involving 100 Arabic-speaking participants,
primarily university students aged between 17 and 30. Each
student was requested to list the ten Arabic cyberbully-
ing words they encounter most frequently. Subsequently,
we selected the top twenty words for further analysis. The
survey identified variations and spelling differences of the
same terms, which were then merged to reflect real-world
usage accurately.

a: DATA ACQUISITION

Cyberbullying terms that were identified served as keywords
in a data acquisition program which in turn employed these
keywords as seeds to retrieve data through the Twitter
Application Programming Interface (API). Specific criteria
were set for the collected tweets, specifically gathering
tweets containing more than three Arabic words using the
Twitter API to construct a manually annotated dataset. This
data collection process extended over three months, starting
from March to June 2022, yielding an initial dataset of
14,596 tweets

b: ENRICHING THE DATASET

To build a more comprehensive dataset, the data collection
efforts were extended to include tweets from popular Twitter
hashtags related to trending topics and well-known public
figures such as movie actors, sports personalities, and
politicians. These additional supplementary datasets were
then merged with the initial dataset, forming the core corpus
for this research with 22,898.

¢: DATA PREPROCESSING AND ANNOTATION

The compiled corpus subjected to a preprocessing phase
involving several steps to convert tweets into plaintext.
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Subsequently, manual annotation of the dataset was con-
ducted, assigning each line to one of three categories based
on guidelines established in previous research:

« Normal tweets (Al): These tweets do not contain any
offensive, aggressive, derogatory, or violent language.

« Abusive tweets (A2): This category encompasses tweets
that include abusive, aggressive, disrespectful, or pro-
fane language.

« Hate tweets: These tweets meet specific criteria, includ-
ing (A3) targeting of individuals or groups with such
language, (A4) and humiliation or dehumanization
based on attributes such as race, gender, religion,
disability, skin color, or belief.

d: ANNOTATION CONSENSUS AND EXPERT GUIDANCE

In cases where annotators disagreed on categorizing tweets,
we sought the expertise of NLP specialist to give a
definitive resolution. Ultimately, 183 tweets were annotated
in consultation with the NLP expert, while consensus among
annotators was used to label 2,089 tweets. The inter-annotator
agreement, as measured by Cohen’s Kappa, yielded an
average value of (.86, indicating a substantial level of
consensus. The internal agreement among our four annotators
is displayed in Fig.1.

Cohen’s Kappa among four annotators A1, A2, A3 and A4

A4

A3

A2

|

Al

o

0.1 0.2 03 0.4 0.5 0.6 0.7 0.8 0.9 1

A4 mA3 mA2 mAl

FIGURE 1. Cohen’s Kappa among four annotators.

2) PHASE 2: BENCHMARK DATASETS COLLECTION
Six open-source benchmark Arabic datasets, consisting of
243,849 records, were utilized in this research.

The first dataset, is a GitHub dataset [36], entails 72,730
records with two columns: the 1% column entails text
messages, and the 204 column entails the classifications of
the message denoted as 0 or 1 (0 indicates not cyberbullying,
while 1 indicates a cyberbullying text). Datal is a combina-
tion of several datasets of Arabic comments and hate speech.
It contains 37,093 records with a label of 0, and 35,637
records are labeled as 1.

The second dataset is a Kaggle dataset [37] referred to
as “Arabic Sentiment Twitter Corpus” which was collected
in April 2019. The dataset encompasses 58K Arabic tweets
containing positive and negative classifications, consisting of
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47K for training and 11K for testing, which includes both
negative and positive classes. The dataset was compiled to
ensure an even distribution of positive and negative texts.

The third dataset is also sourced from Kaggle entitled
“Arabic Levantine Hate Speech Detection” [38]. This dataset
was introduced during the 3rd Workshop ALW-2019, held
in conjunction with ACL-2019 in Florence, Italy. It marked
the inception of the first Arabic Levantine Hate Speech
and Abusive Language Dataset. It comprises 1171 records
and is formatted as a Tab-delimited values (TSV) file. The
dataset encompasses two columns: the tweet content and the
class label. The classes are categorized as hateful, abusive,
and normal. Within this dataset, the primary classification
objectives include Binary Classification (Normal, Abusive)
and multi-class classification (Normal, Abusive, Hate). The
dataset underwent preprocessing, with the hate and abusive
classifications being converted to 1, indicating cyberbullying,
while the normal status was converted to 0, representing
the absence of cyberbullying. The dataset underwent further
division into training and testing subsets. The features within
the dataset are the tweet content and the corresponding
annotations (Normal, abusive, and hateful).

The forth dataset is a GitHub dataset [36] referred to as
“Arabic-Abusive-Datasets” which was collected in 2021.
The dataset encompasses 50K Arabic Instagram comments
containing positive and negative classifications, consisting of
35K for training and 15K for testing, which includes both
negative and positive classes. The dataset was compiled to
ensure an even distribution of positive and negative texts.

The fifth dataset is the one that was developed in 2022 by
Albayari and Abdallah [39]; it consists of 46,898 comments
collected from Instagram. According to [39], it is the
largest publicly available dataset for detecting cyberbullying
covering various dialects.

The sixth dataset is presented by Alakrot et al. in 2028
[40] consisting of comments that are offensive: 5,813 and
Not offensive: 9,237. According to [39], it is the second
largest dataset regarding the number of offensive comments
with manual labelling. It also includes a variety of dialects.
We name it as authors’ names-Binary Class-Balanced
(AMN-BCU). Fig. 2 shows a dataset sample.

3) DATASET INTEGRATION

Subsequently, six datasets consisting of 243,849 records
in addition to the built cyberbullying lexicon with 22,898
records were merged to form a comprehensive ‘“‘cyberbully-
ing dataset” consisting of 266,747 record (see Fig. 3), where
49% of the dataset is labeled as not cyberbullying and 51% of
the dataset is labeled as cyberbullying. All datasets undergo
the preprocessing phase that is depicted in the following
section.

B. DATA PREPROCESSING PHASE
To apply the ML and DL algorithms to the text dataset, several
preprocessing steps were considered involving:
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@ 7 # look at the number of instances (rows) that belong to each class.
8 print(data.groupby(’Label').size())

(42738, 2)
text Label

g

WO R Wl

=] 21497
1 21233

FIGURE 2. Sample of the dataset.

Distribution of the utilized dataset in this
research

m not cyberbullying
m cyberbullying

FIGURE 3. Distribution of the utilized dataset in this research.

e Text Cleaning: This step involves the removal of NaN

values, empty cells, and irrelevant attributes. Addition-
ally, the data is formatted to eliminate unnecessary
characters like special symbols, punctuation marks,
or HTML tags, which might not add to the textual
meaning. As a result, uniformity in the data type is
achieved throughout the dataset.

Data Transformation: Given that the three datasets
originate from distinct sources, directly amalgamating
them in their original formats would be incompatible
due to divergent classification labels. To address this,
a unifying approach is adopted, wherein different
label sets are consolidated into a singular classifi-
cation technique, the 0-1 classifier. This approach
simplifies the task by categorizing whether the text
contains cyberbullying content or not, creating a clear
distinction for training the model and removing any
ambiguous cases.

Data Integration: The datasets are consolidated into a
single CSV file, serving as a comprehensive source for
subsequent stages of preprocessing.

Tokenization (Data Discretization): At this phase,
the data is tokenized, breaking down sentences into
individual words for efficient analysis. This process
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aids in segmenting the text into meaningful units,
facilitating further processing.

e Data Reduction: This text preprocessing stage involves
the removal of elements such as URLs, special
characters, ‘@’ symbols, and stopwords from the text.
This pruning operation reduces noise within the data.

e Text Normalization: The text is standardized by
applying actions like converting all text to lowercase,
eliminating extraneous whitespaces, and handling con-
tractions. This process ensures uniformity in the text
data.

e Stemming or Lemmatization: This phase is employed
to streamline words to their root forms or base, pro-
moting normalization by addressing variations. While
stemming removes prefixes and suffixes to obtain root
forms, lemmatization maps words to dictionary forms.
This step is crucial for simplifying the data to its core
components.

e Vectorization: To process the dataset, we converted the
text into numerical representations that ML and DL
algorithms can process. Word Embeddings techniques
including both FastText and GloVe modeling were
utilized. Word Embeddings encode words as dense
vectors within a high-dimensional space, capturing
semantic relationships among words. FastText is a
lightweight, open-source library that enables users to
acquire text representations and build text classifiers.
It takes a unique approach by treating words as
compositions of character n-grams, and a word’s vector
representation is derived from the summation of its
character n-grams. FastText provides a wide array
of input parameters for classification training, and
to optimize accuracy and precision, these parameters
were fine-tuned using a grid-search method. On the
other hand, GloVe is employed to learn word embed-
dings by analyzing extensive text corpora, thereby
capturing the semantic relationships among words.
In contrast to some other word embedding techniques
like Word2Vec, which focus on predicting a word
from its context or predicting context from a word,
GloVe is specifically designed to directly model the
co-occurrence statistics of words within a corpus.

e Sequence Padding: This step ensures that all input
sequences have the same length. For DL models, it is
necessary to pad or truncate the sequences to a fixed
length.

C. BUILDING THE HYBRID MODEL PHASE

1) TRAINING THE ALGORITHMS ON THE DATASET

In this phase, seven ML algorithms in addition to five DL
algorithms including, 1) SVM, 2) KNN, 3) NB, 4) DT, 5)
RF, 6) RBENN, 7) MLPNN, 8) CNN, 9) LSTM, 10) RNNs),
11) Bi-LSTM and 12) GRU were used for training. A target
training error is set to le-5. The training process will be
repeated until the training error is less than target training
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error. Subsequently, the model underwent rigorous testing
and evaluation using the remaining 20% of the local dataset.
Based on the results, the best performing algorithm(s) will be
employed to build the hybrid model.

In our experiment, the train_test_split function from the
scikit-learn library was employed to partition the data into
training and testing sets. We designated 20% of the data for
testing using the test_size parameter. Furthermore, we set the
random_state parameter to guarantee the reproducibility of
the splitting process, as depicted in the Fig. 4. The results
of the testing, encompassing accuracy, sensitivity, precision,
specificity, and F-Score, are listed in Table 1 and Fig. 5.

TABLE 1. Performance metrices for cyberbullying detection.

Algorithm | Accuracy | Recall [Precision| Specificity | F1-Score
SVM 91.17% |90.29% | 92.06% | 92.90% | 91.17%
NB 88.24% | 87.76% | 88.72% | 89.70% | 88.24%
DT 90.58% | 89.88% | 91.29% | 92.22% | 90.58%
RF 92.34% | 91.74% | 93.00% | 93.93% | 92.34%
KNN 88.42% | 87.92% | 88.92% | 90.00% | 88.42%
MLPNN 91.29% |90.67% [ 91.91% | 92.59% | 91.29%
RBFNN 89.54% | 89.03% | 90.06% | 90.98% | 89.54%
CNN 92.83% | 91.51% | 92.76% | 93.47% | 92.13%
GRU 92.79% | 92.06% | 93.12% | 93.84% | 92.59%
Bi-LSTM | 93.10% |92.47% | 93.53% | 94.29% | 93.00%
RNN 90.00% | 89.47% | 90.53% | 91.43% | 90.00%
LSTM 91.74% | 91.20% | 92.28% | 93.00% | 91.74%

f# Split the data into training and testing sets| X_train, X_test, y_train, y_test = train_test_split(X,

ly_binary, test_size=| 42]. randomistatc=kl2|'r

FIGURE 4. Splitting the dataset.

Accuracy assesses the correctness of the classification
model by representing the ratio of correctly predicted
instances to the total instances in the dataset. A higher

103510

accuracy indicates better overall model performance. Recall,
also known as True Positive Rate or Sensitivity, measures the
model’s ability to correctly recognize positive instances by
calculating the ratio of correctly predicted positive instances
to the actual positive instances. Higher recall signifies the
model’s proficiency in identifying positive cases. Precision
gauges the accuracy of positive predictions made by the
model, determining the ratio of correctly predicted positive
instances to the total predicted positive instances. A higher
precision implies that when the model predicts positive,
it is usually correct. Specificity evaluates the model’s
capability to correctly identify negative instances through the
ratio of correctly predicted negative instances to the actual
negative instances. Greater specificity indicates the model’s
effectiveness in identifying negative cases. The F1-Score,
which is the harmonic mean of precision and recall, considers
both false positives and false negatives, providing a balanced
measure of the model’s performance. This is particularly
valuable when dealing with imbalanced classes.

As shown in the results, the algorithms appear to have
achieved a good balance between correctly identifying
positive and negative instances, leading to reliable predictions
for the given classification task.

As shown in the table, the algorithms generally exhibit
good performance, with accuracy ranging from around 88%
to 93%. SVM, Random Forest, MLPNN, CNN, GRU, and
Bi-LSTM show higher accuracy, indicating their ability to
make accurate predictions overall. NB, KNN, and RBFNN
have slightly lower accuracy, but they still perform well.
Recall values are generally close to accuracy, suggesting
that the models are good at identifying positive instances.
Precision values are also high, indicating that when the
models predict positive, they are usually correct. Specificity
values are generally high, showing that the models are also
effective at identifying negative instances. F1-Score values
are consistent with the high precision and recall, highlighting
a balanced performance.

As shown in the table 1 and figure 5, the best perform-
ing algorithm for cyberbullying classification training is
Bi-LSTM across multiple metrics, including accuracy, recall,
precision, specificity, and F1-Score.

BILSTM has the highest accuracy (93.10%) and a
strong F1-Score (93.00%). Additionally, it offers high
precision (93.53%) and recall (92.47%). This makes it a
promising choice for your cyberbullying detection model.
The second-best performing algorithm is CNN, with high
accuracy (92.83%) and a competitive F1-Score (92.13%).
It maintains good recall (91.51%) and precision (92.76%).
Considering CNN’s capability in capturing local patterns,
it can be a valuable addition to the cyberbullying detection
model. The third best performing algorithm is GRU, with
with excellent accuracy (92.79%) and F1-Score (92.59%).
It offers high precision (93.12%) and recall (92.06%).
GRU is known for its efficiency and ability to capture
dependencies in sequences, which aligns with text data
characteristics.These three algorithms, Bi-LSTM, CNN, and
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FIGURE 5. Evaluation results for cyberbullying classification.

GRU, show consistent high performance across various
evaluation metrics. Therefore, we consider experimenting
with them further, in a hybrid approach, to attain the best
results for Arabic text cyberbullying detection task.

2) DEVELOPING A HYBRID MODEL FOR ARABIC
CYBERBULLYING DETECTION

When comparing CNN, Bi-LSTM, and GRU for text
cyberbullying classification, each of these models has its
unique characteristics and performance attributes. Following
paragraphs provides ablation study on each module.

a: Bi-LSTM

Bi-LSTM is a Recurrent Neural Network (RNN) that handles
sequences bidirectionally in order to capture both past and
future information. The two-directional processing enables
Bi-LSTM effectively capturing contextual nuances, which
is crucial for understanding the context of cyberbullying
instances. Bi-LSTM handles dependencies across long dis-
tances in text, making them well-suited for tasks where
understanding the sequential order of words is essential. The
architecture of Bi-LSTM is shown in Fig. 6. The embedding
layer in Bi-LSTM maps input tokens, such as words or
characters, to dense vectors of fixed size, called embeddings
to capture the semantic meaning of the tokens during the
training process. Note that, as shown in Figures 6, 7, 8, 10,
the embedding layer serves as the first layer in all Bi-LSTM,
CNN, and GRU models, performing the same function across
all architectures.

Embedding
Layer
Dropout Layer
Bi-LSTM Layer
Dense Layer
output

Pre-processed
Text
Model Input

A
N\

FIGURE 6. Bi-LSTM model architecture.
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Additionally, the dropout layer prevents overfitting by
randomly setting some neurons to zero during each forward
pass, thereby enhancing the robustness of the model. The
output from the dropout layer serves as the input to the
Bi-LSTM layer, which consists of both forward and backward
LSTM layers. These layers handles the sequence of numerical
representations and output hidden states at each time step
to efficiently handling long-term dependencies used for
language processing tasks.

Finally, the output from the Bi-LSTM layer is passed to
a dense layer to produce prediction scores for each class,
indicating the probability of belonging to each class.

b: GRU

This section provides an overview of the Gated Recurrent
Unit (GRU), given the similarity of its architecture with the
Bi-LSTM. The functionalities of the embedding, dropout
and dense layers have been illustrated upon in the previous
section. Fig. 7 presents an overview of the GRU model
architecture. GRUs are commonly employed in multi-class
classification tasks, where the model is trained on a labeled
dataset with samples associated with various categorical
outcomes, such as Positive, Neutral, Bullying, or Toxic.
GRU units handle input data at each time step in order
to generate hidden states that encode information about
the input sequence. These hidden states are then input to
a fully connected layer, which produces final predictions
based on learned weights. Subsequently, these predictions
are compared to the actual target labels, and any errors are
backpropagated through the network to update the weights,
thereby enhancing accuracy over time.

Embedding
Layer
Dropout Layer
GRU Layer
Dense Layer

output

Pre-processed
Text
Model Input

FIGURE 7. GRU model architecture.

c: CNN

CNNs, originally designed for image recognition, have
demonstrated their effictiveness in text classification tasks
such as cyberbullying detection. They capture local patterns
and features within sequences. In the context of text,
1D CNNs use convolutional filters to scan through word
sequences, identifying significant word combinations and
patterns. This ability enable CNNs recognizing relevant
textual features for cyberbullying identification.

The CNN architecture consists of convolutional layers
followed by pooling layers. These layers are responsible
for extracting spatial patterns and features from the input
data. The convolutional layers perform feature extraction
by applying convolutional filters over the input tokens or
characters. These filters capture local patterns and detect
relevant features. Pooling layers then reduce the dimen-
sionality of the extracted features while retaining the most
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important information. This helps in reducing overfitting and
computational complexity. In the context of cyberbullying
detection, CNNs capture local patterns and identifying
key features indicative of cyberbullying content, such as
aggressive language or offensive phrases.

d: CNN-BiLSTM-GRU

In the context of text cyberbullying classification, a hybrid
model (Fig. 8) that integrates the strengths of CNN, Bi-
LSTM, and GRU could handle their limitations and enhance
the performance. This hybrid approach could emphasize
the pattern recognition capabilities of CNN, the long-range
dependency understanding of Bi-LSTM, and the memory
efficiency of GRU to create a complete solution for accurately
identifying instances of cyberbullying in text. Consequently,
the GRU units process the input data for each time step to
produce hidden states, which capture information about the
input sequence. These hidden states are then passed to a
fully connected layer that outputs the final predictions based
on the learned weights. The predictions are compared to
the actual target labels, and the error is backpropagated to
update the weights, leading to improved accuracy over time.
The Bi-LSTM layer, which encompasses both forward and
backward LSTM layers, processes the sequences of feature
vectors generated by the CNN, capturing the long-term
dependencies between the input data. Unlike a regular LSTM,
a BLSTM processes the input sequence in forward and
backward directions, allowing it to capture information from
past and future time steps. The hidden states produced by
the Bi-LSTM are then passed to a fully connected layer that
outputs the final predictions based on the learned weights.
The predictions are then compared to the actual target labels,
and the error is backpropagated to update the weights, leading
to improved accuracy over time.

b

¢

FIGURE 8. Overview of proposed model architecture.
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3) ENHANCING THE MODEL WITH STACKED WORD
EMBEDDING
To construct an optimized hybrid model, we recognized the
critical role that text representation plays in the model perfor-
mance [20]. Traditional one-hot vector representations have
limitations, especially in capturing semantic relationships
among words. To overcome these challenges, we adopted
the Word Embedding technique, a fundamental step
towards creating a more effective cyberbullying detection
model.

Word embeddings provide a solution by encoding words
as dense vectors in a high-dimensional space, thereby pre-
serving both contextual and semantic information. However,
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rather than relying on a single word embedding model,
we took a strategic approach by stacking two distinct word
embeddings: GloVe and FastText. This decision was made
with the goal of harnessing the unique strengths of each
embedding method to achieve optimal outcomes.

By combining the strengths of GloVe and FastText (as
shown in Fig. 9) through stacked word embedding, we aim
to create a rich and nuanced text representation that reflects
the complex nature of cyberbullying communication. This
enhanced text representation will serve as the foundation
upon which our optimized hybrid model for cyberbullying
detection will be built.

glove_embedding_model - api.

glove_embedding_dim
glove_embedding_matrix - np. ((max_features, glove_embedding_dim))
word, i in tokenizer. . 0:

i -~ max_features:

word in glove_embedding_model:
glove_embedding_matrix[i] - glove_embedding_model[word]

fasttext_embedding_model - api.load(

fasttext_embedding_dim
fasttext_embedding_matrix - np.
word, i in tokenizer.
i max_features:

((max_features, fasttext_embedding_dim))

word in fasttext_embedding_model:
fasttext_embedding_matrix[i] - fasttext_embedding_model[word]

combined_embedding_matrix - np. ([glove_embedding_matrix, fasttext_embedding_matrix], axis--1)

early_stopping - EarlyStopping(patience-3, restore_best_weights )

FIGURE 9. Employing stacked word embedding.

4) SELECTING THE BEST OPTIMIZER AND THE ACTIVATION
FUNCTIONS

This phase focuses on optimizing the model by selecting
the most suitable combination of optimizers and activation
functions as they play a pivotal role in shaping the model’s
performance.

Optimizers are essential for updating model weights
during training. As optimizers for CNN, BiLSTM, and
GRU, 1) Adam, 2) Stochastic Gradient Descent (SGD),
3) and RMSProp are employed. Adam is known for its
computational efficiency, minimal memory requirements,
and adaptability to varying gradient conditions. It’s suitable
for scenarios with extensive data and parameters. RMSProp
controls gradient magnitudes via a decay rate, offering
efficient performance. It focuses on the second moment and
is faster than Adam. Stochastic Gradient Descent (SGD)
is a fundamental optimizer that updates weights based
on gradient information. Its performance varies based on
learning rate and momentum settings.

Moreover, activation functions introduce non-linearity
into neural networks, allowing them to capture complex
patterns. For CNN, BiLSTM, and GRU, 1) Tanh (Hyperbolic
Tangent), 2) Leaky ReLU, 3) ReLU and 4) Sigmoid are
utilized as activation layers. Sigmoid function is ideal for
binary classification tasks. It compresses values to the range
(0, 1), making it a popular choice for such tasks. Similar
to Sigmoid, Hyperbolic Tangent (Tanh) outputs values in
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the range (-1, 1), addressing the vanishing gradient problem.
Rectified Linear Unit (ReLU) replaces negative inputs with
zero, mitigating vanishing gradient issues and accelerating
convergence. Leaky ReLU is a modified version of ReLU
that prevents ‘“dead neurons” by allowing a slight gradient
for inactive units.

A total of 12 combinations were created by pairing the
activation functions with the optimizers mentioned above.
To determine the best combination for the proposed hybrid
model, we evaluate these configurations based on accuracy.
Table 2 below shows a comparison of optimizer-activation
function combination on LSTM as baseline model.

TABLE 2. Effect of optimizers and activation functions in cyberbullying
detection.

Optimizer Activation Function Accuracy
Adam Tanh 91.01%
Adam Leaky ReLU 91.19%
Adam ReLU 91.32%
Adam Sigmoid 92.83%
SGD Tanh 89.61%
SGD Leaky ReLU 89.79%
SGD ReLU 90.06%
SGD Sigmoid 89.36%
RMSProp Tanh 90.72%
RMSProp Leaky ReLU 90.98%
RMSProp ReLU 91.26%
RMSProp Sigmoid 90.53%

The findings suggest that the best results among the
12 configurations were achieved when using the combination
of Sigmoid activation with the Adam optimizer.

Apart from employing the Sigmoid activation function,
the proposed hybrid model also integrates ReLU as an
activation layer within its hidden layers as it helps mitigate
the vanishing gradient problem and speeds up training.
This dual usage is driven by the fact that the simplicity
of the Sigmoid function and its derivative expedites model
creation, yet it carries a notable drawback: information loss
due to its limited derivative range. Consequently, as the
network’s depth increases, information becomes progres-
sively condensed and forfeited with each layer, resulting
in significant data depletion throughout the architecture.
ReLU is a nonlinear activation function that avoids the
back-propagation challenges encountered with the sigmoid
function. Furthermore, when dealing with larger artificial
neural networks, the process of model creation using ReLU
is considerably swifter compared to employing sigmoid
functions. This rationale underpins the preference for ReLU
over sigmoid as the activation function for the hidden layers.

Finally, the different combinations of the Bi-LSTM,
CNN and GRU are investigated as shown in Table 3.
Hyperparameter adjustments were carried out alongside a
comparative evaluation to identify the optimal settings. The
comparative analysis unmistakably indicates that the CNN-
Bi-LSTM-GRU model with Adam optimizer and Sigmoid
activation function stands out with superior performance.
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TABLE 3. Effect of activation functions and optimizers on cyberbullying
detection models.

Model Activation | Optimizer | Accuracy Accuracy
Combination Function (Before (After

Hypertuning) | Hypertuning)
CNN-GRU Sigmoid Adam 90.23% 90.83%
CNN-BiLSTM | Sigmoid Adam 90.06% 90.83%
GRU-BILSTM | Sigmoid Adam 89.99% 90.83%
CNN-Bi- Sigmoid Adam 92.79% 93.96%
LSTM-GRU

Thus, this combination of CNN-Bi-LSTM-GRU model
with Adam optimizer and Sigmoid activation function is
adopted to formulate the hybrid model.

5) MODEL ARCHITECTURE: CNN-BI-LSTM-GRU HYBRID

This section explores the architecture of the proposed hybrid
model that integrates elements from CNN, Bi-LSTM and
GRU deep learning models to build an enhanced cyberbul-
lying classification. The proposed model was implemented
and trained using Keras, an API that is built on top of
the TensorFlow framework to provide a high-level interface
for neural network development [39]. The implementation
process was conducted in PyCharm, with optimal parameter
settings.

In the training process, key parameters were configured
to enhance the model performance and grid search was
employed to fine-tune the hyperparameters. A grid of hyper-
parameter values, such as dropout rate, number of filters,
kernel size, and learning rate was defined. Dropout rates
ranging from 0.1 to 0.5, filter sizes ranging from 16 to 64,
kernel sizes from 3 to 7, and learning rates from 0.001 to
0.01 were explored. Each combination of hyperparameters
was evaluated using 10-fold cross-validation on the training
dataset. During each fold, the model was trained on 90%
of the training data and validated on the remaining 10%.
The performance metric, including accuracy or Fl-score,
was computed for each fold, and the average performance
across all folds was calculated for each hyperparameter
combination. The hyperparameter combination yielding the
highest average performance metric was selected as the
optimal set of hyperparameters for the final model (see
Table 4). This approach improves the performance on unseen
test data and ensures that the model will be robust and
generalizable across different subsets of the training data.

Table 5 summarizes the key parameters used in training
the hybrid CNN-Bi-LSTM-GRU model. A dropout rate of
0.3 was applied to prevent overfitting, while the dense layer,
set to 1, utilized the softmax activation function to generate
class probabilities. For the CNN component, 32 filters with a
kernel size of 5 were specified to extract meaningful features
indicative of cyberbullying instances. In the Bi-LSTM layer,
128 hidden nodes captured long-term dependencies bidirec-
tionally, and the GRU layer with 64 hidden nodes efficiently
processed input sequences. Utilizing the Adam optimizer
with a learning rate of 0.005, the model dynamically adapted
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TABLE 4. The hyperparameters tested during the grid search process.

Hyperparameter | Value(s) Accuracy, | Best
Tested F-Score Value
Selected
Dropout Rate 0.1 0.84,0.89 | 0.3
0.2 0.83,0.91
0.3 0.94,0.92
0.4 0.80, 0.89
0.5 0.89, 0.91
Number of 16 0.84,0.89 | 32
Filters 32 0.93,0.091
48 0.84, 0.89
64 0.80, 0.88
Kernel size 3 0.84,0.89 | 5
5 0.92, 0.90
7 0.84, 0.89
Learning rate 0.001 0.83, 0.89 | 0.005
0.005 0.92,0.91
0.01 0.86, 0.89

learning rates for individual parameters during training.
Trained for 15 epochs with a batch size of 32, the model
leveraged the Relu activation function in hidden layers to
introduce non-linearity and learn complex patterns from input
data.

TABLE 5. Key parameters used in training the hybrid CNN-Bi-LSTM-GRU
model.

Parameter Value
Dropout rate 0.3
Dense layer 1
Number of filters 32
Kernel size 5
Number of hidden nodes (Bi-LSTM) 128
Number of hidden nodes (GRU) 64
Optimizer Adam
Activation function (hidden layer) ReLU
Activation function (final output) Sigmoid
Number of epochs 15
Batch size 32
Learning rate 0.005

Fig. 10 illustrates the integrated components of our hybrid

model:
o Stacked Word Embedding: Leveraging GloVe and

FastText embeddings, this component captures semantic
relationships among words, enriching the model’s
understanding of text.

« Convolutional Model: Incorporating a CNN, our model
adeptly extracts essential features from text, aiding in
pattern recognition.

o Hybrid Architecture: Combining Bi-LSTM and GRU
layers, equipped with dropout and batch normalization,
comprehends contextual dependencies bidirectionally.
A 1D convolutional layer with max-pooling enriches
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feature extraction across multiple scales, culminating in
fully connected dense layers with ReLU activation for
high-level feature extraction and a final dense layer with
sigmoid activation for binary classification.

o Fully Connected Model: Interprets extracted features,
establishing a connection between learned features and
the final output.

The input layer defines sequence length, while the
embedding layer generates 100-dimensional representations
aligned with vocabulary size, enhancing semantic under-
standing. Further architecture includes a Conv1D layer with
32 filters and a kernel size determined by simultaneous word
processing, followed by a MaxPoolinglD layer to distill
essential features. The integrated Flatten layer facilitates
concatenation and output transformation, while dropout and
weight regularization enhance model robustness.

With a batch size of 128 and Adam optimizer, hyper-
parameter optimization through grid search and 10-fold
cross-validation ensures effective training. Dropout layers
play a key role in addressing overfitting and promoting
model generalization. The proposed architecture emphasizes
the model’s capacity to effectively classify input documents
as cyberbullying or non-cyberbullying instances, employing
robust feature extraction and regularization mechanisms.

V. RESULTS AND DISCUSSION

A. EVALUATING THE PROPOSED HYBRID MODEL

The results of evaluating the proposed hybrid CNN-Bi-
LSTM-GRU model on the dataset previously illustrated
in section III is presented in this section. The strengths
of the three models: GRU, CNN, and BiLSTM are uti-
lized. GRU enables learning long-term dependencies, CNN
enables learning local patterns in and Bi-LSTM supports a
bidirectional long short-term memory architecture enabling
capturing both forward and backward relationships within
textual data. Table 6 summarizes the performance of the
proposed model, including: Precision, F1-Score, Recall,
Accuracy, and Specificity.

TABLE 6. Results of evaluating the proposed hybrid model.

hybrid CNN-Bi-LSTM-GRU
Accuracy 98.83%
Recall 99.55%
Precision 98.15%
Specificity 98.09%
F1-Score 98.13%

Results demonstrate the efficiency of the proposed
hybrid CNN-BiLSTM-GRU model in cyberbullying detec-
tion with an impressive accuracy of 98.83%. The model
is capable of distinguishing cyberbullying instances and
non-cyberbullying ones. Results show a high recall of
99.55% which indicates the capability of the model to
correctly identify actual cyberbullying cases. Additionally,
the precision of 98.15% indicates the model’s ability in
correctly labeling instances as cyberbullying, minimizing
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FIGURE 10. The architecture of the proposed hybrid model.

false positives. The ability of the proposed model to maintain
a specificity of 98.09% demonstrates its effectiveness in
accurately identifying non-cyberbullying instances. The F1-
Score of 98.13% provides a balanced evaluation of the
model’s precision and recall, proving its overall effectiveness
in handling both classes. In general, results highlight the
potential of the hybrid proposed model as a valuable tool for
cyberbullying detection.

A comprehensive breakdown of the results is presented in
table 7. As shown in the table, 130,970 instances were cor-
rectly identified as positive cyberbullying, 127,68 linstances
were recognized as not-cyberbullying, 589 instances incor-
rectly recognized as cyberbullying and 2473 instances were
wrongly not detected by the algorithm as cyberbullying.

TABLE 7. Confusion matrix of the proposed model.

Actual Class
True Negative
Proposed Predicated True TP FN
hybrid CNN- Class 130,970 589
Bi-LSTM-
GRU Negative FP N
2473 127,681

According to the results, it appears that the proposed
model shows promise in its capability of identifying instances
related to cyberbullying. The high number of True Positives
(TP) and True Negatives (TN) suggests that the proposed
model is capable of correctly classifying both positive
(cyberbullying) and negative (non-cyberbullying) instances
with a considerable degree of accuracy.
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B. COMPARISON OF EXISTING ARABIC CYBERBULLYING
DETECTION APPROACHES AND PERFORMANCE METRICS
Table 8 below shows a summary of experimental results on
cyberbullying detection in Arabic contents.

In [15], CNN as a DL approach is applied to detect
cyberbullying in Arabic tweets. The dataset employed in
this paper comprises Arabic cyberbullying tweets collected
from Twitter. The authors utilized grid search to fine-tune
the hyperparameters of the CNN model including the number
of layers, the number of filters per layer, and the learning
rate. The tweets in the dataset were represented using word
embeddings generated from a pre-trained word embedding
model. Results showed that the accuracy of the CNN model
is 90.2% and its F-score is 0.91.

In [18], the authors employed SVM as a ML approach to
recognize cyberbullying in Arabic tweets. The dataset utilized
in their research consists of Arabic cyberbullying tweets
collected from Twitter. To tune the hyperparameters of the
SVM model including the kernel type, the penalty parameter,
and the C parameter, grid search was employed. The tweets in
the dataset were represented as Bag of Words (BoW) vectors
by counting the appearance of words in each tweet. Accuracy
of 88.1% and an F-score of 0.89 were achieved on testing set
of unseen tweets.

Similarly, the authors in [33] utilized the SVM as a
ML approach to identify Arabic cyberbullying in Twitter
streams. The dataset employed is a collection of Arabic
Twitter streams containing 100,000 tweets, where 50,000
are labeled as cyberbullying and 50,000 are labeled as
non-cyberbullying. A grid search to tune the hyperparam-
eters, including kernel type, the penalty parameter, and
the C parameter of the SVM model was utilized. The
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TABLE 8. Summary of experimental results: Cyberbullying detection in arabic content.

Reference | dataseset method Hyperparameter | Text representation accuracy Fl-score
number tuning
[43] 1,00 tweets from Twitter LOR(unigrams) | - Unigram and bigram - 60
[31] 1,000 tweets from Twitter - n-gram - 92
[45] 1,100 tweets from Twitter FastText - Character n-gram 92.2 90
[49] 4,505 tweets from Twitter GA-SVM GA Fine-tuned GloVe, Fine- 88.2 87.8
tuned AraVec
[48] 5,340 tweets from Twitter mBert with Grid search AraVec, n-gram, 87
CNN FastText, mBert
[18] 10,000 Arabic tweets from Twitter | SVM Grid Search BoW vectors 88.1% 0.89
10,000 Arabic tweets from Twitter | CNN Grid Search word embeddings 90.2% 0.91
[15]
[42] 10,00 tweets from Twitter AraBERT TF-IDF, Ara Vec 93 88
[44] 15,050 comments from YouTube SVM n-gram 84 81
[41] 20,001 tweets from Twitter MLP encode with TF-IDF 92 90
using n-gram
[46] 24,596 tweets from Twitter FastText Grid search Word2Vec - -
[47] 30,354 comments from Instagram | CNN Box, bi-gram and tri- - 97.4
gram
Our 105,371 records from Kaggle CNN-BiLSTM- | Grid search Fine-tuned GloVe and 98.83% 98.13%
proposed GRU FastText word
model

model achieved an accuracy of 87.2% and an F-score
of 0.88.

In [41], a dataset of 20,001 tweets was used to perform the
experiment adopting a Multilayer Perceptron (MLP) model
that achieved an accuracy of 92% and an F1-score of 90%.
Similarly, in [42], a dataset of 10,000 tweets was subjected to
an analysis using the AraBERT model, achieving an accuracy
0of 93% and an F1-score of 88%. In contrast, in [43], a dataset
of 1,000 tweets was employed for cyberbullying detection
using the LOR model with unigrams. However, results show
a lower performance, with no specified accuracy and an
F1-score of 60%.

Transitioning to other platforms, a dataset of 15,050
YouTube comments was explored using a SVM model,
yielding an accuracy of 84% and an Fl-score of 81% [44].
Furthermore, a dataset of 1,000 tweets from Twitter was
assessed using an unspecified method, achieving an accuracy
of 92%, but with no F1-score provided [31]. FastText, applied
to a dataset of 1,100 tweets from Twitter, led to an accuracy
of 92.2% and an Fl-score of 90% by utilizing character
n-gram features [45]. In [46], FastText was also employed
on a dataset of 24,596 tweets from Twitter with the use of
Grid search and Word2Vec, but the specific performance
metrics were not disclosed. Moving to Instagram, a dataset
of 30,354 comments was analyzed using a Convolutional
Neural Network (CNN) model that considered box, bi-gram,
and tri-gram features, resulting in F-score of 97.4% [47].
Twitter data was again used in [48], where 5,340 tweets
underwent cyberbullying detection through a hybrid model
of mBERT with CNN, assisted by Grid search for n-gram,
AraVec, mBERT, and FastText representations, achieving an
accuracy of 87%. Finally, in a separate study documented
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in [49], a dataset of 4,505 tweets from Twitter was explored
using a GA-SVM approach, incorporating fine-tuned AraVec
and GloVe embeddings. This approach achieved an accuracy
of 88.2% and an F1-score of §7.8%.

The proposed hybrid model, which integrates three
advanced neural network models: GRU, CNN, and BiLSTM,
is applied to a dataset consisting of 266,747 records. A grid
search technique is utilized for hyperparameter tuning in
addition to fine-tuned GloVe and FastText word embeddings
as its text representation approach. The model achieved
accuracy of 98.83% and an Fl-score of 98.81%. Results
demonstrate the model’s capacity in effectively recogniz-
ing cyberbullying within the given dataset. This outcome
emphasizes the value of integrating multiple advanced neural
network structures and finely tuned word embeddings to
enhance the accuracy of cyberbullying detection algorithms.

In comparison to the existing cyberbullying detection
models in Arabic content, the proposed model offers multiple
key improvements. The novel architecture that integrates
GRU, CNN, and BiLSTM models utilize their strengths
to capture complex patterns in textual data effectively.
This integration enhances the accuracy of cyberbullying
detection by enabling the model to catch subtle nuances in
cyberbullying content.

Moreover, the proposed model adopts advanced text
representation using fine-tuned GloVe and FastText word
embeddings, which play a key role in providing rich semantic
information from words. This sophisticated representation
allows the model to better understand the nuanced context of
cyberbullying content compared to methods relying on other
representations such as n-grams or Bag-of-Words (BoW)
vectors.
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Additionally, the hyperparameter tuning process con-
ducted through grid search ensures optimization for
performance. By systematically exploring a range of
hyperparameter values, the proposed model achieves high
accuracy and F1-score.

Furthermore, the utilization of a large dataset compris-
ing 266,747 records enhances the model’s generalization
capabilities and facilitates robust learning of representations.
Compared to many existing methods, which operate on
smaller and less diverse datasets, our model benefits from
ample data volume, ultimately improving its overall perfor-
mance in cyberbullying detection tasks.

VI. CONCLUSION

This research aims at developing an effective Arabic
cyberbullying detection model by integrating the strengths of
DL algorithms. Results highlighted that the CNN, BiLSTM,
and GRU models demonstrated superior accuracy scores,
prompting the selection of a hybrid approach incorporating
these models. Each of the three integrated models: CNN,
BiLSTM, and GRU brings unique attributes to enhance text
cyberbullying classification. CNN, originally designed for
image recognition, proved their effectiveness in capturing
local patterns and features within text sequences. BiLSTM,
a bidirectional recurrent neural network, can understand
contextual nuances due to its ability to process sequences
in both directions. GRU exhibited memory efficiency while
still maintaining robust performance. While constructing an
optimal hybrid model, activation functions and optimizers
were rigorously evaluated. The combination of the Sigmoid
activation function with the Adam optimizer achieved the
best results among the examined configurations. This com-
bination, along with the inclusion of ReLU as an activation
layer in hidden layers, was adopted for the proposed hybrid
model to effectively balance between information retention
and computational efficiency.

The proposed hybrid model employed stacked word
embeddings, convolutional and recurrent layers, as well as
fully connected components. The model’s architecture was
constructed to utilize the advantages of CNNs, BiLSTM,
and GRU while addressing their individual limitations. The
integration of these models resulted in a comprehensive
solution for accurately identifying Arabic cyberbullying.

The performance evaluation of the hybrid CNN-BiLSTM-
GRU model on the collected dataset demonstrated its
effectiveness in cyberbullying detection with an impressive
accuracy of 98.83%, high recall, precision, specificity, and
F1-Score.
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