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ABSTRACT Dialogue systems are an important research direction in artificial intelligence, with broad
application prospects and market value. In order to improve system efficiency and user satisfaction, an open
domain generative dialogue system integrating knowledge graphs has been developed, which facilitates the
utilization of rich background knowledge during dialogue generation, thereby generating more coherent and
meaningful dialogue content. At the same time, based on the sequence to sequence model, a bidirectional
gated loop unit is introduced to better capture contextual information and improve the model’s understanding
and generation ability. These results confirmed that the average values of the improved model in the training
and validation sets were 98.66% and 87.34%, respectively, with loss values of 0.01 and 0.10. Compared to the
baseline model, this improved model improved Hits@1 and Hits@3 by 0.09% and 0.25%, respectively. This
improved model had the minimum perplexity of 17.62. The security and diversity of this improved system
were 0.80 and 0.82, respectively, taking into account the balance of these two types of performance. Its
correlation and fluency were 1.44 and 1.56, respectively. This indicates that this improvedmodel is beneficial
for improving the efficiency of generating dialogue and has certain effectiveness, better meeting users’ needs
and improve user satisfaction. This system can provide users with a better conversation experience and
provide technological and innovative features for artificial intelligence dialogue assistants.

INDEX TERMS Dialogue system, generative, knowledge graph, Seq2Seq model, bidirectional GRU.

I. INTRODUCTION
As artificial intelligence (AI) developed, breakthroughs were
made in natural language processing, particularly in the Gen-
erative Dialogue System (GDS). GDS can simulate human
dialogue, providing users with a more natural and boundary
interactive experience, which has broad application prospects
in multiple fields such as education, healthcare, and technol-
ogy [1]. Knowledge Graph (KG) combines methods with bib-
liometric citation analysis, co-occurrence analysis, and other
methods in applied mathematics, information science, graph-
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ics, and information visualization technology. At the same
time, KG visually displays the core structure, development
history, cutting-edge fields, and discipline’s overall knowl-
edge architecture, achieving the interdisciplinary integration
in modern theory [2]. Sequence to Sequence (Seq2Seq) is
a model used to learn the mapping relationship between a
pair of time series data, that is, input one sequence and
output another sequence. The focus of this structure is that
the length of the input and output sequences is variable.
Seq2Seq is generally used in GDS, but it can only access
past conversation context information. Gated Recurrent Unit
(GRU) is commonly used in sequence data processing and
natural language processing to control the flow of information

VOLUME 12, 2024


 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

102637

https://orcid.org/0009-0007-0383-435X
https://orcid.org/0000-0001-7382-1107


Y. Guo: Design of Improved AI Generative Dialogue Algorithm and Dialogue System Model

in a sequence through gating mechanisms. GRU has good
readability, scalability, and flexibility, and has been widely
utilized in computer vision [3]. Bidirectional Recurrent Neu-
ral Network (BRNN) can process sequence data, considering
both past and future information in a sequence of data. Tra-
ditional GDS currently contains limited knowledge content
and has certain limitations on the search scope of ques-
tion answering systems. This leads to the inability to highly
meet user needs, a lack of diversity in generated responses,
and significant differences from actual responses. Therefore,
an open domain generative system is constructed, combined
with KG’s Improved Generative Dialogue Based on Knowl-
edge Graph (KG-IGD) algorithm, which improves Seq2Seq
with bidirectional GRU. The research aims to address the
issues of generative dialogue systems in generating diverse
responses and improving user satisfaction. If a generative
dialogue system can generate diverse responses when inter-
acting with users, it can improve user satisfaction. However,
traditional generative models often struggle to flexibly adjust
information features, resulting in a lack of diversity and
contextual understanding ability in the generated dialogue
content. To address this issue, innovative research has been
conducted by combining knowledge graphs (KG) with gener-
ative models, enabling the models to access and utilize richer
knowledge content, thereby enhancing the intelligence level
of generative dialogue systems. In addition, a bidirectional
GRU is introduced based on the Seq2Seq model, which
simultaneously processes the forward and backward informa-
tion of the input sequence to better understand the contextual
information of the dialogue system. Through attention mech-
anism, the model can flexibly adjust information features
during the generation of dialogue, ensuring the diversity of
content.

The research mainly includes four parts. Part 1 is a review
of research on AI dialogue systems and KG. Part 2 is an
introduction to open domain GDS that combines KG-IGD.
The first section is about building an open domain GDS that
integrates KG. Secondly, an open domain generative dialogue
algorithmwith bidirectional GRU is designed. Then KG-IGD
is built. Part 3 is an analysis of open domain GDS results
combined with KG-IGD. Firstly, the generative dialogue KG-
IGD’s performance is tested. Next is the application analysis
of the KG-IGD improvement system. Part 4 summarizes the
open domain GDS combined with KG-IGD.

II. RELATED WORKS
GDS research is supported by fields such as AI, natu-
ral language processing, and dialogue systems. Ali et al.
built an intelligent medical service dialogue system that
combined incremental learning for better medical decision-
making. This method offered medical guidance and rec-
ommending services, thereby improving the satisfaction of
human-computer interaction and the medical knowledge
acquisition accuracy. This system had an accuracy rate of
95% [4]. Firdaus et al. developed a conditional variational
autoencoder for expressing emotions in dialogue systems

by combining multimodal attention. Relevant datasets were
established in the experiment to achieve emotional control
of dialogue generation tasks, thereby improving user satis-
faction and confirming this method’s good performance [5].
Zhang et al. developed a variational learning network to pre-
dict emotional responses in human-computer conversations.
This method learned the potential response distribution of a
given session and improved the ability to predict the prob-
ability distribution of emotions, confirmingthis network’s
good performance [6]. Fakhrurroja et al. proposed a dialogue
system that combined reinforcement learning and multi-
modal fusion algorithms to make dialogue systems more
contextualized. Thismethod improved the accuracy of system
development and ensured a simpler and more natural system,
confirming an average accuracy rate of 93.54% [7]. Mian-
dashti et al. collected and detected dialogue scenes through
clustering algorithms and function representation to identify
conflicts between smart homes and users. This improved
user satisfaction and facilitated the design and deployment
of smart home systems, confirming this method’s reliabil-
ity [8]. Li et al. focused on reciprocity in human-computer
interaction and analyzed the reciprocal cooperation between
humans and agents in complex dynamic environments using
near-infrared spectroscopy. This promoted a dialogue system
for collaborative and collaborative performance and avoided
inefficient use of system resources, confirming this technol-
ogy’s practicality [9].

KG, as background knowledge, can achieve semantic
search and intelligent recommendation of high-quality learn-
ing resources, improving resource acquisition efficiency.
Gaur et al. used KG combined with deep learning models
to integrate computational knowledge to improve comput-
ing power. They effectively analyzed the acquisition of
knowledge and avoided excessive reliance on massive data,
confirming this method’s feasibility [10]. Yuan et al. devel-
oped a dialogue generation model based on KG and predicted
the knowledge span related to content. Meanwhile, they
pre-trained the encoder to filter knowledge selection tasks
and merge generated responses, demonstrating this model’s
good performance [11]. Shen et al. designed a KG group
network to understand the impact of environmental expo-
sure and behavioral factors on disease risk. This method
visualized the relationship between exposure and outcomes
in different publications, promoting knowledge-driven group
discovery and dissemination, confirming this method’s effec-
tiveness [12]. Fang et al. constructed a KG model that
combined reference graph embedding to address the global
interdependence between word level information. Character
vectors and candidate entities were determined, confirming
this method’s effectiveness [13]. Shelar et al. extracted infor-
mation from unstructured text data using KG to improve
this model’s overall performance. Meanwhile, they imported
named entity recognition, which improved spatial accuracy
and training accuracy, confirming this method’s good per-
formance [14]. Li et al. proposed a KG update specific task
for meta learning with few shots. This method adapted to
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FIGURE 1. Open domain generative dialogue system.

new tasks, avoided overfitting, and improved computational
efficiency, confirming that this method’s advantages were
relatively obvious [15].

In summary, significant achievements have been made in
GDS and KG. However, in obtaining the current conversation
information, GDS cannot guarantee the timeliness and accu-
racy. Meanwhile, GDS is difficult to determine personalized
recommendations for dialogue content in a targeted manner.
Therefore, an open domain GDS integrating KG is designed.
For the generative algorithm in the system, based on Seq2Seq,
the experiment innovatively replaces the original GRU unit
with bidirectional GRU to obtain past and future dialogue
context information.

III. AN OPEN DOMAIN GENERATIVE DIALOGUE SYSTEM
BASED ON KG-IGD
The performance and advantages and disadvantages of open
domain GDS are introduced, and an open domain GDS is
built, with the selection of integrating KG to enrich the gener-
ated content. Meanwhile, the baseline model Seq2Seq of the
encoder-decoder structure is introduced, and a new algorithm
KG-IGD is improved by combining bidirectional GRU.

A. AN OPEN DOMAIN GENERATIVE DIALOGUE SYSTEM
THAT INTEGRATES KNOWLEDGE GRAPHS
Open domain GDS refers to a dialogue system for
non-specific fields or industries, which can engage in free
dialogue with users without being limited by knowledge
and rules of specific fields or industries. Open domain GDS
requires a wider range of language comprehension and gen-
eration capabilities to have natural and smooth conversations
with users. Open domain GDS needs to handle a wider
range of language phenomena and user behavior, as well as
more complex natural language understanding and generation
tasks [16]. Figure 1 shows the open domain GDS.

In Figure 1, the words spoken by the user are converted
into text through automatic speech recognition and enter the
dialogue system. After semantic understanding and dialogue
decision-making in the dialogue system, the specified content

service is called and the text contentsare output. These con-
tents are then converted from text to speech and returned to
the user on the client. The dialogue system provides accurate
answers directly based on the user’s questions, which is a
process of information retrieval. A knowledge base needs
to be prepared in advance, which can include one or more
domains. When a user asks a question, the knowledge base
will find semantically matched answers from the knowledge
base based on the sentences the user asks. To ensure the
diversity of generated content and improve the knowledge
utilization of replies, an AIGDS combined with an external
knowledge base is built. The decoder can select knowledge
that is more suitable for the current conversation content,
avoiding noise generated by knowledge unrelated to the cur-
rent conversation content. To ensure that the dialogue system
has a massive external knowledge base, a generative dialogue
model and KG fusion are designed. The basic storage form of
KG is a triplet of entities, relationships, and entities. The KG
construction method involves summarizing and organizing
entities, forming underlying concepts, and gradually abstract-
ing them upwards to form upper level concepts [17]. The
research needs to construct a dialogue KG for use, as shown
in Figure 2.

In Figure 2, conversation data are collected, and the text
data are determined. These dataare manually annotated as
training data. The remaining data are used as test data.
Subsequently, the untrained deep learning extractor com-
pletes training under the training model, and triplet data are
obtained, thereby constructing a dialogue KG. KG stores a
large amount of world knowledge in a structured manner,
including entities, concepts, attributes, and their relation-
ships. By accessing KG, this dialogue system can utilize this
information to generate richer and more accurate answers,
making the dialogue content more profound and extensive.
Meanwhile, KG can help dialogue systems better under-
stand user queries and intentions, especially when dealing
with complex queries or specific domain problems. This
system can utilize the information in KG to gain a deeper
semantic understanding of user input, thereby providingmore
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FIGURE 2. Process of building dialogue KG.

FIGURE 3. Named entity recognition process.

accurate responses. Generally, KG can store information
about user preferences, historical interactions, etc., enabling
dialogue systems to provide a more personalized dialogue
experience. By analyzing the interaction between users and
the system, this system can learn about their interests and
needs, and then use the KG information to provide cus-
tomized answers. Building a dialogue data KG is constantly
updated and iterated, each iteration involving knowledge
extracting, fusing, and processing techniques. A key issue in
information extraction is how to automatically extract infor-
mation from heterogeneous data sources to obtain candidate
knowledge units. Knowledge extracting is a technology that
automatically extracts structured information such as entities,
relationships, and entity attributes from structured, semi-
structured, and unstructured data [18]. Figure 3 shows the
named entity recognition process.

In Figure 3, after preprocessing the data source with word
segmentation and part of speech tagging, a model and method
are selected, and the recognition results are analyzed based on
evaluation criteria. The results of information extraction may
own redundant and erroneous information. There is a lack
of hierarchy and logic between data, resulting in flattening.
Therefore, it should clean up and integrate the results. Knowl-
edge fusing mainly includes entity linking and knowledge
merging. After information extracting, knowledge elements
such as entities, relationships, and attributes can be obtained
from the original corpus. Through knowledge fusing, the
ambiguity between entity referents and entity objects can be
eliminated, resulting in a series of basic factual expressions.

Nevertheless, facts do not equal knowledge. It also needs to
go through the knowledge processing to obtain a structured
and networked knowledge system [19].

B. OPEN DOMAIN GENERATIVE DIALOGUE ALGORITHM
BASED ON BIDIRECTIONAL GRU
After building an open domain generative system, an AI gen-
erative dialogue algorithm is designed. Considering that the
algorithm needs to reduce the size of the question answering
system, it should ensure that this model achieves timeliness
and accuracy in obtaining the current dialogue information.
Meanwhile, personalized content recommendations need to
be provided to users. Seq2Seq is a deep learning architecture
primarily designed to handle tasks where both input and
output are variable length sequences. For example, it can
handle natural languages such as machine translating, text
summarizing, speech recognition to text conversion, and chat-
bot conversations. The core idea of Seq2Seq is to use an
encoder decoder structure. Encoder encodes the entire input
sequence of dialogue context and other personalized informa-
tion and outputs a fixed length vector. The decoder decodes
the semantic vector output, integrates key information and
dialogue context as response content, and outputs the gen-
erated response sequence y. Its advantage is that there is no
need to establish rules and it utilizes self-directed learning
to generate new text. However, the response content of this
method is uncontrollable. Sometimes grammar errors may
occur and there are many universal responses, resulting in
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FIGURE 4. Seq2Seq model combining attention mechanism.

low diversity and relevance of generated content [20]. The
study selects Seq2Seq Model Combining Attention Mecha-
nism (S2SA) that combines attentionmechanisms in Figure 4.

In Figure 4, GRU is updated based on historical time
state and input to predict continuous values that change
over time. Due to the short training time and strong noise
resistance of GRU, which can effectively capture seman-
tic associations between long sequences, GRU is chosen as
the encoding structure. Attention mechanism can mimic the
human visual and cognitive system, allowing Neural Net-
work (NN) to concentrate relevant parts when processing
input data. Conmbingthis method, NN can automatically
learn and selectively concentrate important information in
the input, improving the model’s generalization ability.
In Seq2Seq, attention mechanisms are typically integrated
into the decoder to address the issues encountered by the
original Seq2Seqwhen processing long input sequences. That
is, the decoder can only rely on a fixed length context vector
output by the encoder when generating each output element.
This may not fully capture all the important information of
the input sequence. After adding an attention mechanism
on the decoder side, the decoder can dynamically focus on
different parts of the input sequence when generating each
output word. The decoder can calculate a weight distribution
at each step of the generation based on the current generated
state and previous contextual information. This distribution
represents attention to the positions of the input column. The
decoder can recombine all hidden states of the encoder in
real-time based on these weights, thereby obtaining a more
flexible and targeted context vector for the current generation
step [21], [22].

The ability of general sequence models to access contex-
tual information only applies to past moments. If this ability
is extended to future moments, it will improve model per-
formance. Therefore, this study introduces BRNN, namely,
improving the model with bidirectional GRU. BRNN can
deal with input data in both two directions and is applied
to natural language processing tasks. Moreover, BRNN can

acquire contextual dependencies in input data by taking past
and future contexts into account [23]. BRNN has two inde-
pendent RNNs that deal with input data in two directions.
These RNNs’ outputs are combined together to produce the
final output. BRNN adds a hidden layer for reverse informa-
tion transmission to handle such information more flexibly.
Figure 5 shows the architecture of BRNN.

In Figure 5, in general, the forward input passes through the
hidden layer and then outputs, followed by downward prop-
agation. In the opposite direction, these two work together to
output results. An encoder decoder NN structure composed
of BRNN is improved to meet the requirement of different
input and output sequence lengths, enabling the conversion
from one sequence to another. The forward propagation layer
calculates all values from time 1 to time t and obtains each
forward output. The forward hidden state is represented by
equation (1).

ht = f (w1xt + w2ht−1) (1)

The back propagation layer calculates everything in reverse
from t to 1. The reverse hidden state is represented by
equation (2).

h′
t = f

(
w3xt + w5h′

t+1
)

(2)

The output state is represented by equation (3).

ot = g
(
w4ht + w6h′

t
)

(3)

C. KG-IGD GENERATIVE DIALOGUE SYSTEM
Based on S2SA, two modules are added, namely dialogue
scenes and user information. These methods do not effec-
tively limit the search scope of the question answering
system. Therefore, this study introduces dialogue scenario
information to narrow down the search scope and determine
the dialogue content in a targeted manner. Meanwhile, this
model does not fully understand the emotional expression
of user discourse, resulting in the generated response not
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FIGURE 5. BRNN architecture.

meeting the true needs of the customer. Therefore, this study
proposes a KG-IGD to generate an external knowledge base.
During the KG-IGD testing, external knowledge base (K),
dialogue scenario (ST), target sequence (G), dialogue context
(X), and user information (UP)are input into the Feed forward
Neural Network (FNN). During the training phase, these five
types of data and corresponding sample data Y are input [24].
Six types of data are input into FNN, and the final output is
encoded. The schematic diagram of the KG-IGD algorithm
structure is shown in Figure 6.

In Figure 6, KG-IGD selects 5 encoders and completes
fusion and normalization processing after encoding. In the
encoding of KG-IGD, the update of the hidden layer ht at
each time step is represented by equation (4).

ht = f (ht−1, xt) (4)

In equation (4), f is a nonlinear activation function. The
Softmax function is commonly used in the output layer of
multi-classification problems, which can convert the output
values into probability distributions and improve the model
learning ability and performance. In the encoder, the model
encodes a sequence of variable length input from the outside,
then outputs a vector of fixed length, and then performs
nonlinear transformation on the vector. The hidden state of
each hidden layer ultimately becomes a semantic vector C ,
represented by equation (5).

C = ϕ (h1, h2, · · · , ht) (5)

In equation (5), ϕ refers to the operation on the hidden
state vector. t is the quantity of input sequences. In the
decoding of KG-IGD, regardless of whether the same NN as
the encoding stage is used or not, the next output is generated
after decoding through C and output sequence, represented
by equation (6).

ht = f (C, yt−1, ht−1) (6)

The output sequence is represented by equation (7).

P (yt |y1, y2, · · · , yt−1,C ) = g (C, yt−1, ht) (7)

Under complete training samples, to achieve statistical
consistency, KG-IGDmaximizes the current probability, rep-
resented by equation (8).

P (y |x ) =

∏
t=1P (yt |y1 , y2, · · · , yt−1, x) (8)

Considering that the result obtained from equation (8)
may be smaller than the minimum value that can be repre-
sented, the logarithmic likelihood of the function is optimized
through maximum likelihood, represented by equation (9).

max
1
N

∑
N
n=1 log p (yn |xn ) (9)

When decoding each y, if the current decoding sequence
length matches the specified decoding, or if there is a speci-
fied special ending character in the decoding, the decoding of
the current conversation is terminated [25]. By inputting the
vector obtained after decoding into the Softmax function, the
currently decoded word’s true probability distribution can be
determined. Comparedwith all values, the highest probability
value is the y obtained through decoding [26]. KG-IGD has
5 encoders, 1 knowledge selector, and 2 decoders. Figure 7
shows the principle of internal feedback.

In Figure 7, the model is equipped with three loss func-
tions: Bag ofWords (BOW),Negative Log Likelihood (NLL),
and Kullback Leibler Divergence (KLDiv). To ensure the
accuracy of sampling knowledge ki, the BOW loss function
utilizes the representation of the correlation between the tar-
get answer and the mandatory knowledge [27]. It is used to
capture the more subtle semantic relationship between the
target response and knowledge and to measure the difference
between the model’s output and the target output. The BOW
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FIGURE 6. Schematic diagram of KG-IGD algorithm structure.

loss function is represented by equation (10).

LBOW (θ) = −
1
m

∑
m
t=1 log pθ (yt |ki ) (10)

The BOW loss function allows the model to focus more
on content generation during learning by relaxing the precise
matching requirements at the position, thereby improving the
diversity and quality of generated text. NLL Loss is used to
determine the system generated and actual responses’ differ-
ence, directly related to the probability distribution of the
generated text. NLL Loss is generally used in conjunction
with Softmax layers. This combination often appears in text
generation classification tasks. During training, the model
parameters are updated using the gradient descent algorithm
to minimize NLL loss [28]. By minimizing NLL Loss, the
generated text sequence is more in line with the distribution
of real data, thereby improving the ability of the generative
language model to generate reasonable text sequences. The
relationship of NLL Loss is represented by equation (11).

LNLL (θ) = −
1
m

∑
m
t=1 log pθ (yt |y < t, x, ki ) (11)

KLDivLoss can be used to measure the data generated
by the generator and the real data’s difference. This helps
to reduce pattern collapse and improve the richness of gen-
erated content. By minimizing KLDivLoss, the generator
can generate samples that are closer to real data and better
match the generation path of the target distribution, thereby
increasing the diversity of answers. The posterior knowledge
distribution p (ki |x, y, gc ) is represented by equation (12).

p (ki |x, y, gc ) =
exp (ki ·MLP ([x; y; gc]))∑ N
j=1 exp

(
kj ·MLP ([x; y; gc])

) (12)

In equation (12), the prior knowledge distribution
p (ki |x, gc ) is represented by equation (13).

p (ki |x, gc ) =
exp (ki ·MLP ([x; gc]))∑ N
j=1 exp

(
kj ·MLP ([x; gc])

) (13)

The relationship of KLDivLoss is represented by
equation (14).

LKL (θ) =
1
N

∑
N
i=1p (ki |x, y, gc ) log

p (ki |x, y, gc )
p (ki |x, gc )

(14)

The final loss function is represented by equation (15).

L (θ) = α · LKL (θ) + α · LNLL (θ) + LBOW (θ) (15)

In equation (15), α is a trainable parameter.

IV. RESULT ANALYSIS OF AN OPEN DOMAIN
GENERATIVE DIALOGUE SYSTEM BASED ON KG-IGD
Performance testing of generative dialogue KG-IGD was
conducted, and performance results were compared with
different models based on different evaluation indicators.
Meanwhile, the KG-IGD improved system’s practicality was
verified from the actual test results.

A. PERFORMANCE TESTING OF GENERATIVE DIALOGUE
KG-IGD
The study aims to evaluate the performance of an open
domain generative dialogue system based on the KG-IGD
algorithm and verify its practicality in practical applica-
tions. The experimental design mainly includes steps such
as dataset preparation, model training, performance testing
and comparison, as well as practical application analysis.
The selected datasets for the study are DuRecDials [29] and
Wizard ofWikipedia [30]. Both are designed for open domain
dialogue systems, aimingat enabling dialogue systems to gen-
erate rich and informative dialogues using the information
contained within them. The dataset was divided into 80%
for training, 10% for testing, and 10% for validation. Table 1
presents the experimental hardware environment parameters.

The research set batch size to 1, embedding size to 300,
learning rate to 0.0005, objective function to Adam, pre-
training iteration to 5, iteration to 100, dropout to 0.3. The
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FIGURE 7. Internal schematic diagram.

TABLE 1. Experimental hardware environment parameters.

evaluation indicators are: Hits@1, Hits@3, F1, and Bilingual
Evaluation Understudy (BLEU2). The indicator for evalu-
ating language models is Perplexity (PPL), and Knowledge
P/R/F1 evaluates the model’s ability to select knowledge.
Among them, Hits@1 and Hits@3 are commonly used indi-
cators in knowledge graphs, and F1 can clearly reflect the
correctness and accuracy of the model. BLEU2 measures the
accuracy of word level machine translation and the fluency of
sentences. PPL is a commonly used indicator to measure the
quality of language models. Knowledge P/R/F1 is the appli-
cation of Precision, Recall, and F1 measurement methods
to evaluate the quality of knowledge in a knowledge graph.
DIST-2 is used to measure the diversity of generated text.
To verify KG-IGD, research was conducted on training KG-
IGD. Figure 8 shows the accuracy and loss curves obtained.

In Figure 8 (a), the average accuracy of KG-IGD on the
training set and test set was 96.45% and 83.16%. The fluc-
tuation range of the variation curve was large, considering
the presence of noise in the selected dataset. In Figure 8 (b),
after the convergence of the loss curves for the training and

testing sets, the KG-IGD losses were 0.03 and 0.07, respec-
tively. In the first 20 iterations, the loss curve showed a rapid
downward trend and exhibited severe fluctuations. To obtain
more accurate results, KG-IGD underwent iterative training
with epoch = 300. Figure 9 shows the accuracy, loss values,
and PPL in two datasets.

In Figure 9 (a), as the iteration increased, the accuracy
gradually increased, and the average values of the training
and validation sets were 98.66% and 87.34%, respectively.
This indicated that this improved model improved perfor-
mance and had certain effectiveness. In Figure 9 (b), the
loss value gradually decreased with the increasing iteration.
The loss values for the training set and validation set were
0.01 and 0.10. This improved model reduced performance
loss and improved the efficiency of generating dialogue.
In Figure 9 (c), the gradual decrease in PPL indicated this
improved model’s feasibility, gradually converging at itera-
tion 90. Then the evaluation index results of different models
Seq2Seq, S2SA, and KG-S2SA were compared in Figure 10.

In Figure 10 (a), the Hits@1 and Hits@3 of KG-IGD were
the highest, with values of 14.46% and 39.97%, respectively,
indicating the improved model’s better performance. Com-
pared with the Seq2Seq model, the KG-IGD model Hits@1
and Hits@3 The indicators have increased by 7.71% and
15.45% respectively. The F1 of the KG-IGD model is the
highest, at 37.20%, which is 13.25% higher than the Seq2Seq
model. KG-S2SA is Seq2Seq that integrates KG and con-
tains attention mechanisms. Hits@1 and Hits@3 of KG-IGD
increased by 0.09% and 0.25%, respectively. KG-IGD had
the minimum PPL of 17.62, indicating that the response
content generated by this model had a high probability of
matching sentences. The Seq2Seq model has the highest PPL
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TABLE 2. Comparison of text results generated by different systems.

FIGURE 8. Changes in accuracy and loss results of KG-IGD.

FIGURE 9. Accuracy, loss value, and PPL comparison of KG-IGD.

of 27.33, while the KG-IGD model has a 35.53% decrease in
PPL in comparison. In Figure 10 (b), the Knowledge P/R/F1

of KG-IGD was the highest, with values of 0.408, 0.387,
and 0.397, respectively, indicating that this model had the
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FIGURE 10. Comparison of indicator results of different models.

FIGURE 11. Comparison of experimental results on datasets of different
sizes.

best utilization of knowledge. The DIST-2 of the Seq2Seq
model is the smallest, at 0.011.The DIST-2 index of KG-
S2SA and KG-IGD was the highest, both of which were
0.052, indicating that the response content generated by the
twomodels was more diverse. The reason is that both the KG-
S2SA model and the KG-IGD model integrate knowledge
graphs, which can utilize more contextual information and
knowledge nodes while generating dialogues. The BLEU2
of KG-IGD was 0.220, indicating that this model had more
high-quality responses and better met personalized recom-
mendations.

B. APPLICATION ANALYSIS OF OPEN DOMAIN
GENERATIVE DIALOGUE SYSTEM BASED ON KG-IGD
Under the same experimental environment, KG-IGD was
iteratively trained with epoch = 30 on datasets of different
sizes of 10W, 30W, 50W, and 250W. The 10W size dataset
is called Daily Dialogue, which is a high-quality multi-
disciplinary dialogue dataset that includes various topics in
daily conversations. The 30W dataset is Persona Chat, which
contains high-quality datasets for personalized conversations
between characters. The 50W dataset is Twitter Dialogue
Corpus, which is dialogue data collected from the Twitter

platform and contains a large amount of real social media
conversations. The 250W dataset is the Reddit Large Scale
Dataset, which is a large-scale conversation data collected
on the Reddit platform and includes various topics and dis-
cussions. Figure 11 shows the training duration, generated
conversations, and F1 value of the test set obtained by the
system.

In Figure 11, as the data increased, the F1 value of the test
set for KG-IGD gradually increased, resulting in an increase
in generated dialogues, while the proportion of training dura-
tion growth remained at 1.2 times. On the 250W dataset, the
F1 value of the KG-IGD test set was 96.18%, indicating this
system’s good performance. When training in small datasets,
the shorter the training time, the lower the cost of manual
annotation. The iterative ability of the model was signifi-
cantly improved. The study analyzed whether the generated
dialogues affected the system’s generation performance in
Figure 12.

In Figure 12 (a), as the generate quantity increased, the
improved system’s accuracy did not differ significantly, indi-
cating stability and reliability. When the generate quantity
was 0, the improved system improved Hits@1 and Hits@3,
with both increased by 7.63% and 9.01%, respectively.
In Figure 12 (b), as the generate quantity increased, the
BLEU2 and DIST-2 result curves first increased and then
decreased, indicating the diversity increase of the system
generated content. However, excessive generation may result
in irrelevant noise, leading to a decrease in metric results and
affecting performance. To analyze the practicality, different
algorithms chose a single round dialoguemode and compared
the final response text generated in Table 2.

In Table 2, different models had vary ingdialogue
responses based on dialogue input. The response of the
baseline model Seq2Seq was relatively simple. However,
S2SA’s response only affirmed the repeatability of the input
content, which was relatively standardized. In contrast, KG-
IGD’s responses were more diverse, and responses to good
weather were tailored to user habits, significantly improving
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FIGURE 12. Generate quantity comparison.

TABLE 3. Comparison of user experience scores for different models.

personalized recommendations. This indicated that this
improved model incorporating an external knowledge base
increased the richness of vocabulary and reference informa-
tion. The study randomly selected 300 users aged 18-45 to test
the design system. Table 3 shows the user experience ratings
for generating replies.

In Table 3, the security, diversity, relevance, and fluency
of this improved system were all at their highest values,
indicating good performance in the test application. The secu-
rity and diversity of this improved system were 0.80 and
0.82, respectively, indicating that in GDS, users paid more
attention to privacy regarding Q&A content. Because the
more dialogue content there is, the more personal informa-
tion data the design user has. The correlation and fluency
of this improved system were 1.44 and 1.56, respectively,
indicating that this improved algorithm obviously improved
performance and users were more satisfied with the increase
in system efficiency.

V. CONCLUSION
As a popular natural language processing task, dialogue sys-
tems have broad application prospects in real life. In order to
ensure the diversity of responses generated by the dialogue
system, research is being conducted on building an open
domain generative system, combined with KG’s improved
generative dialogue algorithm to enhance the richness of dia-
logue content. Simultaneously selecting bidirectional GRU
to improve the Seq2Seq model ensures higher fluency and
accuracy. The results indicate that when the generation

quantity is 0, the improved system’s Hits@1 and Hits@3
Both showed significant improvements, with increases of
7.63% and 9.01% respectively. The F1 of the KG-IGDmodel
is 37.20%, and the PPL is 17.62. Compared with the Seq2Seq
model, the PPL of the KG-IGD model has decreased by
35.53%. The Knowledge P/R/F1 index of the KG-IGDmodel
is the highest, with values of 0.408, 0.387, and 0.397, respec-
tively. The DIST-2 and BLEU2 indicators of the KG-IGD
model are 0.052 and 0.220, respectively. The response con-
tent generated by this improved algorithm was more diverse
and met personalized recommendations, making it feasible
and effective in GDS. The user’s ratings for the security and
diversity of the improved system are 0.80 and 0.82, respec-
tively. Users pay more attention to the privacy protection
of the system and the diversity of generated content. This
indicates its applicability in practical intelligent dialogue sce-
narios, such as enhancing user interaction experience in smart
home appliance control, personal health management, and
life service robots. The proposed method has good scalability
and stability, which is of great reference value for generative
dialogue systemswhen dealingwith large-scale datasets. This
method generates rich dialogue content, which to some extent
enhances the user interaction experience. However, the study
does not provide a detailed analysis of dialogue generation
applications in real-life scenarios. Future experiments can
delve into data privacy issues related to smart home appliance
control or user personal health management.
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