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ABSTRACT The rapid development of the internet and smartphones has enabled people to access numerous
information systems and large volumes of data. User profiling technology can meet the dual challenge
of analyzing user characteristics, interests, or preferences and recommending corresponding resources.
Nevertheless, the insufficiency and isolation of data in traditional information systems limit the effect of
user profiling, and social networks can compensate for this deficiency. With massive quantities of data
in text, images, videos, and relationships in social networks, user profiling can achieve highly accurate
analytical results. This review comprehensively discusses user profiling for social networks, defines its
criteria, and expounds on the entire process, from data collection to the profiling model and performance
evaluation. It includes various models with advantages and disadvantages and corresponding application
scenarios. Additionally, considering that technology serves humans, this review provides users with multiple
applications in the industry for user profiling based on social networks. Furthermore, it discusses the ethical
and legal issues associated with user profiling. Finally, this review highlights possible future research
directions in this field. Overall, this review can help researchers enhance their understanding of the current
state of research in the field of user profiling and gain ideas for further study.

INDEX TERMS Recommendation system, social network, user modeling, user profiling.

I. INTRODUCTION
The rapid development of information and communication
technology has resulted in an urgent need for personalized
information that can be fulfilled by predicting user profiles
such as demographic data, personalities, and preferences,
which can help match appropriate resources to particu-
lar users [1], [2]. To achieve this goal, user profiling can
be used to predict different user profiles, such as gender,
age, personality, and interest, based on user posts, behav-
iors, and relationships [3]. User profiling has been widely
used in various scenarios including session-based recom-
mendations [4], online learning [5], location analysis [6],
community question-answering systems [7], contribution
adaptation [8], and mental state recognition [9].
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The data sources used in user profiling have evolved over
time. Early user profiling used the operator records of infor-
mation systems. For example, Hong et al. [10] used job
seeker information in a recruitment system to provide job
recommendations. Jomsri [11] proposed obtaining data from
the borrowing records of a library-lending system. These data
were obtained only from isolated information systems, and
could not be shared with others. With the rapid development
of smartphones and the internet, internet-based information
systems now offer abundant data, including Wi-Fi device
logs [12], user–mobile application interactions [13], and
application server logs [14]. Because such data often come
directly from users, the data acquisition approach has become
increasingly challenging because users are less willing to
share private information publicly [15].

Social networks are advantageous as user profiling data
sources. Today, users frequently post text, photos, and videos
on social networks, such as Twitter, Facebook, Instagram,
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and TikTok. Simultaneously, the users establish different
relationships. This abundant data provides excellent support
for user profiling [16]. Biswas et al. [9] predicted user per-
sonalities based on Twitter content and text. Stefanovič and
Ramanauskaitė [17] used users’ Instagram photos to make
travel recommendations. Gomez et al. [18] identified the age
and sex of users by using multilingual datasets collected from
Twitter and Pinterest. Nagar et al. [19] detected hate speech
based on text in social networks. Dehshibi et al. [20] predicted
five basic prototypical user requirements using Instagram
images.

Subsequent research will benefit significantly from sum-
marizing the research results and elaborating on the tech-
nologies used in user profiling based on social networks.
Several reviews have already been published in this field.
Kanwal et al. [21] focused on text-based recommendations,
including news research articles, e-books, and personal blogs,
in which text information can be used for user analysis
and targeted recommendations. Eke et al. [15] reviewed
user profiling research application scenarios, defined user
profiling classifications, and explained standard models and
techniques. Piao and Breslin [22] stated user profiling based
on microblogging, which can be used to infer user interests.
However, there are research gaps in the above studies. Some
studies should narrow their scope and focus on specific areas
like social networks. Some research data sources are lim-
ited to text and need to consider richer data sources such
as images, videos, location, and relationships. Most studies
require a detailed description of the model algorithm, which
could be more conducive to understanding and applying the
model.

Based on the above, the research questions of this review
are as follows:

• What are the findings of the study, how is the industry
utilizing these findings, and where might future research
in social-network-based user profiling go?

• Which technologies have been used at each stage of
user profiling, and what is their specific operation
mechanism?

• How can the effectiveness of a social-network-based
user profiling model be assessed, and what are the eth-
ical and legal aspects of user profiling based on social
networks?

The research objectives correspond to the above research
questions and are as follows:

• To obtain research works, explore industrial applica-
tions, and discuss potential research directions in social
network-based user profiling to lay the groundwork for
future research.

• To describe which technologies are currently in use and
how they function at each step of the user-profiling
model.

• To compile evaluation indicators using the social
network-based user profiling approach, and discuss the
ethical and legal issues of user profiling.

Compared to previous research, this review focuses on
user profiling based on social networks, involves various data
sources, explains each process phase, and discusses poten-
tial research directions. So, this review makes the following
contributions:

• We discuss definitions and criteria for user profiling and
social networks.

• We highlight the processing stages of user profiling
based on social networks in typical application scenar-
ios and elaborate on each algorithm in the computing
model.

• We introduce various industrial applications of user pro-
filing based on social networks and discuss the ethical
and legal issues from a human-centered perspective.

• We discuss the potential research direction in the field of
user profiling based on social networks for subsequent
research.

The remainder of this paper is organized as follows:
Section II states the methodology of this review. Section III
presents the study background. Section IV describes the
primary processing phases: data collection, preprocessing,
feature extraction, modeling technologies, and performance
evaluation. Section V displays the industrial applications.
Section VI discusses the ethical and legal aspects of this study
area. Section VII provides the future research directions.
Finally, Section VIII concludes the paper.

II. METHODOLOGY
A. PAPER SEARCH
This study conducts a literature review by searching well-
known databases, such as Web of Science, Scopus, ACM,
IEEE, Wiley, ScienceDirect, SpringerLink, and Google
Scholar, using the following keywords and their synonyms:
‘‘user profiling,’’ ‘‘user modeling,’’ ‘‘social network,’’ and
‘‘recommendation system.’’ The following criteria were used
for the selection of papers:

• We mainly consider publications within the last ten
years.

• We considered only papers published in English.
• We considered only those studies whose research area
was user profiling.

• We selected only those studies whose primary data
sources came from social networks.

• We also selected studies relevant to the research question
stated earlier.

After screening based on the above criteria, 168 papers
related to this studywere selected. Table 1 shows the collected
papers, including journal articles, conference proceedings,
book sections, and review articles, along with their respective
numbers.

Fig. 1 presents a histogram of the number of papers
published annually. According to the data, out of all the
papers, 85.7% have been published in the past 7 years. The
year 2023 had the highest number of published papers, with
26 papers, closely followed by 2022 and 2021, with 25 and
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TABLE 1. Types and number of papers after searching and screening.

24 papers, respectively. Several studies have been published
since 2015, while before 2015, only seven papers had been
published.

FIGURE 1. Number of papers published yearly.

Fig. 2 presents a histogram that indicates the number of
papers published by each publisher. According to the his-
togram, IEEE published the most papers, with 38 papers,
followed by Springer, ACM, and Elsevier, which published
37, 19, and 15 papers, respectively. The top nine publishers
were responsible for most of the published papers, accounting
for 78%. However, the remaining publishers accounted for
only 22% of the total number of papers.

FIGURE 2. Number of papers published by each publisher.

B. DATA COLLECTION AND ORGANIZATION
After obtaining the relevant papers, we conducted a thorough
analysis and summarized some particular contents, which are
further discussed in subsequent sections.

• User profiling is widely used in many industries and has
significant value for humans.

• User profiling studies utilize various models and tech-
niques, covering data collection, data preprocessing,
feature extraction, and user models. Each model has its
advantages and disadvantages.

• The models used in the studies require specific evalua-
tion methods and indicators to evaluate performance.

• Ethical and legal issues need to be faced in the studies.
• There are potential future research directions in the
studies.

III. BACKGROUNDS
Several researchers have defined the concept of user profiles.
Ouaftouh et al. [23] defined a user profile as a series of
structured data that describe the interaction context between
a user and a particular system. A user profile can represent
the preferences or interests of a single user or group of users,
including demographic statistics such as name, gender, age,
interests, personal keywords, domain knowledge, and prefer-
ences. Liu et al. [24] stated that user profiling can reflect user
interest, preferences, and habits. A personalized ontology can
provide an effective solution for user profiles, and user intent
in a web search may identify a user’s interest in a query
in a user ontology. Alaoui et al. [25] stated that each user
is personalized and looks for the appropriate and relevant
information they need. User profiles offer unique information
that can clarify user needs and predict their tendencies. This
information can be used to understand the user to the greatest
extent possible, and to serve the user better.

A user profile can be represented by a triplet (u,P, v),
where u represents a user, P is an item, and v is the attribute
value of the user for an item. These triplets are often stored as
rating matrices Rm×n, as listed in Table 2, where m represents
the number of users, and n represents the number of items.
For each user u, the value v for each item P is provided by
the user or predicted from their interaction data [26]. User
profiling is an approach for inferring an unknown attribute v
using various methods.

TABLE 2. Mathematical representation of user profiling. (A Rm×n matrix
represents a user profile, where u represents a user, P represents an item,
and v represents a user’s profile value for an item.)

User profiling has several categories. Based on the time
dimension, it can be classified as either static or dynamic
based on the time dimension. Static profiling remains
unchanged or changes slowly over time, depending on factors
such as sex and age. By contrast, dynamic profiling, such
as preferences and interests, changes more frequently [15].
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Among the dynamic user profiles, long- and short-term pro-
files are subcategories. Long-term profiles are extracted from
a prolonged period in the user history, whereas short-term
profiles are based on a short interval period [27].
According to the data acquisition, user profiling can be

classified as explicit, implicit, or hybrid. Explicit data, such
as user search queries and ratings from social networks, are
observed more efficiently [28]. Although this method is often
more direct and accurate than other methods, it is limited by
people’s reluctance to provide data [29]. Implicit data are not
directly available, but can be inferred from a specified source.
Learning from implicit data generated from large-scale user
conversation histories can be effective in personalized chatbot
applications [30]. Hybrid data has the advantages of both
explicit and implicit methods. A hybrid approach can achieve
good results in the user’s reading behavior analysis [31].

User profiling can be divided into demographic, psycho-
graphic, and wellness profiles, based on profile attributes.
Demographic profiles included age, sex, race, city, country,
and occupation. Psychographic profiling contains individual
psychological states such as behavior, interests, preferences,
attitudes, and emotions. Wellness profiling includes per-
sonal health attributes such as body mass index and disease
propensity [32].
Social networking services provide space for users to

interact face-to-face. Internet-mediated user interactions con-
nect various members and may contribute to creating,
maintaining, and developing new social and working rela-
tionships [26]. Moreover, social networks can help collect
data generated by users on the internet [33]. With the mas-
sive volumes of data, user profiling has become increasingly
effective. Twitter users can keep up with the latest devel-
opments and news on various topics of interest through the
accounts they follow [34]. Social networks influence educa-
tion through online learning [35]. In addition to their large
scale, social network data types, including text, relationships,
images, sounds, and videos, are more abundant than tradi-
tional data sources [32].
The meanings of the acronyms used in this study are listed

in Table 3.

IV. PROCESS PHASES OF USER PROFILING
This section reviews the processing of the user profiling
phases required to obtain user profiles. These processing
phases and data mining are conducted to generate user pro-
files representing user attributes, interests, and preferences,
thereby enabling users to make predictions and recommen-
dations. In general, user profiling comprises five phases:
data collection, preprocessing, feature extraction, modeling,
and performance evaluation [15]. These phases are explained
below and presented in Fig. 3.

A. DATA COLLECTION
The data collection phase primarily involves collecting
datasets from isolated information systems, internet-related
systems, and social networks. Table 4 presents these data.

TABLE 3. Acronyms and definitions.

FIGURE 3. Processing phases of user profiling.

TABLE 4. Data sources.

Most of the early data were obtained from isolated infor-
mation systems. The operator information left by users can
be used for user profiling. Jomsri [11] proposed a model
to extract data from a library lending database, whose loan
records included book identity, book name, book type, author
name, user identity, barcodes, user type, date borrowed, and

VOLUME 12, 2024 122645



W. Wu et al.: Review of User Profiling Based on Social Networks

date returned. Hong et al. [10] proposed a career recom-
mendation system that updates user profiles based on a
recruitment system’s job action and position in user history.
Guo et al. [36] developed a resume-matching system that
matches job seekers’ qualifications with the needs of job
posts.

In the internet era, people visit various websites when they
perform different operations or leave behavior traces, and
application server logs record this content. Hence, application
server logs are an essential source of user profiling data.
Mobasher [37] proposed extracting user behavior data from
server data. Suchacka and Iwański [14] described sessions
based on the statistical characteristics of server logs as a data
source for new robot detection methods. With the widespread
use of smartphones, user profiling has come to support vari-
ous behavior records of mobile phone users. Amoretti et al.
[13] proposed using a smartphone application to collect user
data, including historical user operations and environmental
data collected by the phone. Wi-Fi is often used to access the
internet. Wi-Fi logs record several user behaviors and prefer-
ences, making it possible to perform user profiling. Fan et al.
[12] proposed using data from Wi-Fi devices to predict user
preferences. Kanwal et al. [21] listed texts that can be used for
user profiling on the internet, such as news, e-books, personal
blogs, and user reviews. Ma et al. [30] proposed a method to
automatically learn implicit user information from large-scale
user conversation history.

With the rise of social networks, people have accumulated
many posts and social relations, as well as a large amount of
content. Rich data on social networks provides excellent sup-
port for user profiling. Piao and Breslin [22] listed the most
commonly used social networking platforms for user profil-
ing such as Twitter, Facebook, and LinkedIn. Due to Twitter’s
openness to data, many studies have used Twitter content.
For example, Alhozaimi and Almishari [38] collected data
from tweets on Twitter in Saudi Arabia covering four popular
categories: politics, economics, entertainment, and sports.
Approximately 14,000 tweets were collected using Twitter
API. Biswas et al. [9] used Twitter images and text as data
sources to predict a user personality. Nagar et al. [19] pre-
dicted hate speech based on Twitter user data. Gomez et al.
[18] used Twitter and Pinterest content to identify users’
age and gender. As Facebook has numerous users and data,
many studies have used it as a data source. Pereira et al.
[35] designed the BROAD-RSI educational recommendation
system. When a user uses Facebook, the system authorizes
access to information files. The system then reads user pro-
files, friend lists, favorite pages, posts, and groups. It can
parse information including educational interests, access time
preferences, language, media, and personal data. With mas-
sive amounts of rich data that are much larger than the data
in a single isolated system and involve various types of user
information, user profiling can achieve more accurate results
than traditional datasets. Ostendorf et al. [39] combined
social networks with conventional data-collection methods.
They used volunteer data from Facebook and questionnaire

survey data to obtain richer data sources. As a social net-
working site that focuses on photo sharing, Instagram has
abundant photos. Therefore, several studies have used it
as a data source. Stefanovič and Ramanauskaitė [17] used
Instagram photos to make travel recommendations, whereas
Dehshibi et al. [20] used photos on the platform to predict
prototypical user requirements.

B. DATA PREPROCESSING
Most of the acquired raw data must be preprocessed before
use. Preprocessing involves cleaning up non-compliant data,
filtering duplicate data, and processing sparse samples. Some
of these methods are summarized in Table 5.
Noisy data unrelated to the original data analysis affects

the results and must be cleaned first. In this regard,
Mobasher [37] noted that preprocessing should include
removing irrelevant references from embedded objects, style
files, graphics, or sound files, and invalid references due
to spider navigation. The former task can be handled by
analyzing server log references. The latter can be achieved
by modifying the list of spiders and using heuristics or classi-
fication algorithms to reconstruct the Spiderman navigation
model. Alhozaimi and Almishari [38] proposed three data
preprocessing steps. The first step is filtering and cleaning,
which are used to remove the noisy data. This step filters
out retweets unrelated to the user, tweets containing images
and videos, punctuation tweets, and @UserName tweets.
The second step is normalization, which unifies the Arabic
alphabet into a single form to overcome its diverse influences.
The third step is tokenization, which breaks text into tokens.

Raw data are often messy and complicated to identify, and
labeling is typically required. Tang et al. [40] used two pre-
processing steps. The first step was to recognize the webpage
marks. The webpage in this study had five marks: everyday
words, unique words, pictures, terms, and punctuation. The
second task was to assign tags to each mark according to
the common word type, including location, contact, email,
address, and phone. Photos and emails were assigned to the
image tag, and the location was transferred to the term tag.

Preprocessing also involves processing unique characters.
He et al. [41] proposed preprocessing methods for keywords
such as template words and termination word removal. After
preprocessing, keywords were extracted from the news text
using LDA.

C. FEATURE EXTRACTION
Feature extraction is indispensable for user profiling because
it requires a reasonable and sufficient input. The primary
features include text, relationships, time, number, and image
features. The common feature extraction methods are listed
in Table 6.
Text features are the most popular. Alhozaimi and

Almishari [38] extracted text styles and lexical features from
Twitter content. Text-style features were selected based on
user frequency. Lexical features were selected from Saudi
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TABLE 5. Data preprocessing methods.

TABLE 6. Feature extraction methods.

dialects. Moreover, machine learning approaches can extract
deep features that are difficult to recognize. Zhu et al. [42]
employed a convolutional neural network (CNN) to obtain
features from the Weibo platform, where each tweet reflects
a user’s different life experiences and attitudes, and each
message has a different degree of importance in determining
user attributes. Researchers can also set additional weights
for each post by introducing an attention mechanism. The
weighted vectors are then summed for all texts to obtain the
final user-text feature representation.

In user relation-based analyses, features are often rep-
resented as related information. Zarrinkalam et al. [43]
comprehensively extracted three features: user contributions,
relationships between topics, and user relationships to predict
Twitter users’ interests, and presented a heterogeneous graph
and weighted undirected graph.

Time and identifier features were also used for user profil-
ing. Fan et al. [12] designed the following feature extraction
methods: First, four features were extracted for SSID-type
analysis: daily access, weekday access, stay-time access,
and access frequency modes. They can then map the SSID
into five locations: workplaces, private places, dining places,
shopping places, and entertainment places. Second, the fol-
lowing features were extracted for a given SSID: the number

of tokens, average token length, delimiter number, and digit
number. These features can determine whether the informa-
tion encoded in SSID is informative.

When images are used for user profiling, the extracted
features must be related to the photos, and the machine learn-
ing model must be combined to classify them. Reyes et al.
[44] proposed three feature-extraction methods. The image
processing method involves encoding the visual features
of clothing pictures to extract the characteristic color of
the dress. The images were divided into seven groups:
pants, shoes, high heels, skirts, shirts, T-shirts, and sweaters.
Color was extracted based on the image background. Label
classification uses the VGGNET16 neural network to clas-
sify images between labels and obtain a confusion matrix.
A formal-informal classifier was used to identify whether
the clothes were formal. The photographs were divided into
three groups: top, middle, and bottom. These three groups
were classified as formal or informal. A total of 11 fea-
tures were obtained using the above three feature extraction
methods.

D. MODELING APPROACH
Many approaches are used in user modeling. Table 7 lists the
models and their application scenarios, which are described
in detail in the following section.

1) CLASSIFICATION AND CLUSTERING-BASED APPROACH
Classification and clustering are essential fields of machine
learning, given their ability to perform excellently in specific
tasks [45]. Several approaches have gained widespread use
in user profiling and are highly effective in their respective
roles.

a: K-MEANS CLUSTERING-BASED APPROACH
Data clustering analysis was used to divide data and ensure
high similarity within clusters and low similarity between
clusters [46]. The k-means clustering algorithm is one of the
most representative data clustering algorithms [47].
The definition of the K-means algorithm is as follows:

Given a dataset X = {xi} , i ∈ {1, 2, . . . n}, where i is
a d-dimensional data point, X is divided into k clusters of
C =

{
cj

}
, j ∈ {1, 2, . . . k}. The K-means algorithm aims to

minimize the sum of the squared errors for each k cluster, and
its formula is as follows:

J (c) =
∑k

i=1

∑
xi∈ck
∥xi − µk∥

2 (1)

The operational steps of the k-means clustering algorithm
[48] are shown in Algorithm 1.
The Euclidean distance formula is as follows:

disted
(
xi, xj

)
=

√∑n

u=1

∣∣xiu − xju∣∣2 (2)

where xi, xj stand for the two points on the coordinates.
Some researchers have used K-means to conduct user-

profiling research. Liao et al. [49] developed a framework for
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TABLE 7. Data modeling technologies.
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TABLE 7. (Continued.) Data modeling technologies.

Algorithm 1 K-means cluster
Input: Array X{x1, x2, . . . xn}
Output:Cluster number k , Cluster centroidsC{c1, c2, . . . ck}
1: Initialize a set of k clusters:
2: X = {x1, x2, . . . , xn}
3: C = {c1, c2, . . . , ck}
4: repeat
5: for int i = 1 to n do
6: for int j = 1 to k do
7: Calculate the distance from a data point to the
center of mass using the Euclidean distance formula as (2).
8: end for
9: Add data objects to the nearest cluster.
10: end for
11: Compute the new cluster centroid
12: until the difference between the cluster centroids obtained
from two consecutive iterations remains unchanged.

the data mining of Facebook user behavior using K-means
clustering based on a questionnaire survey of users’ social
media behavior and consumer preferences to divide users into

three categories: K-pop boys, student blogs, and fan novels.
Some researchers have also attempted to improve k-means
clustering. Qian et al. [50] pointed out that the K-means
algorithm has an unstable clustering number K value and
initial centroid selection, leading to lower user classification
accuracy and inaccurate label extraction. They then used
canopy and mean calculation methods to improve the initial
centroid selection and the K-means cluster number K. Other
scholars have combined K-means with other techniques to
create user profiles. Yassine et al. [51] proposed combining
a collaborative filtering algorithm, with k-means clustering,
to recommend movies to active users. This method first
reduces the number of attributes through a dimensionality
reduction method. K-means is then used to cluster movies
into a specific number of classes. It then creates a profile file
based on a set of parameters for each user. Finally, a collabo-
rative filtering algorithm was used to select movies with the
highest ratings for recommendation. Harish andMalathy [52]
used historical retail transaction data combined with k-means
clustering and Markov model algorithms to predict customer
changes within a given period.

Although the K-means clustering–based technique has
some limitations, such as selecting the value of cluster
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number k, instability of the initial centroid, and user clas-
sification accuracy problem [50], [53], the simplicity and
low computational complexity of the k-means clustering
algorithm make it widely used in user profiling [48].

b: K-NEAREST NEIGHBOR–BASED APPROACH
The K-nearest neighbor (K-NN) is a supervised learning
algorithm.With a given training dataset, a suitable subset of k
users can be selected based on the similarity between k users
and active users. Subsequently, the prediction of active users
can be generated according to the weighted aggregation of
their scores [54]. According to the different goals of the sim-
ilarity comparison, K-NN can be divided into two categories,
IKNN and SKNN, which are explained below.

IKNN considers the last behavior within a given session
[55]. These are typically used in real-time scenarios. The
model returns k items that are most similar to the behavior
as recommendations, and other items as follow-up choices.
Each item was represented as a binary vector containing a
code of 0 or 1. Each item in the binary vector corresponded
to a specific session image. If an item exists in a session, the
value is set to one; otherwise, it is set to zero. The similarity
between two items was computed from binary data using
cosine similarity measurement technique. k is the number of
nearest neighbors, and the value of k is defined according to
the length required for the recommendation. The similarity
calculation between items Ia and Ib is formulated as (3):

Sim (Ia, Ib) = Cos (Ia, Ib) =
Ia · Ib

||Ia|| · ·||Ib||
. (3)

SKNN takes the entire current session and compares it
to all previous sessions to find the k most similar ses-
sions [56]. Compared with IKNN, it uses the entire session;
therefore, it obtains more information and more accurate
recommendation results, and is suitable when more accu-
rate recommendation results are required. Session similarity
was measured using cosine similarity and the Jaccard index.
The cosine similarity was calculated using equation (4),
and the Jaccard similarity coefficient was calculated using
equation (5). Finally, the similarity result was calculated to
measure the recommendation score of the candidate item
relative to the current session using (6).

Sim (c, Si) = Cos (c,Si) =
c · Si
∥c∥ · ∥Si∥

(4)

J (c, Sa) =
c ∩ Si
c ∪ Si

(5)

Scoresknn(v, c) =
∑
Snb∈Nc

Sim(c, Snb) · lSnb (v) (6)

where c represents the current session, and Nc represents the
set of nearest-neighbor sessions in the current session. Snb
represents any session in Nc except c. Sim(c, Snb) represents
the candidate recommendation item similarity between c and
Snb. v is the candidate recommendation item. lSnb represents
a function set to a value of one when item v exists in Snb;
otherwise, it returns zero.

The SKNNmethod does not consider the order of elements
within the session. Some extensions of the SKNN method
have been proposed, such as S-SKNN and SF-SKNN, which
are most suitable when the order of elements may be relevant
in some domains, and user preferences may be related to the
order in a session.

In the S-SKNN algorithm [57], items that appear later in a
session are assignedmore weights. In these cases, (6) requires
the addition of more parameters to obtain the following:

Score (v, c) =
∑
Snb∈Nc

Sim (c, Snb) · ωSnb (c) · ln (v) (7)

where some parameters are the same as those in (6) and
ln(v) stands for an indicator function affected by ωSnb (c).
By contrast, ωSnb (c) represents a weighting function that is
positively correlated with the degree of recentness of the
session. We assumed that Cp is the most recent item in the
current study. Then, ωSnb(c) can be described as:

ωSnb (c) =
p
|c|

(8)

where p stands for the position of Cp.
SF-SKNN uses more constraint score functions, meaning

that it only recommends one item that appears exactly after
the last interaction in the current session. It is calculated as

Scoresf−sknn (v, c) =
∑
Snb∈Nc

Sim (c, Snb) · ln
(
c|l|, v

)
. (9)

Most of the score functions were the same as those of
the SKNN. The indicator function ln(c|l|, v) differs. Suppose
that c|l| appears in the user’s current session c; only when c
contains a sequence (c|l|, v), ln return 1.

Several researchers have explored this topic. Zhou et al.
[58] used the k-NN technique to create a user identifi-
cation scheme that takes advantage of the reliability and
consistency of friendships in different social networks. This
solution initially models the network structure and uses
network-embedding technology to embed each user’s charac-
teristics into a vector, which converts the user-identification
problem into a nearest-neighbor problem. Finally, a scalable
k-NN algorithm is proposed to calculate and match users.
Berkani et al. [59] used Yelp to develop an approach to model
users’ credibility based on their trust in and commitment to
social networks. Two separate classification techniques were
used. The K-means algorithm was applied to all users, and
the k-NN algorithm was used for newly added users.

The k-NN-based technique is simple to implement and
achieves a good performance [55]. Nevertheless, k-NN can-
not achieve good results for unbalanced data and is easily
affected by noisy data [54].

c: NAÏVE BAYES-BASED APPROACH
The Naïve Bayes (NB) algorithm is based on the popular
Bayes theorem, and is a commonly used probabilistic clas-
sification technique in MLDA (machine learning and data
analytics). It is simple, effective, and robust [60]. The follow-
ing are some examples of researchers using NB.
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Pratama et al. [61] conducted sentiment analysis of Twitter
users’ reactions to election debates in Jakarta, Indonesia. The
NB algorithm was used to obtain the sentiment values of
residents within and outside Jakarta for the three candidates.

In this study, the user tweets were preprocessed, trained,
and classified into unknown category documents. The general
formula for Bayes’ theorem is as follows:

P (H |X) =
P (X |H)XP (H)

P (X)
(10)

where P (H |X) represents the posterior probability of assum-
ing thatH occurs when given evidence E . P (X |H) represents
the probability that the occurrence of evidence E will affect
hypothesisH . P (X) represents the prior probability evidence
for E .

Because it is difficult to determine which word in the
sentence is a feature word, the author assumed that each word
is a feature and then applied Bayesian theory. The formula
used was as follows:

P (K |F) =
P (F |K )XP (K )

P (F)
(11)

where F represents a feature, and K represents a category.
Many features or words may support the same category,

such as features F1, F2, and F3. Thus, (11) can be expanded
as follows:

P (K |F1,F2,F3) =
P (F1,F2,F3|K )XP (K )

P (FF1,F2,F3)
(12)

Because Bayesian theory requires that the existing evi-
dence be independent of each other, (12) can be changed as
follows:

P (K |F1,F2,F3) =
P (F1|K )XP (F2|K )XP (F3|K )XP (K )

P (F1)XP (F2)XP (F3)
(13)

If a general description is used, (13) can be expressed as
follows:

P (K |F) =

∏q
i=0 P (F1|K )

P (F)
. (14)

Jing et al. [62] proposed a method to assess the credibility
of information about candidates recruited on the internet.
The authors used a tree-augmented NB (TAN) classifier to
calculate the credibility probability of user-analysis informa-
tion. Based on the PageRank algorithm, they measured the
authority of individual users by analyzing user interactions in
professional social networks. Finally, the proposed method
was validated using LinkedIn user profiles. Afzaal et al. [63]
proposed an NB-based sentiment classification framework
that extracts useful information from travel reviews and per-
forms restaurant or hotel classification tasks to help tourists
find good restaurants or hotels in the city.

NB performs well when the assumptions are met, and
for smaller-sized datasets, it often outperforms alternative
techniques [64].

d: SUPPORT VECTOR MACHINE–BASED APPROACH
Support vector machines (SVMs) follow the structural risk
minimization principle to construct an optimal hyperplane
that separates data points of positive and negative data exam-
ples with the broadest possible interval [65]. SVM has been
widely and successfully used for user profiling.

Sun et al. [66] downloaded a geotagged photo collection
from Flickr.com and created a personalized recommendation
system to recommend attractions based on user preferences.
The generation of candidate attractions is a multiclassifi-
cation problem. The authors used the SVM algorithm to
generate an attraction candidate list Lcandidate for the corre-
sponding user, according to the user’s travel history attraction
collection Lu. Candidates include attractions that users are
most likely to visit. Formally, the process of SVM segmenting
data points is expressed as ωT x + b = 0, where ω represents
a vector perpendicular to the hyperplane, and b represents
the offset of the hyperplane. The training process of SVM
can be understood as a hyperplane optimization problem. The
objective function of the problem is expressed as follows:

max
1
||ω||

, s.t., yi
(
ωT xi + b

)
≥ 1, i = 1, . . . , n (15)

To solve the optimization problem with constraints,
researchers applied the Lagrange multiplier method to
the objective function. The Lagrangian dual equation of
Equation (15) is as follows:

max
α

n∑
i=1

αi −
1
2

n∑
i,j,=1

αiαjyiyjxi, xj

s.t., 0 ≤ αi ≤ C, i = 1, . . . , n,
n∑
i=1

αiyi = 0 (16)

where αi denotes the Lagrange multiplier for each data point.
C represents the slack variable that penalizes misclassified
data, and ⟨xi, xj⟩ are the inner products of vectors xi and xj.
Because SVM is a binary value classifier, to support multiple
outputs in recommendation application scenarios, the authors
used the one-vs-rest (OvR) strategy to convert a multiclassi-
fication problem into a binary classification one.

The training process of SVM is shown in Algorithm 2.
Here, Utrain represents the collection of all users,

DataSetSVM ,train is a collection of (attraction tags) that users
have visited historically, and L represents the collection of
attraction tags.

After inputting the test user’s historical attraction L ′u′ , the
attraction confidence value Probl can be obtained by predict-
ing the candidate’s attractions. Candidate Lcandidate is then
generated from the top n values of Probl .
However, other studies have obtained different results.

Peng et al. [67] proposed an SVM-based approach for identi-
fying individuals with depression. The author first extracted
three types of features: user Weibo text, user profile, and
user behavior from the user’s social media, and then used
a multi-kernel SVM method to adaptively select optimal
kernels for different features to discover depressed users.
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Algorithm 2 The Training Process of SVM
Input: Utrain,L,DataSetSVM ,train
Output:Multiclass_SVM_Classifier
1: for each l in L do
2: for each

(
L ′u′ , label

)
in DataSetSVM ,train do

3: Encode L ′u′ into Vec
4: if (label == 1)
5: Add (Vec, 1) to DataSet l
6: else
7: Add (Vec, 0) to DataSet l
8: end if
9: end foreach
10: SVM_Classifier l fit DataSet l
11: Add SVM_Classifier l to Multiclass_SVM_Classifier
12: end foreach

Kadam and Sharma [68] designed a model for identifying
fake Twitter profiles. The model first improves the quality of
the dataset by refining the data content and attributes. They
also used a model to reduce computational complexity by
reducing data dimensionality. The model predicts fake users
using SVM and other classification algorithms.

SVM has been widely used as powerful tools in various
user-profiling applications. It is suitable for processing classi-
fication problems of high feature dimensions, dense concepts,
and sparse instance data, especially for text data [65].

2) ARTIFICIAL NEURAL NETWORKS–BASED APPROACH
Artificial neural networks are becoming increasingly crucial
for user profiling [21]. These networks offermany advantages
for processing large volumes of data. However, they require
access to numerous labeled datasets and powerful computing
and storage capabilities to be genuinely effective [69].

a: MLP-BASED APPROACH
An MLP is a relatively simple artificial neural network com-
prisingmultiple fully connected layers of neurons. In addition
to the input and output layers, each layer is simultaneously
connected to the previous and subsequent layers, receiving
input from the previous layer, and passing the output to the
next layer [70].
MLP is now primarily used as part of an entire model and

cooperates with other algorithms to solve problems. Ali et al.
[71] proposed a model for fake-news detection using social
networks. The model utilizes the MLP for decision mak-
ing. The MLP in this model involves three layers: the input
layer, hidden layer, and output layer. The ReLU function was
used to complete the activation of neurons, and the softmax
function was used for classification. The stacked layers of
the MLP used input features. The fake news classifier can
be described as follows: ωi represents the weight of neuron
item i, θ represents the weights of the deep learner trained
in the previous stage, and xi represents the output of the
previous layer. The score of correct prediction p(c) can then

be formulated as follows:

p(class_label = c) =
n∑
i=1

ωci ∗ xi + θ. (17)

Then, the logistic function is computed as follows:

logit (p (classlabel = c)) = log
(

p(classlabel = c)
1− p(classlabel = c)

)
(18)

where the xc logit represents the logistic predicted class
function, which maps values from the range (−∞,+∞) into
[0, 1]. Suppose that x⃗ = {x1, x2, x3, . . . , xc} vectors contain
the predicted scores (xc) of class c. The final predicted class
label can be calculated according to the softmax function,
as follows:

∀xc ∈ x⃗ calculate
exc∑k
c=0 e

xc
)→ V⃗ (19)

where V⃗ denotes a vector that determines the predicted class
label by determining the maximum probability. The predicted
class is calculated as follows:

p = index_of_max(V⃗ ) (20)

where p is the predicted class.
Other scholars have also conducted research in this field.

Gao et al. [72] proposed a new multitask recommendation
approach using MLP to predict user preferences based on
various behavioral data (e.g., browsing and clicking). This
approach relates the model predictions for each behavior
type in a cascaded manner to capture the sequential relation-
ships between the behavior types. Chen et al. [73]proposed
a location-aware personalized news recommendation system
based on MLP and deep semantic analysis. The system uses
deep neural networks to map the topic space based on the
Wikipedia concept to an abstract, dense, and low-dimensional
feature space that maximizes the similarity between users and
target news.

MLP, which is suitable for processing low-dimensional
data such as tabular data, has difficulty supporting
high-dimensional data such as photo datasets because this
scenario makes the number of fully connected layer parame-
ters too large, thus making model training difficult [69].

b: CNN-BASED APPROACH
A CNN is a class of feedforward neural networks with pro-
found structure and convolutional computations [74]. It is
suitable for high-dimensional deep-learning tasks, such as
image recognition.

CNN can also be used to charge text. Kang et al. [75]
proposed an approach for predicting user interest in social
networks. In this framework, several phases exist before the
CNN. First, the words in the social network are mapped
into vectors used as input to a bidirectional gated recurrent
unit (biGRU) by the word-embedding technique. Second,
a sentencing matrix is constructed using the output of the

122652 VOLUME 12, 2024



W. Wu et al.: Review of User Profiling Based on Social Networks

biGRU as the input to the CNN model. The CNN can then
predict user interests. The CNNmodel includes convolutional
layers, activation units, max-pooling layers, and a softmax
layer.

In the convolutional layer, k filters are applied to each
message of length h. After random initialization, each filter
performs a role according to its weight during the train-
ing. In classification operations, filters can detect phrases or
sentences that are related to a topic. The feature generation
operation is formulated as follows:

ci =
∑

l,m
(X[i:i+h])l,m · Fl,m (21)

where ci ∈ Rn−h+1 represents a feature vector, FϵRh×d

represents a filter, and Xi represents a word vector. A feature
map matrix c ∈ Rk×(n−h+1) consists of all c generated from
all filters k .
A nonlinear activation function follows each convolutional

layer, thereby enabling nonlinear decision-boundary learn-
ing. To improve the training speed and accuracy, researchers
used ReLU as the activation function in the model.

The information is aggregated, and the representation is
reduced in the pooling layer to fix the output matrix. In other
words, the pool layer minimizes the dimensionality of the
output while preserving valuable features. The operation in
the pooling layer is formulated as:

cpooled =

 pool(α(c1 + b1 ∗ e))
· · ·

pool(α(cn + bn ∗ e))

 (22)

where ci is the ith convolutional feature map c, bi is a bias
term, e is a unit vector of the same size as ci, and function α

is the activation function. The max-pool choice, which only
returns the maximum pool value, is adopted in this model.

The fully connected softmax layer is the final layer that
uses the softmax function to classify the multiclass data
passed by the pooling layer. The probability distribution in
Softmax is formulated as follows:

P (y = j | x, b) = softmaxj
(
x tω + b

)
=

ex
Tωj+bj∑J

k=1 e
xTωk+bk

(23)

where ωj and bj are the weight vector and the bias of the jth
class, respectively.

Convolutional neural networks (CNNs) are commonly
used for image recognition. Cucurull et al. [76] proposed a
model to predict a user’s personality according to the Big
Five personality traits using pictures on social networks. The
model’s input was images to be classified from social net-
working sites, and the output was one of five personalities.
The model consists of multiple layers, where the last layer is
a classifier that projects the input features into class labels.
The model can be represented as:

f (x; θ ) = f n(f n−1(. . . f 2(f 1x; θ1); θ2); θn−1); θn) (24)

where x is an input image, the nonlinear function f (x; θ) maps
the image features to the output, CNNhasmultiple layers, and
N represents the number of layers in CNN. θn represents the
parameters of each layer of the nonlinear function, which is
formulated as:

θ = argminθL
(
y, ŷ

)
(25)

where L is the loss function and y and ŷ represent the pre-
dicted and actual outputs, respectively. The loss function is
calculated iteratively using the stochastic gradient descent
method.
Because the model predicts five personality types and each

personality result has two results (yes and no), each person-
ality probability can be formulated as:

pi (oi) =
eoi∑2
j=1 e

oi
(26)

where vector o is the softmax function input and p represents
the score vector of a particular personality possibility.

Considering five personalities, to reduce the number of
calculations, the model expresses the loss function L as

Lc =

{
−log(pl) correct classifier
0 ignored classifier

(27)

where the classifier is zero if no classifier needs to be
considered.

Other scholars have also conducted research in this field.
Safavi and Jalali [6] proposed a new point-of-interest recom-
mendation method based on deep learning and CNN. This
approach only considers the impact of themost similar friend-
ships. The spatial and temporal features of the most similar
friends are used as the input of the CNNmodel, and the output
of the CNN can be used to predict the latitude and longitude
and the subsequent appropriate location ID (identification).
Finally, the friendship interval of a similar pattern is used
to select the location using the smallest distance method.
Guntuku et al. [77] used a 19-layer VGG network image
classifier based on a CNN to predict the top five personalities
of Twitter users using the ImageNet tag set of Twitter users.
Wanda [78] proposed a model to predict malicious accounts.
The model trained the data by dynamically building a CNN
and using activation layers instead of traditional functions to
improve the accuracy of the training and testing processes.

CNNs can provide better accuracy and enhance the system
performance through local connectivity and shared weights.
Furthermore, they perform well in natural language process-
ing and computer vision but often perform poorly when the
input data depend on each other in a sequential pattern [79].

c: RNN–BASED APPROACH
An RNN can process sequence information better than a
CNN can. It stores past information and current inputs by
introducing state variables to predict current output [69].

The recurrent neural network (RNN) algorithm is widely
used for user profiling. Cui et al. [80] proposed a rich
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context-learning model based on a hybrid-gated recurrent
neural network (GRNN). This model can be used as an exam-
ple to explain RNN. This model combines static, post-time,
sequential, part-of-speech (POS) tags, and historical features
to achieve better prediction results. The authors propose a
hybrid model based on previous joint, hierarchical, and con-
textual models. LSTM and GRU are both types of RNNs.
Both consider the order and dependencies of the tokens. The
authors described both models in this study. The formula for
the hybrid GRU (HD-GRU) can be represented as

zt = σ (Wxzxt +Whzht−1 + bz +WEzE)

= σ ([WxzWEzWhzl] [xtEht−1bz]) (28)

rt = σ (Wxrxt +Whrht−1 + br +WErE)

= σ ([WxrWEzWhzl] [xtEht−1br ]) (29)

h̃t = tanh (Wxhxt +Wh (rt ∗ ht−1)+ bh +WEhE)

= tanh
(
[WxhWEhWhl]

[
xtE

(
rt ∗ ht−1

)
bh

])
(30)

ht = (1− zt) ∗ ht−1 + zt ∗ h̃t (31)

where z is the update gate; r is the reset gate; x is the input;
b is the bias; h̃ and h represent the candidate value for the
hidden state and hidden state, respectively; W represents the
corresponding weights; and E refers to the contextual feature.
The structure of the hybrid GRU is illustrated in Fig. 4.

FIGURE 4. Structure of hybrid GRU [80].

Other scholars have also conducted research in this field.
Phuong et al. [81] proposed using multiple strategies to
integrate long-term user preferences and session patterns
with RNN, including the incorporation of user embeddings
and contributions using specially designed gating mecha-
nisms. After an empirical evaluation of the test dataset,

it was found that combining the long-term user profile with
the output of the session RNN improved prediction results.
May Petry et al. [82] proposed a method called MARC based
on attribute embedding and RNN to address the complexity
of heterogeneous data dimensions and the timing of motion
features. This method can classify heterogeneous trajectories
and handle all trajectory attributes including space, time,
semantics, and sequences. This method performs well for
various text and category attribute descriptions. In the field
of RNN applications, Alshehri et al. [83] proposed a network
attack detection framework that combined user behavior anal-
ysis and machine learning. The framework involves mapping
user behavior onto a sequence of network events. Subse-
quently, a recurrent neural network is employed to identify
and categorize these behaviors as regular or irregular based on
their extracted features. Chalehchaleh et al. [84] introduced
a hybrid multifeature framework for detecting fake news.
The framework comprehensively considers news text, user
profiles, and pictures. It uses a combination of pretrained
language models, RNN, and GNN, to analyze and make
predictions about fake news.

RNN methods have feedback loops in their recurrent lay-
ers, which help them retain information in ‘‘memory’’ for
a long time, so they perform superbly in sequence-learning
tasks. However, training a standard RNN to solve this prob-
lem is time-consuming. Dependent learning problems can
be challenging because the loss function gradient decays
exponentially over time; this is also known as the vanishing
gradient problem [79].

3) GRAPH–BASED APPROACH
The graph-based user profiling approach is a commonly used
method that uses graph heterogeneity, diversity, and interdis-
ciplinary characteristics. This approach can represent objects
and relationships in various fields such as social networks,
transportation networks, and biological networks. Analyzing
graphs can provide detailed user profiling, which is also
widely used.

a: GRAPH CONVOLUTIONAL NETWORK-BASED APPROACH
A graph convolutional network (GCN) [85] is a semi-
supervised learning method that extracts the features of
known nodes and graph structures using a CNN to infer the
classification of unknown nodes. GCN are widely used in
research fields such as node classification, graph classifica-
tion, and edge prediction. Wen et al. [86] proposed a GCN
with implicit associations (GCN-IA) model to obtain user
information from social networks, which were represented
as heterogeneous graphs. The model comprises the following
three modules:

1. The prior knowledge enhancement (PKE) module cap-
tures the implicit association between tags to obtain
the connection between users and profiles for user
representation.
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2. The user representation module jointly learns user and tag
embeddings based on the text, relations, and labels.

3. The classification module performs classification and pre-
dicts user profiles.

In the PKE module, the prior knowledge probability matrix P
is formulated as follows:

Pij =

∣∣{t|t ∈ I ∧ (
li, lj

)
≤ t

}∣∣∑m
i=0

∑m
j=0

∣∣{t|t ∈ I ∧ (li, lj) ≤ t
}∣∣ (32)

where Pij is higher, and the propagation probability between
labels is greater.

Considering the complexity of social relationships,
researchers have defined tag sets in the model as follows:

I = I1 ∪ I2 ∪ I3 ∪ · · · (33)

where Ii(i = 1, 2, 3, . . .) represents the interest tag set of each
user.

A GCN is a multilayer neural network that is used to learn
iterative convolution operations in graphs. The model applies
a GCN to embed user information and personal tags into the
vector space, and learns user and tag representations from
user-generated content and social relationships. Formally, the
model uses a social network G= (V ,E), where V and E rep-
resent sets of nodes and edges, respectively. After themodel is
initialized, edges are constructed between nodes based on the
implicit associations among user relationships, user profiles,
and tags. The model introduces adjacency matrix A and its
degree matrix D, where Dij =

∑
j=1,...,n Aij. The weight of

the edge between the user and label nodes is expressed as:

Aij =

{
1 if the user i is with the label j, i ∈ Ugold , j ∈ C
0 otherwise

(34)

where U represents the user set in the social network, and
Ugold represents the labeled user. C is the label set of user
profiles.

To enhance knowledge, the model must calculate the
weight between two tag nodes as follows:

Aij =

{
1× sim (i, j) if

(
ui, uj

)
∈ R

0 otherewise
(35)

where R =
{(
u0,u1

)
,
(
u1,u3

)
, . . .

}
is the user relationship

set, and sim(i, j) represents the similarity between users i and
j. For a single-layer GCN, the new node feature matrix can be
expressed as

L(1) = σ
(
ÃXW0

)
(36)

where Ã
(
Ã = D−1/2WD−1/2

)
is the normalized symmetric

adjacency matrix, W0 is the weight matrix, and σ (·) is the
activation function. By stacking GCN layers, the model cal-
culates the information propagation process as follows:

L(j+1) = σ
(
ÃL(j)Wj

)
(37)

where j represents the number of layers, L(0) = X .

The authors framed user interest prediction as a multiclas-
sification problem. Based on the previous steps, the model
obtains the user representation based on user-generated con-
tent and relationships, embeds user-represented nodes into
the softmax classifier, and projects the final representation as
follows:

Z = pi (c|R,U;2) = softmax
(
Ãσ

(
ÃXW0

)
W1

)
. (38)

The authors used user cross-entropy error as a loss func-
tion, expressed as follows:

L = −
∑

u∈yu

∑F

f=1
Ydf lnZdf (39)

where yu is the set of labeled user indexes and F is the
dimensionality of the output features. Y is the label indication
matrix.

Other scholars have also conducted research in this field.
Pasa et al. [87] proposed a new graph convolution strategy
to improve the graph classification performance, which con-
siders a single graph convolution layer that independently
utilizes neighboring nodes at different topological distances
to generate decoupled representations. The subsequent read-
out layers process these representations. To implement this
strategy, the authors introduced polynomial graph convolu-
tional layers (PGC). Diao et al. [88] focused on the problem
of transfer learning between social networks and designed
a framework for transferring user profiles across social net-
works that can transfer user relationship knowledge between
data-rich and data-scarce social networks. The authors first
designed a GCN based on the feature-aware domain atten-
tion model to discover user dependencies inside and outside
the social network. They designed an adversarial learning
model to solve the domain drift problem during the migration
process.

The graph convolution layer of the GCN model is Lapla-
cian smoothing, which mixes the characteristics of nodes
and their domains, giving the phase neighboring nodes sim-
ilar features and greatly simplifying the classification task.
Nonetheless, the output features are too smooth; therefore,
the nodes in different clusters cannot be effectively distin-
guished. In addition, the GCN model is difficult to expand,
and thus, cannot efficiently handle large-scale directed
graphs [89].

b: GRAPH AUTOENCODER–BASED APPROACH
Graph autoencoders (GAEs) can effectively represent nonlin-
ear networks, and deep neural network–based autoencoders
can learn representations of datasets in an unsupervised man-
ner [90]. Xu et al. [91] proposed an ensemble clustering
method based on cascading autoencoders (CDMEC) for com-
munity detection, which can aggregate nodes in a social
network into a series of substructures. First, the authors
constructed four similarity matrices to describe the local
information of nodes comprehensively. Second, the authors
used transfer learningmethods to discover shared parameters.
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An autoencoder consists of an encoder and a decoder. The
encoder converts the input data into a hidden layer feature as
follows:

ξ (r) = S
(
Wm(r)

i + b
)

(40)

where m ∈ RN represents the input data, ξ ∈ Rd represents
the hidden layer feature, S(x) represents a nonlinear activa-
tion function, W is the weight matrix, r ∈ {s, t} represents
the data dataset, and b represents bias.
The decoder converts the hidden layer features ξ (r) to the

reconstruction m̂(r) as follows:

m̂(r)
= S

(
Ŵ ξ (r)

+ b̂
)

(41)

where Ŵ is the weight matrix, and b̂ is the bias.
Under parameter θ = {W , Ŵ , b, b̂}, by minimizing the

reconstruction error, the weight matrices W and Ŵ can be
learned through an iterative parameter-updating algorithm.
The objective function is expressed as follows:

J (r) (θ) = min
θ

N (r)∑
i=1

L
(
mi, m̂i

)
+ α

s(r)∑
j=1

ρ log
ρ

ρ̂j

+ (1− ρ) log
1− ρ

1− ρ̂j
(42)

where α represents the weight coefficient, L
(
mi, m̂i

)
repre-

sents the distance function, s represents the neuron number, j
represents the number of hidden layer neurons, and ρ repre-
sents a sparsity parameter that is close to zero. The parameter
training process was as follows:

W ← W − γ
αJ (θ)

αW
, b← b− γ

αJ (θ)

αb

Ŵ ← Ŵ − γ
αJ (θ)

αŴ
, b← b̂− γ

αJ (θ)

αb̂
(43)

where γ represents the learning rate.
Finally, there is an ensemble clustering framework that

consists of generation and identification. Considering its sim-
plicity and speed in generation, the author used the k-means
clustering algorithm to obtain the essential clustering result
consistency matrix Q, which can be used to detect clustering
results using the NMF-based clustering method during iden-
tification. This process can be formulated as follows:

min
H≥0

DE (Q∥WH ) = min
H≥0

1
2
∥Q−WH∥22 (44)

where DE (Q|WH ) represents a cost function based on the
Euclidean distance,W represents a nonnegative basis matrix,
and H represents a coefficient matrix.
During the optimization process, the multiplicative update

rule is used to estimate H to ensure non-negativity of the
optimization results. The update rules for wik and hik can be
obtained as follows:

wik ← wik
(QHT )ik
(WHHT )ik

hik ← wik
(QHT )ik
(WHHT )ik

(45)

where hi,j stands for the correlation between the ith sample
and the jth category.
Then, the final clustering result matrix is obtained as

follows:

EK =
{
{C1, . . . ,Ck} : vi ∈ Cj, if h∗i,j = 1

}
(46)

where i = 1, . . . , n and j = 1, . . . , c.
Other researchers have conducted studies in the field of

graph autoencoders. Bhatia and Rani [92] proposed a model
that resolves overlapping communities in large networks
using autoencoders. The model consists of three stages. In the
first stage, the seed was selected using an autoencoder. The
second stage aims to learn the community topology through
seed expansion. The third stage obtains a better representation
of the refined clusters. Hao and Zhang [93] proposed an
unsupervised user-user graph detection method. First, the
edge weights of the user graph are calculated based on the
similarity of user behaviors. Second, a cascaded denoising
autoencoder extracts features, generates clustering results,
and reconstructs the graph. Third, a persistence optimization
algorithm is used for community detection.

The GAE-based technique can embed nonlinear charac-
teristics and map data points to a low-dimensional space
for dimensionality reduction. It is suitable for unsupervised
learning fields such as community detection [90].

c: GENERATIVE ADVERSARIAL NETWORK-BASED APPROACH
A generative adversarial network (GAN) employs two com-
peting deep neural networks: a generator and discriminator.
The former generates samples, whereas the latter ensures that
the samples originate from prior data distribution [98].
Some researchers have used a graph-based GANs for user

profiling. Wang et al. [94] studied the problem of using the
point of interest check-in data to evaluate mobile users. The
authors first constructed a graph representing each user and
then proposed a deep adversarial substructure learning frame-
work to learn representations from user-behavior graphs.

The framework comprises an autoencoder, approximate
substructure detector, discriminator, and adversarial trainer.
Autoencoders preserve the overall structure of a graph and
derive their representations. A subgraph detection algorithm
was used to detect the subgraph labels, and these label
pairs were pretrained using a CNN. A discriminator was
used to classify the substructures of the original and recon-
structed graphs. The adversarial trainer forces the autoen-
coder to preserve the substructure in the reconstructed graph,
thus confusing the discriminator and incorporating substruc-
ture awareness. Subsequently, optimization problems must
be solved, and user representations are finally obtained for
activity-type prediction.

The encoding converts the input user activity graph into
user feature vectors, which can be decoded to reconstruct the
graph and capture the global behavioral structure byminimiz-
ing the reconstruction loss between the original image x and
the reconstructed image x̂. This process can be expressed as
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follows:

LAE =
1
2

m∑
i=1

|
∣∣(x i − x̂i)∣∣ |22. (47)

The framework uses pretrained CNNs to emulate tradi-
tional substructure detectors. First, it generates substructures
(labels) and then trains the CNN-based detector Fcnn to be
close to the traditional substructure Fdetr, making it a differen-
tiable approximate substructure detector. Let ŝ represent the
output of Fcnn, which can be expressed as

Lcnn =
1
2

m∑
i=1

∥∥(sreal − ŝ)∥∥22 . (48)

The adversarial learning strategy in the framework involves
a generator, discriminator, and adversarial trainer. The gen-
erator connects a deep autoencoder with a pretrained CNN
detector. The reconstructed image x̂i was used as the input to
the CNN. The CNN then generates and outputs the substruc-
tures represented by ŝi. Assuming G represents a generator,
the mapping process is as follows:

ŝi = G
(
x̂i

)
. (49)

The discriminator is an MLP that outputs a probability,
indicating the likelihood that a substructure is from a real,
and not a generated, set of substructures.

The framework simultaneously trains the parametersG and
D in the adversarial training strategy. D is used to maximize
the classification accuracy of the real substructures, and G
is used to minimize D’s classification of the reconstructed
substructures generated by G. The accuracy LD of the dis-
criminator was formulated as follows:

LD =
1
m

m∑
i=1

[logD (si)+ log (1− D (G(xi)))]. (50)

The generator loss LG can be expressed as follows:

LG =
1
m

m∑
i=1

[log (1− D(G(xi)))]. (51)

The adversarial training strategy aims to maximize LD
and minimize LG simultaneously. During the solution opti-
mization phase, this framework minimizes the overall loss L
by minimizing the reconstruction and generator losses and
maximizing the discriminator accuracy, as follows:

L = −λDLD + λGLG + λAELAE . (52)

During the training phase, the framework was optimized
using stochastic gradient descent. The autoencoder is updated
as follows:

∇θAE

∥∥(xi − x̂i)∥∥22 . (53)

The generator is updated as follows:

∇θAE

1
m

m∑
i=1

[log(1− D(G(xi)))]. (54)

The discriminator is updated as follows:

−∇θAE

1
m

m∑
i=1

[logD (si)+ log (1− D (G(xi)))]. (55)

After the above stages, the trained model can generate
mobile user profiles.

The field of the GANS has attracted the attention of
other researchers. Li et al. [95] proposed a seedless graph
de-anonymization method. The authors used a deep neu-
ral network to learn the features, a graph autoencoder to
obtain a latent representation, and an adversarial learning
model to transform the embedding of anonymous graphs
into a latent space of auxiliary graph embeddings. Finally,
the model considers the most similar node to be the anchor
node and propagates it to the remaining nodes. Pan et al.
[96] proposed an adversarial regularized graph embedding
framework for community detection. The framework uses
a GCN as the encoder, where topological information and
node content are embedded into vector representations, graph
decoders are built to reconstruct input graphs, and adversarial
training principles are applied to force latent codes to match
prior Gaussian distributions or to make the codes evenly
distributed.

GAN performs well in predicting dynamic user prefer-
ences on social networks, and has been widely used in
graph-based user profiling [97]. One of the limitations of
GAN-based technology is that GAN may not converge. Fur-
thermore, the quality of the samples generated by GAN must
be improved [98].

4) FILTERING-BASED APPROACH
Filtering-based techniques can help analyze user informa-
tion, identify user interests, and recommend suitable content
[99]. These techniques primarily include rule-based, content-
based, collaborative, and hybrid filtering approach [15].

a: RULE-BASED FILTERING APPROACH
Rule-based filtering was a relatively early approach. The
information system first generates rules corresponding to
a user according to the information or demographic data
filled in during registration. It then matches the user’s needs
with the rules for recommendation [15]. Choi and Han [100]
designed a rule-based filtering system to meet the personal-
ized needs of users. The system first generates an ontology of
domain-specific knowledge concepts according to the regis-
tration information of the user. The ontology server retains
the definitions of domain-specific metadata, principles of
data classification, and data correlation. When a user queries,
the system’s matching engine uses a matching algorithm to
check and reflect the user’s request more accurately; this
is a QoS quality evaluation technique. The system uses a
rule-based search engine to infer and test the rules that users
query. In addition, the system can reflect user preferences
through agents to provide users with personalized services.
The system architecture is shown in Fig. 5.
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FIGURE 5. Rule-based filtering system architecture [100].

Although the rule-based filtering technology can rapidly
derive user profiles without requiring large quantities of sam-
ple data, it has several limitations. These rules, which require
human configuration, rely on the users’ self-descriptions or
topics of interest. Consequently, they are difficult to maintain
and are prone to bias [100].

b: CONTENT-BASED FILTERING APPROACH
The content-based filtering approach is based on a user’s
past selections. This approach assumes that users exhibit
the same specific behavior in the same situation [101], and
recommends content similar to that of the user [102].
Reddy et al. [103] introduced a content-based filtering

system for movie recommendation. This system was used
as an example to illustrate this logic. The system should
recommend similar movies based on the high user ratings.
The dataset was divided into two parts: one contained a list
of movies and their genres, and the other contained a list of
movie ratings. Users rated the content on a scale of 1 to 5, with
5 being the best score. The detailed steps of the algorithm are
presented in Algorithm 3.

The Euclidean distance formulated in (2) is often used to
measure the straight-line distance between two points [104].
Content-based filtering approaches can also be combined

with other algorithms. Shu et al. [105] proposed an approach
that combines CNN and content-based filtering. In this
approach, based on the historical scores between the students
and learning resources, a CNN is used to analyze the potential
features from the text information of multimedia resources.
It then predicts the scores between students and new learn-
ing resources through content-based filtering methods, and
selects suitable learning resources to be recommended.

The content-based filtering approach generates recommen-
dations by analyzing a user’s project properties and profiles,
without relying on other users’ information. It has sufficient
information to avoid cold starts, making its recommendations
easy to interpret. The fact remains, though, that it has several
limitations. The diversity and novelty of its recommendation
results are insufficient; they can have inaccurate attribute use
when selecting items and require a large amount of domain
knowledge and sufficient attribute information [99].

Algorithm 3 Content-Based Movie Recommendation

Input: a movie list lq =
{
l1, l2, . . . , lq

}
, where li includes

each movie’s ID and genres; a genre matrix Jm,n, where m is
the movie ID, and n is the genre; and a ranking list Rlr =
{Rl1,Rl2, . . . ,Rlr }, where Rl i includes each movie’s ID and
rating number.
1: for each matrix item Ja,bϵJm,n do
2: if (∃(li ∈ lq)(li.movieID = a ∧ li.genres = b) then
3: Ja,b← 1
4: end if
5: end for
6: Build a scoring matrix Sm,1, where m is movie ID
7: for each item Sa,1ϵSm,1 do
8: if (∃(Rl i ∈ Rlr )(Rl i.movieID = a ∧ Rl i.number > 3)
then
9: Sa,1← 1
10: else
11: Sa,1← 0
12: end if
13: end for
14: Build a result matrix Rm,n = Jm,nTSm,1
15: Convert the result matrix to binary format
16: Calculate the Euclidean distance between the current user
and other users
17: Keep the row with the smallest distance as a recom-
mended movie

FIGURE 6. User-based and item-based collaborative filtering [107].

c: COLLABORATIVE FILTERING APPROACH
Collaborative filtering uses a sequence of user-item similarity
numbers to provide personalized content [106]. Collabora-
tive filtering involves two methods: user- and item-based.
An example provided by Wu et al. [107] was used to illus-
trate this logic. User-based collaborative filtering focuses on
the similarity between users. Assuming that multiple users
have ratings for books, each user should find neighbor users
according to predefined specifications and then calculate the
correlation between user ratings. If the ratings of the two
users are highly similar, their favorite books are also simi-
lar, and mutual book recommendations can be made among
them. Item-based collaborative filtering focuses on similar-
ities between item users. For books with similar audiences,
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books that a particular audience user has not rated can be
recommended. An example is shown in Fig. 6.
Collaborative filtering can be combined with other mod-

ules to create a recommendation system. Nilashi et al.
[108] proposed a movie recommendation method based on
collaborative filtering. There are several stages in model
manipulation. First, the expectation maximization (EM)
algorithmwas used to cluster the users’ movie ratings, and the
similarity matrix of items and users was generated using SVD
dimensionality reduction. Calculations are then performed
based on past ratings to determine the similarity between
the target user and the other users. Through offline train-
ing, the model realizes predictions and recommendations for
the target users. The binary Jaccard similarity coefficient
was used to calculate the similarity between the two items.
A coefficient has a taxonomy x with m categories into which
items may fall. Suppose that each item can be represented as
a binary vector, E = {ex,1, ex,2, . . . , ex,m}. Then, a binary
variable ex,p (p = 1, 2, . . . ,m) can be defined as:

ex,p =
{

1, if x ∈ p
0, otherwise

(56)

Then, the semantic similarity of the two movies, x and y, can
be formulated as:

semsim (x, y) =
k11

k01 + k10+k11
(57)

where k01, k10, and k11 represent the total number of each type
for (exj = 0; eyj = 1), (exj = 1; eyj = 0), and (exj = 1; eyj =
1), respectively. The framework of the model is illustrated in
Fig. 7.

Su et al. [109] designed a position prediction framework.
The framework uses the check-in method to collect users’
historical trajectories, and a collaborative filtering method
to collect users’ implicit preferences. Thus, the framework
simulates the influence of multiple social circles. Finally, the
framework evaluates the location prediction framework using
real datasets. Peng et al. [110] introduced a collaborative fil-
tering model using ideal user groups that dynamically change
according to demographic data distribution as dynamic
labels. The model considers the popularity of items among
different user types and provides recommendations to users
with similar demographic characteristics.

The collaborative filtering technique exploits user similari-
ties [79], understands changes in user behavior over time, and
produces diverse and incidental personalized lists. It performs
well in large user spaces [99]. Nevertheless, when encoun-
tering insufficient historical interactions of users, such as
dealing with inactive users, collaborative filtering encounters
the obstacle of data sparseness [111], which is called the cold-
start problem. If the data dimension is exceptionally high,
the computational cost of the collaborative filtering system is
enormous [112]. In reality, many datasets are sparse, which
may prevent collaborative filtering systems from generating
accurate recommendations [113].

FIGURE 7. Model framework with collaborative filtering involved [108].

FIGURE 8. Hybrid filtering structure [99].

d: HYBRID FILTERING APPROACH
Hybrid filtering [114] combines different filtering mod-
els, such as content-based or collaboration-based models.
They also combine one or more technologies [115]. Hybrid
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filtering has been used to overcome bottlenecks in collabo-
rative filtering systems, because combining both approaches
can prevent inherent pitfalls [15]. Fig. 8 shows an example of
a hybrid filtering system. Combining the user- and item-based
methods in this example forms a hybrid model.

Hybrid filtering combines the advantages of different fil-
tering technologies and overcomes the main shortcomings of
content- and collaboration-based systems, such as cold start,
sparsity, and gray-sheep problems. One of its limitations is the
high implementation cost. There is a high degree of complex-
ity in terms of time and space. Moreover, considering privacy
issues, it is challenging to collect explicit information [99].

5) KNOWLEDGE-GRAPH-BASED APPROACH
A knowledge graph is a directed information network in
which nodes and edges represent entities and relationships,
respectively. [116]. A knowledge graph contains rich infor-
mation that can be integrated with user behavior data,
expand hidden relationships, and more accurately identify
user profiles [117]. Rich information in a knowledge graph
can also help solve critical problems in user profiling and
recommendations, such as data sparsity, cold starts, and rec-
ommendation diversity [118].

Fig. 9 shows an example of user profiling based on a
knowledge graph. The entities in the figure include the user,
movie, actor, director, and type, and the relationships between
entities include interaction, belonging, performance, director,
and friendship. Based on the knowledge graph, movies and
users can be connected through potential relationships, which
helps improve the recommendation performance.

FIGURE 9. User profiling based on knowledge graph [118].

The knowledge graph has the following representation:
G = (E,R, S), where E represents the entities {E1,E2, . . . ,
En}, R represents all relationships {R1,R2, . . . ,Rn}, and S
represents triples {S1, S2, . . . , Sn}. Each triple Si has three
parts: head entity, relationship, and tail entity.

Knowledge graph methods include embedding, connec-
tion, and propagation-based methods, which are introduced
below.

a: EMBEDDING-BASED APPROACH
Embedding-based methods utilize graph-embedding mod-
ules to learn entities and relationships in knowledge graphs,
where rich facts in knowledge graphs can be used to enhance

the representation of items or users. This type of method
represents entities and relationships through graph embed-
ding methods, and then expands the semantic information.
Zhang et al. [117] proposed a learningmethod for embedding
heterogeneous entities based on a knowledge-based repre-
sentation to analyze and recommend Amazon’s e-commerce
dataset, achieving better results than other baselines.

First, we encode the knowledge of users and projects in a
graph structure. Specifically, the user-item knowledge graph
consists of a set of triple structures, each consisting of a
head entity i, tail entity j, and a relationship from i to j. For
example, ‘‘buy’’ indicates that the user has purchased this
product. Other relationships include ‘‘belong_to_category,’’
‘‘belong_to_brand,’’ ‘‘mention word,’’ ‘‘also_view.’’ The
authors then projected each entity and its relationship onto
a single low-dimensional embedding space. For example,
for the triplet (i, j, r), the embedding vectors are ei, ej, er .
According to the graph-embedding method, the embeddings
of the head and tail entities should be similar. In other words,
it is expected that TRANSer ≈ ej. Considering all triples
S, the following loss function can be defined to learn the
embeddings:

L =
∑

(i,j,r)∈S

 ∑
(i,j′,r)∈S t

[
γ + d

(
TRANSer (ei) , ej

)
−d

(
TRANSer (ei) , ej′

)]
+

∑
(i′,j,r)∈Sh

[
γ + d

(
TRANSer (ei) , ej

)

−d
(
TRANSer (ei′) , ej′

)]  (58)

where S t is a set of negative triples with random entities
replacing the tail, Sh is another set of negative triples with
random entities replacing the head, d(.) is a metric function
that measures the distance between two embeddings, and
TRANSer (ei) is a transformation function or even a neural
network. The model can be learned using stochastic gradient
descent (SGD).

When the above model is optimized, the entity and
relationship embeddings are obtained and used for recom-
mendations. For example, assume that the embedding of
the buy relationship is ebuy, and that the target user of the
embedding is eu. Then, the candidate item ej can be sorted
according to the distance d(TRANSebuy (ei) , ej) between the
candidate items ej and eu and recommended.

Other scholars have also conducted research in this field.
Zhu et al. [119] proposed a method that combined knowledge
graph embedding and collaborative filtering. By maintaining
the original structure and semantic information, the author
first learns the entities and relationships in the graph through
the knowledge graph embedding method, and then integrates
the semantic information into collaborative filtering through
semantic similarity calculation between items.
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This embedding-based method is flexible and suitable for
most scenarios. However, it is difficult to interpret and capture
high-order relationships [118].

b: CONNECTION-BASED APPROACH
Connection-based methods support item recommendations
by mining multiple connection relationships between the
users and items. A heterogeneous information network
formed based on user-project interaction data, the meta-path
method, can be introduced in the recommendation system,
where heterogeneous information networks and meta-paths
are defined as follows:

Heterogeneous information network: Take a directed graph
G = (V ,E), including mapping function of node type ∅ :
V → A and link type ∅ : E → B, where for any node Vi ∈ V
exists a specific node type ∅(Vi) ∈ A, and each link Ej ∈ E
belongs to a specific relationship type ∅(Ej) ∈ R. If there is
a node type number |A| > 1 or a link type number |B| > 1,
it is called a heterogeneous information network.

Meta-path: This path comprises a series of relationship
sequences between the different types of nodes. Its formal
definition is P = A0 → A1 → · · · → Ak , where A0 to Ak
are node types defined in network G and meta-path P is a
composite relationship R1R2 . . .Rk from A0 to Ak .

Researchers can use the PathSim function as the connec-
tivity similarity evaluation method [120], which is defined as

s (x, y) =
2× |{Px∼y : Pe∼ej ∈ P}|

|{Px∼x : Px∼x ∈ P}| + |{Py∼y : Py∼y ∈ P}|
(59)

where P is a symmetric meta-path, x and y are two objects
of the same type, and Pm∼n is the path instance between m
and n.
The following are the research cases of some researchers:

Yu et al. [121] extracted the meta-path in the shape of user-
item -∗-item in the knowledge graph, calculated the feature
value between users and items based on user preference
according to the PathSim method, extended the feature value
calculation to all users and items to obtain the users’ prefer-
ence feature matrix, decomposed this feature matrix through
the matrix decomposition method to obtain the feature vector
of each meta-path, and finally calculated the relationship
between all users and items under different meta-paths.
The recommended result was obtained from the dot-product
weighted sum of the feature vectors. Compared with meta-
paths, meta-graphs can depict complex feature information
in heterogeneous information networks.

Zhao et al. [122] used meta-graphs to perform feature
extraction in information networks. Standard matrix factor-
ization (MF) was performed for each meta-graph-generated
similarity to generate the latent features. They then used
a factorization machine (FM) to automatically learn from
the observed ratings and quickly select useful meta-graph-
based features. Sun et al. [123] analyzed the semantic paths
between users and items. Each semantic path was modeled
using an RNN to obtain a representation of each semantic
path. Subsequently, a pooling layer-based method was used

to obtain the characteristics of the overall semantic path from
the user to the item. Finally, a fully connected network was
used to predict the recommendation results.

The connection-based method is more interpretable; how-
ever, information will inevitably be lost if complex user-item
connection patterns are deconstructed into separate linear
paths. In addition, this method does not adequately support
sparse datasets because it obtains sufficient paths in user
profiling scenarios [118].

c: PROPAGATION-BASED APPROACH
To fully utilize the information in knowledge graphs, some
researchers have proposed propagation-based methods that
combine the representation of entities and relationships with
high-order connection patterns to achieve more personalized
recommendations. The commonly used implementation of
propagation-based methods aims to refine entity represen-
tations by aggregating neighbor embeddings in knowledge
graphs, and then using rich representations of users and
potential items to predict user preferences.

Wang et al. [116] proposed a framework for integrating
knowledge graphs into recommender systems, called Rip-
pleNet. to introduce a preference propagation mechanism
into a knowledge graph. It assigns weights to neighbors in
the graph by training a relationship matrix Ri ∈ Rd×d and
performs aggregation operations in each layer of the triple
set. First, they used the head entity ehi ∈ Rd , relationship
matrix Ri, and candidate vi ∈ Rd to calculate the weight Pi of
the tail entity in the corresponding triplet using the following
formula: The similarity of candidate item vj to the neighbor
of the interacting item was calculated. Second, they used the
weighted average of the tail entity embeddings to calculate
the user representation at the h-th level of the triplet set using
the following formula:

phi =
exp

(
vTj R

h
i e
h
hi

)
∑

(ehk ,rk ,eik )∈S
h
ui
exp

(
vTj R

h
ke
h
hk

) (60)

ohui =
∑

(
ehi ,ri,eti

)
∈Shui

phi e
h
ti (61)

The candidate items embedded in the first layer of the triplet
set were initialized with vinitialj and replaced with oh−1ui . Then,
by repeating (60)–(61), the framework can propagate the
user preference from interactive items to distant neighbors.
Finally, the user preference score was calculated using the
following formula:

ŷi,j = σ
(
uTi v

initial
j

)
, (62)

where σ (x) is the sigmoid function.
Other researchers have explored user-project propagation

mechanisms. For Instance, Wen et al. [124] proposed a
neighborhood interaction model that further considered the
interaction between item- and user-side neighbors. After
obtaining a high-order representation of entities in the KG,
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the model uses the enhanced representation of the user and
item neighbors to predict user preferences.

The propagation-based method, which is also interpretable
and has more advantages regarding the depth of informa-
tion mining in the knowledge graph, is unsuitable for the
user-profiling scenarios of large-scale datasets [118].

E. PERFORMANCE EVALUATION
To evaluate modeling performance, researchers have used
metrics to calculate the results. The following metrics are
commonly used [15], [21].

Parameter Definition
TP: Number of samples that correctly predict whether a

user belongs to a particular profile.
TN: Number of samples that correctly predict that a user

does not belong to a particular profile.
FP: Number of samples that incorrectly predict whether a

user belongs to a particular profile.
FN: Number of samples that incorrectly predict that a user

does not belong to a particular profile.
Accuracy (ACC): This refers to the percentage of correct

predictions (both positive and negative), defined as:

Accuracy (ACC) =
TP+ TN

TP+ TN+ FP+ FN
(63)

Precision (PRE): This refers to the number of correct pos-
itive predictions in proportion to all the positive predictions.
This indicates how many positive samples among all the
predicted samples are predicted correctly, which is defined
as:

Precision (PRE) =
TP

TP+ FP
(64)

Recall (REC): this refers to the correct positive predictions
in proportion to the true number of positives. This indicates
how many positive samples among the total samples are
predicted correctly, which is defined as:

Recall (REC) =
TP

TP+ FN
(65)

F1: Both precision and recall are considered, which are
defined as

Recall (REC) =
2 ∗ Precision ∗ Recall
Precision+ Recall

(66)

Specificity: This refers to correcting the negative predic-
tions in proportion to the true number of negatives. This is
also called the true negative rate (TNR), which is defined as

Specificity =
TN

FP+ TN
(67)

Hit ratio: This refers to the ratio of the correct prediction
number to the target item number, which is defined as:

HitRate =
Number of hits

n
(68)

Click-through Rate (CTR): This is the ratio of the total
number of clicks on an item to the number of times the item
is shown to users. It is defined as

CTR =
Number of clicks

nt
∗ 100 (69)

V. INDUSTRIAL APPLICATIONS
Social-network-based user profiling technology has revolu-
tionized the manner in which industries analyze and manage
users. By leveraging the vast amount of data available on
these platforms, businesses can gain valuable insights into
their customers’ preferences and behaviors, enabling them to
provide tailored recommendations and experiences. Table 8
lists leading industrial applications.

A. GAME
Game platforms leverage user profiling technology to pre-
dict users’ personalities, preferences, and interests. This
approach is used to design personalized game scenes or
mechanisms to improve game user participation and stick-
iness. The datasets used for research in this area primarily
come from games, including user behavior, attributes, and
social networks, combined with user questionnaires to collect
user opinions on games [124]. Various analytical techniques,
such as correlation analysis, regression analysis, and feed-
forward neural networks, have been used to study these
data [125]. Autoencoders are also used to take full advan-
tage of label correlations without destroying training-test
consistency. RNN-type models, such as LSTM, are used for
scenarios in which the time factors must be considered. The
graph-based model GCN [126] analyzes multisource features
and multirelationship graphs.

B. IMAGE AND SHORT VIDEO PLATFORM
Currently, image and short video platforms such as Insta-
gram, Facebook, TikTok, Twitter, and Musical are widely
used. These platforms provide rich pictures and videos
posted by people that can be used as data sources for user
profiling. Several studies have combined pictures, videos,
and captions for joint analysis [31], and CNN models,
including LeNet, VGGNet, AlexNet, ResNet, Inception-v3,
and GooglNet, have been used for image modeling [127],
[128]. Some studies designed independent models for dif-
ferent user profiles, whereas others merged the models and
used different classifiers [76]. Increasing the accuracy of
model training requires standardizing image specifications
and horizontal mirror image enhancement techniques before
training. Video processing can be converted into image pro-
cessing by extracting the main frames of the short videos.
The hierarchical multihead attention mechanism can effec-
tively learn video statistical information and user-adjusted
dynamic features [127]. The results of user profiling include
the gender, age, country, personality, interests, and user
preferences.
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TABLE 8. Industrial application analysis.

C. EDUCATION
User profiling is widely used in the education industry to pre-
dict students’ learning effects or to recommend appropriate
courses based on their behavioral characteristics. In educa-
tion, data sources include student class data captured from
course platforms, including student interactions, preferences,
cognitive abilities, and learning status. Student information,
such as age, region, and education, is also captured from
social networks, such as Facebook or LinkedIn. Further-
more, other data sources, such as student surveys containing
background, interest, student-type test data, intelligence, and
ability test data, can act as data sources [35]. Feature trans-
formers can be used to obtain student features. Ontology
technology can store the user characteristics. The pipeline
contains candidate steps, XGB regression, random forest,
SVM, and LightGBM algorithms, which can be used to
train and test the data. Rule-based and content-filtering
techniques can recommend the educational resources that
students need [5], [129].

D. RECOMMENDATIONS FOR WORK AND LIFE
People offer many recommendations in work and life, such
as jobs and reading news. In this regard, user profiling pro-
vides an excellent support. User profiling is an integral part
of providing recommendations for work and life. By ana-
lyzing a user’s basic information and historical behavior,
user profiling can provide suitable recommendations for
job opportunities or news that a user may be interested
in [41]. Datasets used for user profiling mainly contain
basic user information, user behavior data, candidate jobs,
and news resource libraries. User information includes gen-
der, age, region, language, educational background, work
experience, skills, and personal expectations. User behavior
data include user search information, collection informa-
tion, clicks, ignores, ratings, likes, follows, and comments
on social networks [130]. With regard to technology, TF-
IDF and LDA can be used to evaluate words and topics.
Ontology technology is used to record features of users’ infor-
mation and target items, such as positions and news. Cosine
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similarity and K-NN are used in content-based user clas-
sification, and rule-based filtering techniques are recom-
mended [131]. Artificial neural network technologies such as
GNN, CNN, and RNN have been used to model massive and
complex datasets [34].

E. PERSONALIZED QUESTIONS AND ANSWERS
Today, personalized question answering has become increas-
ingly popular in various fields, including automatic customer
services and voice assistants. Personalized questions can
bridge the gap between available resources and the number
of people, mitigating risks associated with social stigma and
eliminating the fear of being judged by others [132]. In this
field, user profiling technology can analyze a user’s language
style and preferences based on historical conversations on
social networking sites, such as Weibo and Reddit. This
technology can generate responses suitable for users based on
the context [30]. The data source was the historical question-
and-answer texts of users on social networks. Because the
context of the statement is essential, the subject model often
uses an RNN, which can use the user’s historical questions
and answers. Therefore, deep learning technologies, such as
CNN, MLP, and GRU, are used in a specific process [133],
[134].

F. ONLINE SHOPPING
Online shopping platforms, such as Amazon and Taobao, use
user profiling to provide personalized customer recommen-
dations. By analyzing a user’s shopping behavior, including
purchased items, categories, prices, user ratings, comments,
and timestamps, these platforms can derive a user’s shopping
preferences and suggest products accordingly. Moreover,
recommendations for users’ purchasing behavior can be
provided, ultimately increasing customer loyalty and sales.
In this field, the data source for user profiling is user trans-
action and activity data from online shopping platforms,
including purchased items, categories, prices, user ratings,
comments, and timestamps [135]. For item recommenda-
tion, some studies used content-based filtering technology,
which uses the cosine similarity method to test the relation-
ship between users and items, providing users with a list of
recommended items [136]. Some studies have used logistic
regression and CNN to predict users’ purchase intentions and
ratings. LSTN, CNN, and attention mechanisms are used for
application scenarios that must predict short- and long-term
user purchase intentions. Therefore, a CNN is used to capture
short-term needs. Moreover, the self-attention mechanism
captures long-term cyclical needs and ultimately generates
recommendations [135], [137].

G. LOCATION PREDICTION
In recent years, there has been an increase in the use of
location-based social networks (LBSNs), which combine
satellite positioning with social network information. These
networks allow users to share their location and access expe-
riences, and provide valuable information for user profiling

systems. Using LBSN information, a user profiling system
can analyze and predict the user behavior. In this field [138],
the primary data sources for user profiling include comments
on social networking sites, such as Twitter, business data,
user check-in data, and friend influence. LDA technology
can obtain user interest features from comments. Moreover,
the doc2vec model can perform word embedding encoding
and cosine similarity. Jaccard coefficient similarity algo-
rithms can be used to calculate the similarity of user feature
vectors. In addition, the user characteristics aware recom-
mendation algorithm (ISC-CF) can comprehensively evaluate
the impact of user interest information, social relationships,
and geographical location [139]. As a result, some studies
have used graph-based models to solve the sparse data prob-
lem. The model associates the user, application, and location
information, and generates high-order features through graph
propagation and aggregation. [140].

To sum up, user profiling technology based on social
networks is widely used in various industries, and the
data collection methods and calculation algorithms are
also formulated according to the characteristics of different
industries.

VI. ETHICAL AND LEGAL ASPECTS
Although the technical aspects of user profiling are essential,
technology is human-centered, so ethical and legal elements
are indispensable. We discuss this aspect below.

A. FAIRNESS AND BIAS
User profiling uses specific algorithms to predict user behav-
ior and provide recommendations. However, if these algo-
rithms are biased, fairness of the results cannot be guaranteed.
For example, the fairness of rankings may be affected by
position bias. Therefore, topics with high rankings are more
likely to receive attention and improve rankings, which is the
opposite of the case for low-ranking topics. Poor working
environments affect the fairness of passenger satisfaction on
ride-hailing platforms, leading to discrimination against eth-
nic underrepresented groups [141]. Automated recruitment
systems match positions, and candidates will be affected by
bias and discrimination based on age, gender, and race. In this
regard, bias and fairness issues are morally unreasonable and
violate the relevant safeguards of fair law [142]. Based on
this algorithm, the unfairness and discrimination continue
to increase. Therefore, models are required to quantify and
solve these issues. In addition, the data source significantly
affects the prediction results of user profiling if many false
data points are published. For example, the inclusion of
false-negative feedback in a specific project will seriously
affect fairness [143]. Therefore, targeted algorithms that can
distinguish between true and false information must be devel-
oped to prevent the introduction of this type of bogus data,
which can affect the system.

B. DATA OWNERSHIP AND CONTROL
The user profiling dataset was derived from various user
data. As data owners, users should decide which data to
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provide and how to use them. However, data generated on
the internet, including social media-generated comments or
user comments and photos posted by users, are collected
and used without the consent of users; this is called data
serfdom [144]. Data abuse is considered unethical. Therefore,
much work must be done to protect the rights and data of
internet users. Technical methods can also play a significant
role in preventing the misuse of user data. For example, fine-
grained user control over geographic information sovereignty
can be added with decentralized data storage and a discrete
global grid system [145]. Using blockchain technology, users
can consider data control, ownership, and sharing by veri-
fying the object, time, content, method, and purpose of data
sharing [146].

C. PRIVACY PROTECTION
Although user profiling technology has brought much help
and convenience, there are also hidden dangers to user privacy
protection. For example, after a user registers on a social
website, an attacker can use personal information and user
activity for malicious activities [147]. Although social net-
works are popular because people can share topics of interest,
leaks or abuse of user information can lead to serious per-
sonal privacy risks and consequences [148]. Unfortunately,
individual posts on these social networking sites may be used
maliciously, indirectly revealing user privacy through user
profiling technology. In particular, if users have accounts on
multiple social networks and posts, these cross-platform user
profiles and social behaviors may be used to infer the user’s
identity more accurately [149]. Once hidden initial personal
information on the social network is leaked, it may affect the
user’s public image. Career development may even lead to
severe consequences such as tracking, identity discrimina-
tion, and theft [150]. Therefore, people have a reason to worry
about the moral and legal risks of user profiling technology.
Therefore, further protection of personal privacy is required.

D. LEGAL COMPLIANCE
User profiling must comply with relevant laws and reg-
ulations, such as the General Data Protection Regulation
(GDPR), for various industrial applications that are helpful
to humans. For example, adult education entities must obtain
consent according to the GDPR requirements in online edu-
cation. Moreover, teachers must provide consent before their
names, images, and voices can be used or recorded. The
passwords must be changed regularly. Access to shared cre-
dentials must be disabled, and steps must be taken to protect
devices and profiles where user information is stored [151].
Therefore, it is necessary to develop research models and
frameworks to ensure legal compliance. For example, in the
geographic and social network (GeoSN) field, risk models
can help understand users’ threat risks in the spatial, socio-
semantic, and time dimensions, helping online social network
platforms incorporate risk prevention into their design [152].
Technical methods are also used to promote compliance with

relevant laws. Developing a system based on a semantic
framework can generate a semantic framework representation
for the data processing agreement (DPA) text and compare it
with GDPR to check the data DPA and GDPR [153].

E. ACCOUNTABILITY AND OVERSIGHT
As an artificial intelligence technology, user profiling pre-
diction and recommendation results will specifically affect
users. Therefore, accountability and oversight mechanisms
are needed to ensure that its practices are ethical and legal.
Accountability includes authoritative recognition, question-
ing, and limiting authority. However, the multiple charac-
teristics of accountability relationships must be considered.
Accountability goals include compliance, reporting, moni-
toring, and enforcement [154], and some frameworks and
standards have been attempted. Improving machine learning
for automatic and algorithmic decision-making (ADM) is an
evaluability framework that decomposes administrative man-
agement processes into technical and organizational elements
and is used to determine contextual record-keeping mech-
anisms, thereby providing a purposeful review of decisions
and processes [155]. As a new software quality standard,
legal responsibility reflects the degree to which software
is responsible for the law. This requires a correspond-
ing requirements analysis and system design. Its primary
attributes are traceability, integrity, suitability, effectiveness,
and continuity. Therefore, strengthening the requirements for
legal liability can reduce the cost of software being legally
responsible [156].

VII. FUTURE DIRECTIONS
Based on the current research status of user profiling based
on social networks, this section provides the following future
research directions.

A. USER PROFILING WITH NON-TEXT DATA
Since research on user profiling based on text data began,
several achievements have been made in this field. Today,
people appear to be particularly inclined to publish non-text
data on Twitter, Facebook, and Instagram [16]. Therefore,
there is considerable potential to conduct research in this
field. Progress has been made in this regard. For example,
Biswas et al. [157] combined feature annotations of text and
images on Twitter, extracted image tags using the Google
Cloud Vision API, and classified Twitter images into five
large personality traits using a fully connected neural net-
work. However, converting images into text labels without
using deep features involves text processing. Alamdari et al.
[158] used five CNN models to extract the features of
the product images. Subsequently, they calculated image
similarity and made recommendations based on these fea-
tures. In contrast, the dataset used in this study is a
well-known movie dataset called Movielens, which is rela-
tively topic-specific and easy to process. Therefore, dealing
with other datasets may be challenging. Strukova et al. [159]

VOLUME 12, 2024 122665



W. Wu et al.: Review of User Profiling Based on Social Networks

developed a framework to download a photography dataset
that contained pictures, social user comments, and career
information from Flickr to predict whether the user was a
professional photographer. After preprocessing and feature
extraction, the photography dataset included pictures and user
comment features. Machine-learning algorithms were then
used to complete the prediction. Nevertheless, whether the
relatively prominent features extracted from images are more
effective than those obtained through deep-learning methods
is worth further exploration [160].

B. DYNAMIC USER PROFILES
Most studies have focused on static user profiles that are
difficult to change, such as predicting the gender, age, and
personality of the user. In contrast, dynamic user profiles,
such as interests and preferences, change over time and can
provide more targeted predictions or recommendations [22].
Therefore, further research in this field will be valuable,
and if the recommended content on a social network can
follow a user’s interests, it will significantly increase their
interest in participation. Several studies on this topic have
been conducted. Cheng et al. [161] proposed a personal-
ization mechanism for learning users based on their long-
and short-term behavior profiles to improve both document
reranking (DR) and next query prediction (NQP) perfor-
mance in ongoing search sessions. By contrast, this approach
requires external knowledge of the model, which restricts
its performance. Reyes et al. [44] proposed a clothing rec-
ommendation system based on user preferences, using two
methods to recommend short- and long-term products. Short-
term recommendations are continuously updated with user
interactions and long-term offers are updated at intervals.
Conversely, this study only considered clothing data sources;
therefore, this approach should be validated using more sig-
nificant data.

C. ACROSS DIFFERENT SOCIAL NETWORK
Some user-profiling studies have been based on a single
platform. In contrast, more users participate in multiple social
networks, such as Twitter, Facebook, Instagram, and TikTok,
to consume more content [162]. Different social networks
provide unique services such as Facebook for making friends,
LinkedIn for making work connections, Twitter for finding
information, and YouTube for sharing videos. Thus, peo-
ple tend to use multiple social networks [163]. Therefore,
cross-platform user profiling is a promising research topic.
Several studies on this topic have been conducted. Zhou and
Yang [164] proposed a user account matching method based
on location verification that uses the latitude, longitude, and
time coordinates of the user on different platforms to perform
user similarity matching to determine the same user. This
approach has certain advantages for recording location tags
but is challenging if it is based only on social networks,
without the help of location tags. Xiao et al. [165] used
various mechanisms to infer the possible accounts of users on

different social networks, based on the correlation between a
mobile device’s status and social network events. The draw-
back of this method is that the cell phone must act as a
connecting device and play an indispensable role. Problems
may be encountered if users access webpages through social
networks.

D. PRIVACY PROTECTION
User personal information deposited on social networks
can provide data for user profiling, making it necessary to
strengthen privacy protection [166]. Several studies have
explored this field of research. For example, Brandão et al.
[167] used privacy-preserving clustering to construct pro-
files. The server calculates the centroid without accessing
underlying data. Subsequently, federated learning was used
to develop a model for predicting permission decisions in a
distributed manner, and all the data were stored on the user’s
local device. Huo et al. [168] proposed a privacy-preserving
global user model based on fuzzy reasoning that protects
parameters from untrustworthy ones by allowing partici-
pants to train local clusters on the data using the CLIQUE
algorithm, and encrypt the clustering parameters using the
Paillier method. Although these studies explored privacy pro-
tection using special techniques in certain scenarios, more
complicated scenarios and environments exist in social net-
works, highlighting the need for further research in this field.

VIII. CONCLUSION
In this review, we investigated user profiling based on social
networks and summarized the recent research in this field.
This review introduces user profiling concepts and process
phases and elaborates on the main models and techniques.
In addition, it illustrates the valuable applications of social
network-based user profiling in various industries. Con-
sidering the importance of non-technical elements, it also
discusses ethical and legal issues from a human-centered
perspective. Finally, future research directions are identified,
which can help to make future research more precise and
valuable. User profiling based on social networks can ben-
efit individuals under various scenarios. Therefore, this topic
warrants further investigation.
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