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ABSTRACT Empathy has emerged as a valuable tool for communication in today’s digital world, with
empathic computing serving as an integral component in facilitating human-like changes such as humanoid
robots and fostering comfortable interactions. This article thoroughly explores the realms of empathy,
empathic computing, emotion, and their intricate interconnections. Our primary focus is to investigate
methods for measuring empathy between two remote collaborators. We review empathy usage and its
measurement in remote collaboration and computing process. We analyze recent empathic computing
methods in virtual reality and through gaze behavior. Our analysis explores empathy, and the application of
empathic computing, and analyze their corresponding responses.We conclude by providing a comprehensive
understanding of empathy’s multifaceted nature and its crucial role in establishing mutual understanding and
connection between remote agents.

INDEX TERMS Empathy, empathic computing, empathic response and expression, empathic intelligence.

I. INTRODUCTION
In a world where artificial intelligence (AI) is increasingly
dominant, our interactions are influenced by a blend of human
and digital elements [1]. As new technologies and devices are
emerging and becoming a force to dominate modern society,
autonomous technological artifacts are becoming pervasive
in social situations.

Consequently, grasping themotives and dynamics of others
within the realm of innovation there is growing importance of
empathy and its importance. Despite that it becomes essen-
tial for fostering both personal and collective well-being in
our intricate environment [2]. The recent growing impor-
tance empathic computing field has gained more attention.
As described in [3] it is combination field of natural collabo-
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ration, experience of users and implicit understanding of their
emotions and related contexts.

Before we consider different aspects of empathic comput-
ing, we need to understand what empathy is. As there is no
clear definition of empathy, we try to define it according to
its understanding and diversity. However, it plays a role of
bridge between humans when one tries to see a problem into
others perspective.

As the importance of empathy surges, recent studies offer
a variety of definitions of empathy; however, none have fully
encapsulated its complexity leaving its meaning, application,
and significance elusive.

Empathy transcends mere recognition and understanding
of someone else’s emotions; it entails actively sharing in
those feelings [4]. Instead of simply being aware of another
person’s perspective, empathy entails forming genuine emo-
tional bonds. In this process, individuals refine their ability
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to connect with others by effectively communicating and
navigating relationships [5].

Empathy also plays a significant role in resolving con-
flicts by allowing individuals to appreciate the perspectives
of others, fostering dialogue and compromise. Additionally,
empathy has implications not only at an individual level but
also for society. Unfortunately, the widespread use of social
media has resulted in the misuse of empathy on numerous
occasions. In a society where many people are concerned
about the decline in human interactions in modern life,
researchers are investigating the factors contributing to this
dehumanization, with empathy appearing to be central to this
concern.

Consequently, fostering collaboration and strengthening
the human-machine relationships has become imperative.
Given the growing dependence on devices, it is essential for
machines to possess empathy, enabling them to understand
and respond to emotions and their contextual nuances in a
manner akin to humans.

If we are to define empathy within the context of human-
machine relationships, it cannot be one-sided. Our specific
aim was to measure empathy within the framework of remote
collaboration. To ensure accurate capture and interpretation
of facial responses and micro expressions are accurately cap-
tured and interpreted, it is necessary to evaluate both detection
and response methods in a remote setting.

The main contribution of our survey is that we present
a comprehensive review of systems involving empathetic
computing. We analyze various computing articles focusing
on human empathy across different modalities. Our analy-
sis encompasses the outcomes, findings, and conclusions of
these articles. The primary motivation for our study stems
from research on empathy and empathic computing. We aim
to gain insights into empathic intelligence and its application
in remote collaborations. Integrating the concept of empathy
with computing intelligence is instrumental in advancing
future research efforts toward standardization and the devel-
opment of fundamental works.

The remainder of this paper is structured as follows:
Section II outlines related methods and research in empathy,
empathic and emotional intelligence in computing, and their
application in machine learning. In section III, we delve into
the implementation of empathic computing in remote col-
laboration, presenting various arguments. Finally, section IV
presents our conclusions.

II. SYSTEMATIC ANALYSIS OF EMPATHIC APPROACHES
A. PAPER IDENTIFICATION AND ANALYSIS
We have to conducted the search in two different phases as
planning and search review phase. In planning phase, we nar-
rowed down our priority and focus of our research survey
and on second process. We conducted research of different
articles related to empathic computing and empathy papers.
All the articles collected from these methods were collected
in Zotero for easy management of references.

FIGURE 1. Research paper selection process for the article.

FIGURE 2. Distribution of articles with human and empathic response
relation.

We used different available search libraries for research
articles such as Google scholar, IEEE Xplore digital library.
While doing article search, we mainly wanted to discover
articles with ‘‘empathy’’, ‘‘empathic computing’’, ‘‘artificial
intelligence’’, ‘‘virtual empathy’’, ‘‘emotion recognition’’,
‘‘empathic dialogue generation’’, ‘‘empathy measurement’’,
‘‘emotional intelligence’’, ‘‘gaze tracking’’, ‘‘empathy and
health care’’, ‘‘virtual reality’’, ‘‘remote collaboration and
gaze’’. As a result, 256 papers were selected but 185 were
identified as a good base for our survey paper. After reading
and surveying the contents of the paper we further excluded
40 articles. The remaining 114 were retrieved, and with not
enough empathic content related to further remote collabo-
ration on empathy, we narrowed down to final 85 articles
eligible for our review paper study. From those eligible arti-
cles we used 57 articles as references in this review paper
which is also illustrated in figure 1 below.

Figure 1 will give an overview of results from the planning
and search phase which we used to develop the empathic
computing survey paper.

The analysis we did for human empathic responses for
different virtual medium is shown in above figure 2. We cate-
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gorized different medium and modality in our survey for this
article. The modalities based are artificial empathy, AI and
human interaction, Emotional intelligence, human behavior
evolution, and empathic dialogues.We found human behavior
evolution have higher numbers of articles were surveyed in
our research survey

B. EMPATHY-GENERAL DEFINITION
Empathy is commonly defined as the human ability to
accurately understand and share another person’s emotional
experiences [6]. According to Keskin [7], empathy is a
complex concept that entails mastery across several stages,
involving how we communicate, feel, and understand other’s
experiences as it they were our own. Thus, empathy involves
understanding the desires of others and forming meaningful
connections.

Given the importance of empathy in shaping communi-
cation and social relationships between humans and other
species, same concept can be applied in creating commu-
nication between human and machine. Humans have been
found to extend empathy not only towards other living beings
(e.g. solidifying animals rights) but also towards fictitious
characters they create, whether in videos, movies, or other
visual forms [8].

However, machines seldom possess the capacity to recip-
rocate this behavior. While machines have historically faced
challenges in accurately conveying emotions during inter-
actions with humans, recent advancements have led to
improved representations of empathetic behaviors. Despite
this progress, many machines continue to struggle with accu-
rately depicting the full spectrum of emotional expressions
that humans can convey. As a result, while several scholars
have attempted to address this issue in recent years, only a few
have succeeded in defining empathic intelligence in remote
collaborations between two parties [1], [9].

Significant research has been conducted on artificial empa-
thy citing concerns whether robots can understand human
emotions or not as described on [10], ranging from associate
robots displaying empathic behavior for human companion-
ship to various non-empathic chatbots. Additional studies
have examined the components of empathy, identifying three
key elements: cognitive empathy, emotional alignment, and
empathic response [10]. These components have garnered
wide acceptance in psychology and neuroscience [3], [8].
However, achieving full agreement on standardizing or cate-
gorizing empathy remains elusive despite its substantial role
in everyday life. Figure 3 adopted and modified from [1]
illustrates empathy terminology and levels. It shows the rela-
tionship of empathy derived from different terminology and
their interconnectivity. As in figure 3 below where emotional
empathy is a feeling about what another individual feels and
cognitive empathy is what another individual knows [12].
Similarly compassionate empathy is associated with care and
concerns for other individual respectively [12], [13]. It is
crucial to understand empathy and its aspects and how they

FIGURE 3. Empathy terminology and depiction levels [1].

are interconnected with each other. This understanding will
provide a better perspective for defining artificial empathy.

C. AFFECTIVE EMPATHY
It entails a broad spectrum of responses from one indi-
vidual to another, shaped by diverse emotional experiences
and expressions encountered during conversation or obser-
vation [14]. Establishing affective vs emotional empathy
involves surpassing mere acknowledgement and striving to
share the other person’s emotions, fostering a deeper con-
nection [10]. When someone confide personal hardships, it is
essential to listen carefully, refraining from passing judgment
on them or their circumstances. Instead, the focus should be
on understanding their feelings and attempting to sympathize.
Therefore, it is critical to pause and reflect on it. For example,
as illustrated by Dr. Hendrie Weisinger, ‘‘If a person says, ‘I
screwed up a presentation,’ I don’t think of a time I screwed
up a presentation–which I have [done] and thought, no big
deal. Rather, I think of a time I did feel I screwed up, maybe
on a test or something else important to me. It is the feeling
of when you failed that you want to recall, not the event.’’

D. COGNITIVE EMPATHY
Understanding other people’s feelings and providing
responses from their perspective involves seeing through their
eyes and thinking along their lines [15]. This approach helps
us select a language and communication medium that best
fits their way of understanding, enabling us to communicate
appropriately through various media, whether actual or vir-
tual, thereby enhancing our communication skills.

While cognitive or emotional empathy entails recognizing
what another person thinks and resonating with their feel-
ings, it may not necessarily lead to sympathy or concern
for their well-being. Here, empathic concern goes beyond
mere understanding; it blossoms into caring, prompting us
to help whenever possible. This compassionate attitude is
rooted in the primal system for caring and attachment deep
within the brain, which interacts with more reflective and
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FIGURE 4. Components of emotional intelligence.

evaluative circuits to assess the importance of their well-
being. As we have observed, collaborating online presents
unique challenges for empathy, which prompts us to define
a new form of empathic intelligence.

III. EMOTIONAL INTELLIGENCE IN COMPUTING
Emotional intelligence (EI) refers to recognizing and under-
standing one’s emotions and their effects on others. It is
also essential to train user interface to build intelligence
to understand human emotion and respond according [16].
Individuals with high emotional intelligence can identify and
label various emotions, recognize and experience their own
emotions aswell as those of others, andmodify their emotions
in response to external surroundings. Although the term ini-
tially appeared in 1964, it acquired popularity among science
journalists through Daniel Goleman’s 1995 breakthrough
book, ‘Emotional Intelligence.’ ‘‘According to Goleman emo-
tional intelligence is the set of talents and attributes that
drives leadership performance’’. According to Goleman,
EI consists of five components as shown in figure 4: They
are as self- awareness, self-regulation, social skills, emotions,
and motivation. EI may be taught and enhanced [17].
Emotional intelligence (EI) can be measured using a

variety of approaches, including the Mayor-Salovey-Caruso
Emotional Intelligence Test (MSCEIT), Bar-On Emotional
Quotient Inventory (Bar-On EQ-i) [18], [19] and the
Trait Emotional Questionnaire (TEIQue). Mattingly and
Kraiger [19] examined 58 studies on EI training and its
impact. Regardless of the training approach, they reported a
moderately beneficial influence on the participants following
their EI instruction. The program was primarily intended
to raise the participants’ emotional awareness. It is widely
known that sharing our emotions and displaying compas-
sion for others can greatly uplift our well-being. We directly
observed this through experiments conducted among people,

particularly in a mindfulness-based stress reduction program.
Incorporating these traits into new technologies can greatly
enhance our quality of life and allow us to better understand
and monitor the different aspects of humanity. This under-
scores the crucial role of empathy and the importance of
involving both parties in its application.

Empathic interaction operates as a continuous cycle of
perception and reaction between individuals. This process
is essential in facilitating effective communication between
the two sides, whether through spoken or written words,
or through nonverbal cues such as light, music, and visuals.
Interfaces serve as a link between the human user and the
machine’s core allowing for the successful integration of
sensing and reaction in human computer interactions.

User interfaces act as links between humans and tech-
nology, allowing seamless and efficient interactions. It is
a critical part of communication with users via software.
There is still some problem in designing user usability in
applications where it cannot adopt to emotional state of users.
To resolve this issue, we need to have an intelligent interface
which can adopt all these emotional states. As mentioned
in [20] user emotion and communication plays an important
role in designing intelligent computing robots. The desig-
nated space where these interactions occur are known as
the user interface (UI). The primary goal is to improve the
effectiveness and accuracy of these interactions by providing
humans with a simple and natural approach to influence
and control technology. Simultaneously, UI communicates
information from machines to humans, assisting them in
their decision-making process. The Graphical User Interface
(GUI) is the most often used and dominant form of UI, but
there are emerging forms such as Tangible User Interfaces
(TUIs) that attempt to overcome the shortcomings of GUIs.
GUIs were created to facilitate human-computer interactions
by streamlining communication and allowing users to focus
on their jobs without distractions. We presented different
research works on table 1 where empathic computing have
applications in various fields in terms of the objectives and
methods used to express empathy and computing.

IV. EMPATHIC COMPUTING AND ITS APPLICATIONS
As we continue to progress in the field of AI, the significance
of empathy has grown. It is essential for our robotic counter-
parts to grasp the essence of human experience. By equipping
them with robust empathy skills, we can foster a more com-
passionate society, wherein machines can detect and provide
comfort individuals during moments of distress by recogniz-
ing emotional cues. This not only benefits society, but also
facilitates the development of the meaningful connections
between robots and humans over time. There has been an
increase in the utilization of technology to enhance robots’
emotional intelligence, enabling them to identify signs of dis-
tress and engage in meaningful conversations or interactions.
Empathic computing emerges as a novel approach to express
empathy through various forms, wherein non-human entities
compute and respond in a human-like manner. Empathic
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computing can be defined as a combination of artificial intel-
ligence and human to machine interaction. While mentioning
about empathic computing most of the time we often ignore
the impact of gaze and its significance in computing. Here in
figure 5, we presented a framework, which shows how an eye
tracking can be beneficial in computing empathy. First step
is to track the gaze measure movements of eye coordinates in
2D as x and y coordinates. This is all done in process when the
video frames are moving and time for each frame is known.
After eye detection we can use gaze feature extraction and
applying machine learning technique to measure the valence
and arousal of the human in the video.

This is another moving forward concept where we can
apply for empathic computing applications. We present the
related studies that have contributed to empathic computing
in different ways. It is not easy to visualize emotions using
algorithms, but there have been few studies, which highlight
real-time emotions. Real-time emotions were recorded while
participants watched videos with different emotions [26].
With the development of new algorithms, it has become easier
to generate emotion responses. Different types of emotions
play an important role in training models [27]. Soleymani
et al. [28] implemented a recorded multimodal database that
synchronizes different facial videos and audio signals, includ-
ing eye-gaze datasets. It shows different use of recorded
datasets for emotion detection and its significance. Ma et al.
[29] highlighted the importance of dialogue in empathy mea-
surement with responses. It provides insight into how we can
implement dialogue-based techniques with machine learn-
ing to measure and identify different empathetic responses.
It identifies different characteristics and elements in terms of
personal, emotional and knowledge.

Kozakevich Arbel et al. [30] address the empathy in differ-
ent perspective where empathy learning based on responses
and feedback. It enables us to react to others emotional sit-
uation, where the situation might take a bit longer to adapt
on the situation for responses depending on evolving emo-
tional state. Now, regarding empathic computing, we have a
different medium for generating and transmitting, where VR
has emerged as a new medium of communication. Zou et al.
[31] designed and demonstrated some VR tools that are not
available in traditional devices. It is presented with a variety
of tools that assist and create new artworks in an easier and
more efficient manner. We have seen different evolution and
opportunity in emotion and empathymeasurement, where bio
signals devices have emerged as new potential. While some
works are on audio, this work has mostly been conducted on
video datasets. It provides new interfaces and methods for
future works with human computer interaction in empathetic
computing [32].

Jing et al. [33] provided new insights into the combination
of a mixed reality system with hand gaze combinations. With
all these combinations, we will have bio signals feedback,
for emotion collection. Saffaryazdi et al. [34] suggested the
use of different bio signals including EEG, ECG, PPG and

GSR. Their work with these signals provides a new direction
in the dialogue-based context of emotion recognition. While
this study showcase the clinical study on different facial
emotion recognition practice [35]. Saquinaula et al. [36] gives
different insight with 3D motion and different avatars gener-
ated through human faces, where those faces are in different
gender and look realistic. Similarly, this study addressed how
cognitive empathy is related to facial expression recognition.
Showcasing different stages in recognition decline during
lifetime [37].

Daher et al. [38] highlight and gives a different perspective
of measuring human pain and expression. In terms of empa-
thetic computing, we addressed how different sensors can
help express and evaluate these feelings. Recently, Omitaomu
et al. [39] provided different insights into empathy datasets
with a combination of human stress and emotional changes
in different demographics. It highlights how demography can
also leads to different empathetic reaction. Piumsomboon
et al. [3] have different perspective for empathic comput-
ing. It utilizes different reality remote collaborations such
as VR and AR. Different remote collaborations showcase
the different empathy perspectives of people in mixed-reality
environments.

While we had remote collaboration’s Paiva et al. [6] had
different concept, where it defines how non-human and vir-
tual agents trigger empathy when they come across human
interactions. This highlights how virtual agents can respond
to human situations and human emotions. Loveys et al. [40]
aimed to build non-human experiments and demonstrate how
metaverse relations are created. In addition, how relationship
in virtual or digital world differs and reacts to human emo-
tions and contents. As we know how a different perspective
of human and virtual agents are collaborating for empathic
computing. There have been some additions to how human
gaze can be effective in measuring emotions such as stress,
happiness, and anger. Some research highlights those areas
that define gaze and vision with dialogues. Wever et al.
[41] highlights these contents in their research for empathic
computing. Lencastre et al. [42] provided real experimental
insights into gaze experiments and human emotions, where
more than 60 participants filled different questionnaires for
different empathy levels when they see people with different
kinds of disabilities.

Hart et al. [43] takes a different perspective of communi-
cation in virtual environments. It gives 2D and 3D image and
display of avatar expression with their locations and users
view depending on the scenario and scenes. This multimodal
approach highlights eye gaze tracking alongwith different bio
signals. It applies different machine learning methods to mea-
sure different classification accuracies [44]. Finally, Zhang et
al. [45] provided new insights into eye movements and pupil
movements for different emotional content. This shows that
empathy can be measured depending on pupil movement and
fixation time for different contents. Table 2 presents empathic
generation techniques from articles published since 2020,
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TABLE 1. Empathic computing in various field.

with the process and performance measurements and features
extracted.

V. EMPATHIC INTELLIGENCE IN THE MACHINE
LEARNING
As we delve into the realm of computing, it is essential
to understand empathic intelligence and distinguish it from
other forms of intelligence. It is a combination of thinking
and feeling to make a valid meaning toward the other person.
Unlike merely recognizing and feeling another’s emotions,
empathic intelligence encompasses a symphony of cognitive,
emotional, and social skills, enabling us to forge genuine
connections and comprehend the human experience from
another perspective. It may serve as a mental GPS, guiding
us through intricate emotional landscapes and perspectives.

Empathic intelligence is a skill that improves with practice.
Active listening, emotional self-awareness, engaging with
others’ stories and offering a helping hand are all essential
steps towards cultivating empathic intelligence. By nurturing
this ability, we promote mutual understanding and com-
passion, fostering an environment in which connection and
empathy flourish. As shown in Figure 6, empathy can be
measured through online computing methods. As shown in
the figure, we propose two different online users via a video
computing application. They will watch a video clip as input
where they will measure the emotion of the clips and the emo-
tion generated between them will be measured via heartbeat,
EER, and a smart watch to record all emotional changes in
heartbeats and blood pressure. The video clip used as input
data contains all types of emotional content to which users
can relate and feel the change. This is a prototype where
we propose how we can measure an emotional intelligence
via different methods not just using different questionnaire
methods only. Table 3 presents the detection techniques for
the empathic algorithms and various datasets.

FIGURE 5. Empathy measurement prototype via facial landmarks.

Similarly, Table 4 presents the empathetic models for
machine learning, definitions, and measurement methods.

VI. DISCUSSION AND PROPOSAL
How can machines develop expressive empathic towards
human intelligence? Determining whether machines can feel
empathy towards humans is a complex question. The ongo-
ing debate about the nature and significance of emotional
intelligence continues across various disciplines, including
philosophy, computer science, and psychology.We argue that
machines lack emotional and biological aspects inherent in
humans. However, recent developments in artificial intelli-
gence are narrowing this gap, a concept which we refer to
as ‘machine empathy.’ We propose several perspectives on
machine empathy:

A. MIMICKING RESPONSES
AI can be trained on vast datasets of human behavior and
communication to recognize and respond to emotional cues
with appropriate language, tone, and actions. This creates
the illusion of empathy, even if the machine itself does not
experience emotions firsthand. This informs their response
and enables them to provide support or comfort through
language, gestures, and actions that mimic empathy.
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TABLE 2. Empathic generation techniques.

B. UNDERSTANDING HUMAN EMOTIONS
AI can analyze facial expressions, vocal patterns, and brain
activity to accurately predict and interpret human emotions.
This analysis can inform their responses, potentially offering
support or comfort. By predicting and responding to emo-
tional states through languages, gestures and actions that
mimic empathy, AI learns from interactions and observations
of human behavior to enhance capabilities.

C. EVOLVING WITH AI CAPABILITIES
As AI continues to develop, it is possible for future machines
to possess broad understandings on emotions and potentially
even develop their own emotional states. This remains spec-
ulative, but the rapid advancements in AI make this a future
possibility. We can build trust with the machines that display
open communication transparency and commitment to user

well-being, which can foster trust and emotional connections
with humans. This builds a foundation for perceived empa-
thy even without the machine experiencing emotions itself.
Highly trained AI can provide safe spaces for humans to
express their emotions and receive non-judgmental support.
This can create a sense of connection and understanding, even
if the machine does not reciprocate the emotions directly with
human emotions.

In addition, we can make arguments against machine
empathy in human intelligence.

D. LACK OF BIOLOGICAL GROUNDING
Human emotions rooted in the body are influenced by
hormones, neurotransmitters, and complex brain processes.
Without this biological base, it has been argued that machines
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FIGURE 6. Empathy measurement prototype via facial landmarks.

TABLE 3. Empathic detection techniques.

can only simulate or mimic empathy, lacking genuine depth
and an understanding of true emotional connections.

Subjectivity of emotions Emotions are subjective and often
nuanced, influenced by personal experiences, memories, and
cultural contexts. It is challenging for any system, human,
or machine to grasp the multifaceted nature of human emo-
tion.

Ultimately, the question of whether a machine can truly
feel empathic towards human intelligence remains open-
ended. Although current AI capabilities do not replicate the
full spectrum of human emotions, they can undoubtedly
understand and respond to them in increasingly sophisticated
ways. As AI continues to evolve, the lines between simula-
tion and genuine feeling may even more blurred, demanding
ongoing ethical and philosophical discourse.

The key takeaway is that the progress ofmachines in under-
standing human emotions can greatly benefit healthcare,
education, and other areas that depend on human connection,
regardless of whether machines can truly ‘‘feel’’ empathy.

Moving forward, it is essential to focus on responsible AI
development and fostering genuine human-human empathy.

As shown in figure 7, there are two collaborators as user1
and user 2. They are connected online via a monitor. Here,
physical distance can pose some challenges, but we want
to show that building productive collaboration and fostering
empathy or expressing empathy are entirely possible in online
or remote settings. Here, we explain the processes of remote
collaboration and empathy measurement. The first step is
described above using two remote users. We need to clearly
define the goals and roles of each participant. After that, users
can discuss a certain topic or watch content on their respective
screens and the response to a content can be captured. While
users are watching the contents, we must equip the users
with some bio sensors so that we can keep track of the
response to certain content or topic discussions. While users
communicate or interact with content, eye-gaze applications
can track their eye movements and provide valuable data on
their reactions and focus. By tracking gaze, we can not only
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TABLE 4. Empathetic models in the machine learning.

FIGURE 7. Framework for remote collaboration empathic computing and empathy measurement.

capture users’ responses and conversational flow, but also
maintain key visual features on both ends, strengthening the
connection and understanding between collaborators. Here,
we highlight a few future applications of remote empathic
expressions.

• Use of larger datasets.
• Use of empathy classifications algorithms.
• Further integration of additional empathy components.
• Use of alternative emotion models and algorithms.

• Develop a guideline mechanism rather than only text
generation.

Also, we highlight some ethical concerns of remote empathic
expressions:

• Data privacy
• Moral computing responsibility
• Negative impacts on human mental health
• Reliability of the data source
• Online discrimination and monitoring delay
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VII. CONCLUSION
In this review, we have explored various perspective and stud-
ies related to empathic computing and its expressions. While
this branch of remote computing has not advanced to the
same extent as its parent field of affective computing, there
exists significant potential for the application and expression
of empathy across different fields and computing applica-
tions. We have identified three main areas where empathetic
computing has made progress: healthcare, customer service,
and social computing. We expect future research to con-
tinue in these directions to find better way to address their
respective challenges. Future research is expected to continue
in the domains of healthcare, customer service, and social
computing, where empathic computing has made substantial
advancements.

Furthermore, we hope that future research in the field of
empathetic computing for remote collaboration will continue
to develop and improve over time. As we know, empathy is a
highly researched topic, which will grow more as the need to
be empathic becomes more important in the modern digital
world. Because computers continue to be a part of our lives
and interact with us, we believe that this is an indispensable
field for future research.

Additionally, we anticipate ongoing progress in the field
of empathetic computing for remote collaboration. Given the
growing importance of empathy in the modern digital world
and the increasing integration of computers into our daily
lives, we believe this research area is crucial for the future.

REFERENCES
[1] M. Asada, ‘‘Towards artificial empathy: How can artificial empathy follow

the developmental pathway of natural empathy?’’ Int. J. Social Robot.,
vol. 7, no. 1, pp. 19–33, Feb. 2015, doi: 10.1007/s12369-014-0253-z.

[2] R. Srinivasan and B. S. M. González, ‘‘The role of empathy for artificial
intelligence accountability,’’ J. Responsible Technol., vol. 9, Apr. 2022,
Art. no. 100021, doi: 10.1016/j.jrt.2021.100021.

[3] T. Piumsomboon, Y. Lee, G. A. Lee, A. Dey, and M. Billinghurst,
‘‘Empathic mixed reality: Sharing what you feel and interacting with what
you see,’’ in Proc. Int. Symp. Ubiquitous Virtual Reality (ISUVR). Nara,
Japan: IEEE, Jun. 2017, pp. 38–41, doi: 10.1109/ISUVR.2017.20.

[4] U. C. Goswami, ‘‘Blackwell handbook of childhood cognitive develop-
ment,’’ in Blackwell Handbooks of Developmental Psychology. Malden,
MA, USA: Blackwell, 2002.

[5] I. Leite, C. Martinho, and A. Paiva, ‘‘Social robots for long-term interac-
tion: A survey,’’ Int. J. Social Robot., vol. 5, no. 2, pp. 291–308, Apr. 2013,
doi: 10.1007/s12369-013-0178-y.

[6] A. Paiva, I. Leite, H. Boukricha, and I. Wachsmuth, ‘‘Empathy in virtual
agents and robots: A survey,’’ ACM Trans. Interact. Intell. Syst., vol. 7,
no. 3, pp. 1–40, Sep. 2017, doi: 10.1145/2912150.

[7] S. C. Keskin, ‘‘From what isn’t empathy to empathic learning pro-
cess,’’ Proc. Social Behav. Sci., vol. 116, pp. 4932–4938, Feb. 2014, doi:
10.1016/j.sbspro.2014.01.1052.

[8] P. A. Powell and J. Roberts, ‘‘Situational determinants of cognitive,
affective, and compassionate empathy in naturalistic digital interac-
tions,’’ Comput. Hum. Behav., vol. 68, pp. 137–148, Mar. 2017, doi:
10.1016/j.chb.2016.11.024.

[9] J. D. Brett, R. Becerra, M. T. Maybery, and D. A. Preece, ‘‘The psycho-
metric assessment of empathy: Development and validation of the Perth
empathy scale,’’ Assessment, vol. 30, no. 4, pp. 1140–1156, Jun. 2023, doi:
10.1177/10731911221086987.

[10] M. L. Hoffman, ‘‘Empathic emotions and justice in society,’’ Social Justice
Res., vol. 3, no. 4, pp. 283–311, Dec. 1989, doi: 10.1007/bf01048080.

[11] J. H. Janssen, ‘‘A three-component framework for empathic technologies to
augment human interaction,’’ J. Multimodal User Interfaces, vol. 6, nos. 3–
4, pp. 143–161, Nov. 2012, doi: 10.1007/s12193-012-0097-5.

[12] T. Singer and C. Lamm, ‘‘The social neuroscience of empathy,’’ Ann.
New York Acad. Sci., vol. 1156, no. 1, pp. 81–96, Mar. 2009, doi:
10.1111/j.1749-6632.2009.04418.x.

[13] J. L. Goetz, D. Keltner, and E. Simon-Thomas, ‘‘Compassion: An evo-
lutionary analysis and empirical review.,’’ Psychol. Bull., vol. 136, no. 3,
pp. 351–374, May 2010, doi: 10.1037/a0018807.

[14] N. Eisenberg and A. S. Morris, ‘‘The origins and social significance of
empathy-related responding. A review of empathy andmoral development:
Implications for caring and justice by M. L. Hoffman,’’ Soc. Justice Res.,
vol. 14, pp. 95–120, Mar. 2001.

[15] A. Smith, ‘‘Cognitive empathy and emotional empathy in human behavior
and evolution,’’ Psychol. Rec., vol. 56, no. 1, pp. 3–21, Jan. 2006, doi:
10.1007/bf03395534.

[16] R. W. Picard, ‘‘Robots with emotional intelligence,’’ in Proc. 4th
ACM/IEEE Int. Conf. Human-Robot Interact. (HRI). La Jolla, CA, USA:
ACM, Mar. 2009, pp. 1–5, doi: 10.1145/1514095.1514098.

[17] D. T. Hettich, E. Bolinger, T. Matuz, N. Birbaumer, W. Rosenstiel,
and M. Spüler, ‘‘EEG responses to auditory stimuli for automatic
affect recognition,’’ Frontiers Neurosci., vol. 10, Jun. 2016, doi:
10.3389/fnins.2016.00244.

[18] E. García-Sancho, J. M. Salguero, and P. Fernández-Berrocal, ‘‘Angry
rumination as a mediator of the relationship between ability emotional
intelligence and various types of aggression,’’ Personality Individual Dif-
ferences, vol. 89, pp. 143–147, Jan. 2016, doi: 10.1016/j.paid.2015.10.007.

[19] V. Mattingly and K. Kraiger, ‘‘Can emotional intelligence be trained? A
meta-analytical investigation,’’ Human Resource Manage. Rev., vol. 29,
no. 2, pp. 140–155, Jun. 2019, doi: 10.1016/j.hrmr.2018.03.002.

[20] K. Dalvand and M. Kazemifard, ‘‘An adaptive user-interface based
on user’s emotion,’’ in Proc. 2nd Int. eConference Comput. Knowl.
Eng. (ICCKE). Mashhad, Iran: IEEE, Oct. 2012, pp. 161–166, doi:
10.1109/ICCKE.2012.6395371.

[21] L. Zhou, J. Gao, D. Li, and H.-Y. Shum, ‘‘The design and implementation
of XiaoIce, an empathetic social chatbot,’’ Comput. Linguistics, vol. 46,
no. 1, pp. 53–93, Mar. 2020, doi: 10.1162/coli_a_00368.

[22] E. C. Montiel-Vázquez, J. A. R. Uresti, and O. Loyola-González, ‘‘An
explainable artificial intelligence approach for detecting empathy in textual
communication,’’ Appl. Sci., vol. 12, no. 19, p. 9407, Sep. 2022, doi:
10.3390/app12199407.

[23] A. Sharma, A. Miner, D. Atkins, and T. Althoff, ‘‘A computational
approach to understanding empathy expressed in text-based mental health
support,’’ in Proc. Conf. Empirical Methods Natural Lang. Process.
(EMNLP), 2020, pp. 5263–5276, doi: 10.18653/v1/2020.emnlp-main.425.

[24] M. V. Martin, E. Pérez Valle, and S. Horsburgh, ‘‘Artificial empathy for
clinical companion robots with privacy-by-design,’’ in Wireless Mobile
Communication and Healthcare (Lecture Notes of the Institute for Com-
puter Sciences, Social Informatics and Telecommunications Engineering),
vol. 362, J. Ye, M. J. O’Grady, G. Civitarese, and K. Yordanova, Eds.,
Cham, Switzerland: Springer, 2021, pp. 351–361, doi: 10.1007/978-3-030-
70569-5_23.

[25] K. Mishra, A. M. Samad, P. Totala, and A. Ekbal, ‘‘PEPDS: A polite and
empathetic persuasive dialogue system for charity donation,’’ in Proc. 29th
Int. Conf. Comput. Linguistics, 2022, pp. 424–440.

[26] K. Sharma, C. Castellini, E. L. van den Broek, A. Albu-Schaeffer, and
F. Schwenker, ‘‘A dataset of continuous affect annotations and physiolog-
ical signals for emotion analysis,’’ Scientific Data, vol. 6, no. 1, p. 196,
Oct. 2019, doi: 10.1038/s41597-019-0209-0.

[27] A. Welivita, Y. Xie, and P. Pu, ‘‘A large-scale dataset for empathetic
response generation,’’ in Proc. Conf. Empirical Methods Natural Lang.
Process. Punta Cana, Dominican Republic: Association for Computational
Linguistics, 2021, pp. 1251–1264, doi: 10.18653/v1/2021.emnlp-main.96.

[28] M. Soleymani, J. Lichtenauer, T. Pun, and M. Pantic, ‘‘A multimodal
database for affect recognition and implicit tagging,’’ IEEE Trans.
Affect. Comput., vol. 3, no. 1, pp. 42–55, Jan. 2012, doi: 10.1109/T-
AFFC.2011.25.

[29] Y. Ma, K. L. Nguyen, F. Z. Xing, and E. Cambria, ‘‘A survey on empa-
thetic dialogue systems,’’ Inf. Fusion, vol. 64, pp. 50–70, Dec. 2020, doi:
10.1016/j.inffus.2020.06.011.

[30] E. K. Arbel, S. G. Shamay-Tsoory, and U. Hertz, ‘‘Adaptive empa-
thy: Empathic response selection as a dynamic, feedback-based learning
process,’’ Frontiers Psychiatry, vol. 12, Jul. 2021, Art. no. 706474, doi:
10.3389/fpsyt.2021.706474.

VOLUME 12, 2024 101013

http://dx.doi.org/10.1007/s12369-014-0253-z
http://dx.doi.org/10.1016/j.jrt.2021.100021
http://dx.doi.org/10.1109/ISUVR.2017.20
http://dx.doi.org/10.1007/s12369-013-0178-y
http://dx.doi.org/10.1145/2912150
http://dx.doi.org/10.1016/j.sbspro.2014.01.1052
http://dx.doi.org/10.1016/j.chb.2016.11.024
http://dx.doi.org/10.1177/10731911221086987
http://dx.doi.org/10.1007/bf01048080
http://dx.doi.org/10.1007/s12193-012-0097-5
http://dx.doi.org/10.1111/j.1749-6632.2009.04418.x
http://dx.doi.org/10.1037/a0018807
http://dx.doi.org/10.1007/bf03395534
http://dx.doi.org/10.1145/1514095.1514098
http://dx.doi.org/10.3389/fnins.2016.00244
http://dx.doi.org/10.1016/j.paid.2015.10.007
http://dx.doi.org/10.1016/j.hrmr.2018.03.002
http://dx.doi.org/10.1109/ICCKE.2012.6395371
http://dx.doi.org/10.1162/coli_a_00368
http://dx.doi.org/10.3390/app12199407
http://dx.doi.org/10.18653/v1/2020.emnlp-main.425
http://dx.doi.org/10.1007/978-3-030-70569-5_23
http://dx.doi.org/10.1007/978-3-030-70569-5_23
http://dx.doi.org/10.1038/s41597-019-0209-0
http://dx.doi.org/10.18653/v1/2021.emnlp-main.96
http://dx.doi.org/10.1109/T-AFFC.2011.25
http://dx.doi.org/10.1109/T-AFFC.2011.25
http://dx.doi.org/10.1016/j.inffus.2020.06.011
http://dx.doi.org/10.3389/fpsyt.2021.706474


P. Paudel et al.: Survey on Identifying Empathic Expression in Remote Collaboration

[31] Q. Zou, H. Bai, L. Gao, A. Fowler, and M. Billinghurst, ‘‘Asym-
metric interfaces with stylus and gesture for VR sketching,’’ in Proc.
IEEE Conf. Virtual Reality 3D User Interfaces Abstr. Workshops
(VRW). Christchurch, New Zealand: IEEE, Mar. 2022, pp. 968–969, doi:
10.1109/VRW55335.2022.00335.

[32] R. M. Winters, B. N. Walker, and G. Leslie, ‘‘Can you hear my heart-
beat? Hearing an expressive biosignal elicits empathy,’’ in Proc. CHI
Conf. Human Factors Comput. Syst. Yokohama, Japan: ACM, May 2021,
pp. 1–11, doi: 10.1145/3411764.3445545.

[33] A. Jing, K. Gupta, J. McDade, G. A. Lee, and M. Billinghurst,
‘‘Comparing gaze-supported modalities with empathic mixed reality
interfaces in remote collaboration,’’ in Proc. IEEE Int. Symp. Mixed Aug-
mented Reality (ISMAR). Singapore: IEEE, Oct. 2022, pp. 837–846, doi:
10.1109/ISMAR55827.2022.00102.

[34] N. Saffaryazdi, Y. Goonesekera, N. Saffaryazdi, N. D. Hailemariam,
E. G. Temesgen, S. Nanayakkara, E. Broadbent, and M. Billinghurst,
‘‘Emotion recognition in conversations using brain and physiological sig-
nals,’’ in Proc. 27th Int. Conf. Intell. User Interfaces Helsinki, Finland:
ACM, Mar. 2022, pp. 229–242, doi: 10.1145/3490099.3511148.

[35] C.-W. Huang, B. C. Y. Wu, P. A. Nguyen, H.-H. Wang, C.-C. Kao,
P.-C. Lee, A. R. Rahmanti, J. C. Hsu, H.-C. Yang, and Y.-C.-J. Li,
‘‘Emotion recognition in doctor-patient interactions from real-world clin-
ical video database: Initial development of artificial empathy,’’ Comput.
Methods Programs Biomed., vol. 233, May 2023, Art. no. 107480, doi:
10.1016/j.cmpb.2023.107480.

[36] A. Saquinaula, A. Juarez, J. Geigel, R. Bailey, and C. O. Alm,
‘‘Emotional empathy and facial mimicry of avatar faces,’’ in Proc.
IEEE Conf. Virtual Reality 3D User Interfaces Abstr. Workshops
(VRW). Christchurch, New Zealand: IEEE, Mar. 2022, pp. 770–771, doi:
10.1109/VRW55335.2022.00236.

[37] N. Malykhin, W. Pietrasik, A. Aghamohammadi-Sereshki, K. N. Hoang,
E. Fujiwara, and F. Olsen, ‘‘Emotional recognition across the adult lifes-
pan: Effects of age, sex, cognitive empathy, alexithymia traits, and amyg-
dala subnuclei volumes,’’ J. Neurosci. Res., vol. 101, no. 3, pp. 367–383,
Mar. 2023, doi: 10.1002/jnr.25152.

[38] K. Daher, D. Saad, E.Mugellini, D. Lalanne, and O. A. Khaled, ‘‘Empathic
and empathetic systematic review to standardize the development of reli-
able and sustainable empathic systems,’’ Sensors, vol. 22, no. 8, p. 3046,
Apr. 2022, doi: 10.3390/s22083046.

[39] D. Omitaomu, S. Tafreshi, T. Liu, S. Buechel, C. Callison-Burch,
J. Eichstaedt, L. Ungar, and J. Sedoc, ‘‘Empathic conversations: A multi-
level dataset of contextualized conversations,’’ 2022, arXiv:2205.12698.

[40] K. Loveys, M. Sagar, M. Billinghurst, N. Saffaryazdi, and E. Broadbent,
‘‘Exploring empathy with digital humans,’’ in Proc. IEEE Conf.
Virtual Reality 3D User Interfaces Abstr. Workshops (VRW).
Christchurch, New Zealand: IEEE, Mar. 2022, pp. 233–237, doi:
10.1109/VRW55335.2022.00055.

[41] M. C. M. Wever, L. A. E. M. van Houtum, L. H. C. Janssen, I. M. Spruit,
M. S. Tollenaar, M. aan het Rot, and B. M. Elzinga, ‘‘Eyes on you: Ensur-
ing empathic accuracy or signalling empathy?’’ Int. J. Psychol., vol. 57,
no. 6, pp. 743–752, Dec. 2022, doi: 10.1002/ijop.12862.

[42] P. Lencastre, S. Bhurtel, A. Yazidi, G. B. M. E. Mello, S. Denysov, and
P. G. Lind, ‘‘EyeT4Empathy: Dataset of foraging for visual information,
gaze typing and empathy assessment,’’ Sci. Data, vol. 9, no. 1, p. 752,
Dec. 2022, doi: 10.1038/s41597-022-01862-w.

[43] J. D. Hart, T. Piumsomboon, G. A. Lee, R. T. Smith, and M. Billinghurst,
‘‘Manipulating avatars for enhanced communication in extended reality,’’
in Proc. IEEE Int. Conf. Intell. Reality (ICIR). Piscataway, NJ, USA: IEEE,
May 2021, pp. 9–16, doi: 10.1109/ICIR51845.2021.00011.

[44] V. Skaramagkas, G. Giannakakis, E. Ktistakis, D. Manousos, I. Karatzanis,
N. S. Tachos, E. Tripoliti, K. Marias, D. I. Fotiadis, and M. Tsiknakis,
‘‘Review of eye tracking metrics involved in emotional and cognitive
processes,’’ IEEE Rev. Biomed. Eng., vol. 16, pp. 260–277, 2023, doi:
10.1109/RBME.2021.3066072.

[45] J. Zhang, S. Park, A. Cho, and M. Whang, ‘‘Significant measures
of gaze and pupil movement for evaluating empathy between viewers
and digital content,’’ Sensors, vol. 22, no. 5, p. 1700, Feb. 2022, doi:
10.3390/s22051700.

[46] N.Majumder, P. Hong, S. Peng, J. Lu, D. Ghosal, A. Gelbukh, R. Mihalcea,
and S. Poria, ‘‘MIME: MIMicking emotions for empathetic response gen-
eration,’’ 2020, arXiv:2010.01454.

[47] R. Zandie and M. H. Mahoor, ‘‘EmpTransfo: A multi-head trans-
former architecture for creating empathetic dialog systems,’’ 2020,
arXiv:2003.02958.

[48] J. Shin, P. Xu, A. Madotto, and P. Fung, ‘‘Generating empathetic responses
by looking ahead the user’s sentiment,’’ in Proc. IEEE Int. Conf. Acoust.,
Speech Signal Process. (ICASSP). Barcelona, Spain: IEEE, May 2020,
pp. 7989–7993, doi: 10.1109/ICASSP40776.2020.9054379.

[49] W. Kim, Y. Ahn, D. Kim, and K.-H. Lee, ‘‘Emp-RFT: Empathetic response
generation via recognizing feature transitions between utterances,’’ 2022,
arXiv:2205.03112.

[50] Y. Liu, W. Maier, W. Minker, and S. Ultes, ‘‘Empathetic dialogue gener-
ation with pre-trained RoBERTa-GPT2 and external knowledge,’’ 2021,
arXiv:2109.03004.

[51] J. Gao, Y. Liu, H. Deng, W. Wang, Y. Cao, J. Du, and R. Xu, ‘‘Improv-
ing empathetic response generation by recognizing emotion cause in
conversations,’’ in Proc. Findings Assoc. Comput. Linguistics (EMNLP).
Punta Cana, Dominican Republic: Association for Computational Linguis-
tics, 2021, pp. 807–819, doi: 10.18653/v1/2021.findings-emnlp.70.

[52] M. Yan Chen, S. Li, and Y. Yang, ‘‘EmpHi: Generating empathetic
responses with human-like intents,’’ 2022, arXiv:2204.12191.

[53] H. Kim, B. Kim, and G. Kim, ‘‘Perspective-taking and pragmatics for
generating empathetic responses focused on emotion causes,’’ 2021,
arXiv:2109.08828.

[54] L. Y. Zhu, Z. Zhang, J. Wang, H. Wang, H. Wu, and Z. Yang,
‘‘Multi-party empathetic dialogue generation: A new task for dialog sys-
tems,’’ in Proc. 60th Annu. Meeting Assoc. Comput. Linguistics. Dublin,
Ireland: Association for Computational Linguistics, 2022, pp. 298–307,
doi: 10.18653/v1/2022.acl-long.24.

[55] F. Alam, M. Danieli, and G. Riccardi, ‘‘Can we detect speakers’ empa-
thy? A real-life case study,’’ in Proc. 7th IEEE Int. Conf. Cognit.
Infocommunications (CogInfoCom). Wroclaw, Poland: IEEE, Oct. 2016,
pp. 000059–000064, doi: 10.1109/COGINFOCOM.2016.7804525.

[56] F. Alam, M. Danieli, and G. Riccardi, ‘‘Annotating and modeling empathy
in spoken conversations,’’ Comput. Speech Lang., vol. 50, pp. 40–61,
Jul. 2018, doi: 10.1016/j.csl.2017.12.003.

[57] S. Ghosh, D. Maurya, A. Ekbal, and P. Bhattacharyya, ‘‘Team IITP-
AINLPML at WASSA 2022: Empathy detection, emotion classifi-
cation and personality detection,’’ in Proc. 12th Workshop Comput.
Approaches to Subjectivity, Sentiment Social Media Anal. Dublin, Ireland:
Association for Computational Linguistics, 2022, pp. 255–260, doi:
10.18653/v1/2022.wassa-1.26.

[58] F. M. Del Arco, J. Collado-Montañez, L. A. Ureña, and M.-T. Martín-
Valdivia, ‘‘Empathy and distress prediction using transformer multi-
output regression and emotion analysis with an ensemble of supervised
and zero-shot learning models,’’ in Proc. 12th Workshop Comput.
Approaches to Subjectivity, Sentiment Social Media Anal. Dublin, Ire-
land: Association for Computational Linguistics, 2022, pp. 239–244, doi:
10.18653/v1/2022.wassa-1.23.

[59] Y. Chen, Y. Ju, and S. Kübler, ‘‘IUCL at WASSA 2022 shared task: A text-
only approach to empathy and emotion detection,’’ in Proc. 12th Workshop
Comput. Approaches to Subjectivity, Sentiment Social Media Anal.Dublin,
Ireland: Association for Computational Linguistics, 2022, pp. 228–232,
doi: 10.18653/v1/2022.wassa-1.21.

[60] C. Pelau, D.-C. Dabija, and I. Ene, ‘‘What makes an AI device human-
like? The role of interaction quality, empathy and perceived psychological
anthropomorphic characteristics in the acceptance of artificial intelligence
in the service industry,’’ Comput. Hum. Behav., vol. 122, Sep. 2021,
Art. no. 106855, doi: 10.1016/j.chb.2021.106855.

[61] V. Barriere, S. Tafreshi, J. Sedoc, and S. Alqahtani, ‘‘WASSA 2022 shared
task: Predicting empathy, emotion and personality in reaction to news
stories,’’ in Proc. 12th Workshop Comput. Approaches to Subjectivity,
Sentiment Social Media Anal., 2022, pp. 92–104.

PRABESH PAUDEL received the B.S. degree
from the Kathford International College of Engi-
neering and Management, Nepal, and the M.S.
and Ph.D. degrees from Mokpo National Univer-
sity, South Korea. He is currently a Postdoctoral
Researcher with Chonnam National University.
His research interests include machine learning,
empathic computing, emotion recognition, affec-
tive computing, computer vision, and multimodal
deep learning.

101014 VOLUME 12, 2024

http://dx.doi.org/10.1109/VRW55335.2022.00335
http://dx.doi.org/10.1145/3411764.3445545
http://dx.doi.org/10.1109/ISMAR55827.2022.00102
http://dx.doi.org/10.1145/3490099.3511148
http://dx.doi.org/10.1016/j.cmpb.2023.107480
http://dx.doi.org/10.1109/VRW55335.2022.00236
http://dx.doi.org/10.1002/jnr.25152
http://dx.doi.org/10.3390/s22083046
http://dx.doi.org/10.1109/VRW55335.2022.00055
http://dx.doi.org/10.1002/ijop.12862
http://dx.doi.org/10.1038/s41597-022-01862-w
http://dx.doi.org/10.1109/ICIR51845.2021.00011
http://dx.doi.org/10.1109/RBME.2021.3066072
http://dx.doi.org/10.3390/s22051700
http://dx.doi.org/10.1109/ICASSP40776.2020.9054379
http://dx.doi.org/10.18653/v1/2021.findings-emnlp.70
http://dx.doi.org/10.18653/v1/2022.acl-long.24
http://dx.doi.org/10.1109/COGINFOCOM.2016.7804525
http://dx.doi.org/10.1016/j.csl.2017.12.003
http://dx.doi.org/10.18653/v1/2022.wassa-1.26
http://dx.doi.org/10.18653/v1/2022.wassa-1.23
http://dx.doi.org/10.18653/v1/2022.wassa-1.21
http://dx.doi.org/10.1016/j.chb.2021.106855


P. Paudel et al.: Survey on Identifying Empathic Expression in Remote Collaboration

HYUNG-JEONG YANG received the B.S., M.S.,
and Ph.D. degrees fromChonbuk National Univer-
sity, South Korea. She is currently a Professor with
the Department of Artificial Intelligence Conver-
gence, Chonnam National University, Gwangju,
South Korea. Her main research interests include
multimedia data mining, medical data analysis,
social network service data mining, and video data
understanding.

ANJITHA DIVAKARAN is currently pursuing the
Ph.D. degree in artificial intelligence convergence
with Chonnam National University, South Korea.
She was a Research Intern with IIT Guwahati,
India, with a focus on bioinformatics and com-
putational biology. Her research interests include
emotional recognition, natural language process-
ing, and empathy computing.

SEUNG-WON KIM received the B.S. and M.S.
degrees from the University of Tasmania, in
2008 and 2010, respectively, and the Ph.D.
degree from the HIT Laboratory NZ, New
Zealand, in 2016, under the supervision of
Prof. M. Billinghurst. During the Ph.D. study,
he developed a remote collaboration system
supporting stabilized sketch and pointer cues.
He is currently a Professor with the Department
of Artificial Intelligence Convergence, Chonnam

National University, South Korea. His research interests include remote
collaboration using augmented virtual communication cues and sharing
experiences between distance users.

JI-EUN SHIN received the B.A., M.A., and Ph.D.
degrees from Yonsei University, South Korea. She
is currently a Professor with the Department of
Psychology, Chonnam National University. Her
research interests include human emotions and
social behaviors from a functional perspective,
aiming to understand how these aspects contribute
to human adaptation and social interaction.

SOO HYUNG KIM received the B.S. degree in
computer engineering from Seoul National Uni-
versity, in 1986, and the M.S. and Ph.D. degrees
in computer science from Korea Advanced Insti-
tute of Science and Technology, in 1988 and
1993, respectively. Since 1997, he has been a
Professor with the Department of Artificial Intel-
ligence Convergence, Chonnam National Univer-
sity, South Korea. His research interests include
pattern recognition, document image processing,

medical image processing, and ubiquitous computing.

VOLUME 12, 2024 101015


