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ABSTRACT This study presents a novel computational approach to quantifying beneficence, defined as a
pro-social attitude that positively influences others, in the polarized context of online debates on controversial
topics. Starting from a dataset of conversations on Facebook pages on controversial and polarized topics
such as vaccination, we used semantic proximity measures to analyze the linguistic landscape, such as
confidence, normalized Google distance, and pointwise mutual information.We built an undirected weighted
co-occurrence network in which two users are connected if they both comment on the same post.We analyzed
polarization trends toward the semantics of beneficence from the point of view of comments, users, and the
neighborhood. We found that the formation of echo chambers on the vaccination topic did not correspond
to echo chambers on beneficence, with both groups of pro-vax and anti-vax users exhibiting similar levels
of beneficence in their discourse. These findings highlight the challenges of bridging the communicative
gaps in communities around controversial topics that form echo chambers, showing that opposing parties
can share similar beneficence levels. Future research should explore the dynamics of opinion formation and
the role of beneficence in preventing and managing hate speeches.

INDEX TERMS Semantic proximity, attitude polarization, echo chambers, polarization, hate speech,
affective computing.

I. INTRODUCTION
Beneficence, from Latin beneficentia (bene-facere, i.e.,
acting favorably), means ‘‘kindness, generosity,’’ and is com-
monly understood as doing something beneficial for others.
Thus, beneficence is a pro-social act that may imply empa-
thetic action. Beneficence actions include pro-social behav-
iors such as charity, volunteering (including virtual/digital/
e-volunteering), donations, and taking care of others [13].

Beneficence has been extensively studied in the context of
basic psychological needs. Recently, Martela and Ryan [13],
[14] stressed the role of the subjective experience of
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beneficence. According to them, beneficence is ‘‘the sense
of having a positive impact in the lives of other people’’
[13], and ‘‘a subjective feeling or evaluation about the [. . . ]
personal sense of having done good things to others’’ [14].
Beneficence is related to psychological well-being [14].
Some authors [13] include it among the basic psychological
needs, next to Autonomy, Competence, and Relatedness [18],
[21]. Simultaneously, it is related to positive emotions
and attitudes, including compassion, satisfaction, kindness,
and empathy. Beneficence can contribute to positive affect
and vitality [14], life satisfaction [13], and meaningful
work [12].

Despite its importance for wellness and well-being, benef-
icence has rarely been computationally addressed. To the best
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of our knowledge, before our preliminary work [11], of which
this paper is an extension, there is no literature on non-verbal
behaviors that might be specific to the sense (i.e., concept,
meaning) of beneficence. Thus, proposing a computational
approach to estimate beneficence is an open challenge that
we addressed in this study.

Our approach offers a novel perspective for quantifying
and analyzing beneficence, which can be applied to various
domains beyond the specific context and topic of discussion.
By exploring pro-social attitudes exhibited in social media
interactions, our research contributes to a broader under-
standing of online discourse and its implications for social
dynamics.

Specifically, in this work, we aim to study beneficence
by analyzing social media users’ comments on a specific
topic that is significant to society but controversial. Focusing
on social media activity seems a reasonable choice when
considering Martela and Ryan definition of beneficence [13],
[14], described as a ‘‘subjective feeling or evaluation.’’
Online social networks are an excellent repository of personal
opinions and beliefs in which individuals and groups (e.g.,
NGOs) can promote or perform voluntary initiatives and
actions to influence or help others, including campaigns to
promote a healthy lifestyle or online volunteering [9], [15].
Simultaneously, we can easily observe extremely polarized
opinions on online social networks, where the opinion of a
different party is considered not beneficial and not pro-social
by the other party, resulting in hate speech [3].
In particular, in this respect, our goals are:
• (G1) to check whether social media users discussing
controversial topics exhibit beneficence polarization
(i.e., users have either very low or very high benefi-
cence).

• (G2) to check whether social media users can be
clustered in ‘‘echo chambers’’ for beneficence (see
Section II: that is, they show beneficence similar to their
neighborhood.

In this study, we used a dataset that included strongly
polarized opinions on vaccination. The selection of this
dataset is primarily motivated by the presence of distinct
and polarized opinions rather than specifically focusing on
vaccines as a specific topic, allowing for an examination
of beneficence in online social media interactions across
different ideological groups on topics related to ethics, which
are more prone than others to show extreme affirmations
(i.e., expressing strongly polarized opinions). Regarding the
topic of vaccination, a prevalent argument shared by both
proponents and opponents is the perceived impact on public
health: advocates for vaccination believe that it enhances the
health of both individuals and the community. Conversely,
vaccine skeptics argue that vaccines do not benefit the
community and may even harm those who are vaccinated;
thus, vaccination will not enhance public health, and avoid
herd immunity [16]. In this perspective, vaccination is a
particularly relevant topic in the context of beneficence as a
sense of having a positive impact on others’ lives.

Consequently, we aimed to determine whether the polar-
ization of social media users in terms of their opinions on
vaccinations, can also be observed in their intent, that is, in the
textual semantics of beneficence that we may detect in their
posts and comments.

In terms of practical applications, the findings of this study
could be useful to stakeholders involved in social dynamics,
public health, policy-making, and community well-being.

By understanding the pro-social attitudes exhibited by
users in social interactions through the semantics of benef-
icence, online platforms can develop strategies to promote
positive interactions, mitigate toxic behavior, prevent hate
speech, and foster a healthier online environment, which
can help in designing targeted communication campaigns,
addressing misinformation, and improving public health
messaging strategies. The proposed methodology can serve
as a foundation for further research in the fields of
computational social science, sentiment analysis, and online
discourse analysis to explore benefits in other domains,
investigate the impact of online discussions on real-world
outcomes, and contribute to a broader understanding of social
dynamics in the digital age.

II. RELATED WORKS
Using web-based co-occurrence to identify semantic prox-
imity is a well-known technique that is comparable in
performance to semantics extracted from ontologies, with
various advantages and limitations [5], [8], [10]. Semantic
similarity can be used to evaluate closeness to the semantics
of beneficence. A similar technique, with adaptations to
vectors of words representing expressive terms in a sentence,
has also been used in the context of affective computing
and emotion recognition [7]; which assesses the emotional
content of a sentence by combining information about each
word in the sentence.

To identify controversial topics, ‘‘echo chambers,’’ i.e.,
clusters of users having the same opinion about a given
controversial topic, have been studied specifically in social
media [6], rating and comparing users of different online
social networks (e.g., Facebook, Reddit, Twitter) regarding
their leaning towards controversial topics (e.g., gun control,
Obamacare, abortion, vaccines). The results highlight that
online users tend to form echo chambers, share information
adhering to their worldviews, ignore dissenting information,
and form polarized groups around shared narratives.

In addition, the correlation between personality traits and
echo chambers has been studied [1]. The results show that
personality traits are similarly distributed within polarized
communities, except for the concept of ‘‘emotional stability,’’
which is higher among users who support conspiracy
narratives. Similar and significant correlations were found
between personality traits within different echo chambers,
indicating that the prevalent personality model was the same
in both observed echo chambers (i.e., low extraversion, high
emotional stability, low agreeableness, low conscientious-
ness, and high openness).
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Regarding concepts that could be considered close to
beneficence, a study [17] investigated the correlation between
the inclination to be generous (i.e., donating to charity)
and political orientation, finding a difference between users
identifying political values in their polarized leaning to
donate nationally or internationally.

In line with the studies outlined above, our research delves
into the field of social media analysis by focusing on the
content of users’ comments. However, our approach differs
in that we introduce a novel methodology using web-based
semantic analysis of a user’s social network [5], [8], [20],
allowing us to assess the presence of particular concepts
within textual data in an echo chamber, regardless of whether
explicit terminology is used to denote them. Furthermore,
to understand how benevolent behavior manifests in online
interactions, our research uniquely focuses on examining
beliefs in beneficence expressed in textual data.

III. DATA AND SOCIAL NETWORK
In this section, we describe the dataset and its network
structure, which can be established from social interactions.

A. DATASET
The source dataset [19] was built using the Facebook Graph
API. A targeted keyword search was conducted for the terms
‘vaccine,’ ‘vaccines,’ and ‘vaccination’ within the English
language corpus, from January 1, 2010, to May 31, 2017. The
inclusion criteria for Facebook pages required a minimum of
ten English posts pertinent to the subject of vaccination.

The resulting dataset includes∼ 300K posts by 243 pages,
disseminated by ∼ 410K users. This dataset serves as a
valuable resource for analyzing the dichotomy of perspectives
on critical topics such as vaccination within social media
networks. To facilitate a nuanced analysis, all Facebook pages
were manually categorized into two predominant categories
reflecting their stance on vaccination: pro-vax for those who
were favorable to vaccines (145 pages) and anti-vax for
those who were against them (98 pages). This classification
is pivotal for understanding the narrative landscape of the
vaccination discourse on various platforms.

Considering pages’ narratives and posts’ content, all
Facebook pages were manually classified into two main
groups: pro-vax (145) and anti-vax (98). A comprehensive
breakdown of the dataset is presented in Table 1.
It is important to acknowledge the complexity of the

vaccination debate as reflected in the dataset. The support or
opposition to vaccines is not always absolute, and there can be
varying degrees of agreement or disagreement within a group
of users as highlighted by the ‘echo chambers,’ a phenomenon
where users encounter information that reinforces their pre-
existing views [19].

This dataset was chosen to provide a basis for exploring
the nuances of opinion polarization within digital social
ecosystems, rather than the specific topic of vaccination. The
characteristics of this dataset provide a robust foundation
for analyzing discourse dynamics, which is pertinent to

our study’s aim of measuring beneficence and its related
pro-sociality in polarized communication.

The methods and insights derived from this analysis were
designed to be topic-agnostic, ensuring broad applicability
to various subjects that exhibit similar communication
structures.

B. NETWORK GENERATION
From the source dataset D, we start from the subsets U =

{u ∈ N|u is a user in D} and P = {p ∈ N|p is a post in D},
building a bipartite network B = (U ∪ P,L)|l ∈

L, l is a comment in D}, where the nodes are users and posts,
and a link lk ∈ L between user ui and post pj exists if user ui ∈

U commented on post pj ∈ P . From the bipartite network
B, by projecting onto U the pairs of links in B where two
users commented on the same post, we build an undirected
weighted co-occurrence network C , in which two users are
connected if they both commented on the same post, as shown
in the example in Figure 1. We will traverse the network C to
identify polarization (i.e., leaning) toward the controversial
topic, at a neighborhood level, and calculate the proximity to
the concept of beneficence.

FIGURE 1. Network generation: a link between user ui and post pj exists
if user ui comments on pj ; projected users will be connected in the
comment-weighted network C if they both commented on the same post.

C. USER LEANING
To measure the propensity of user i towards pro-vax or
anti-vax content, we introduce a measure called ‘user
leaning’ (i.e., polarization) xi. Consider user i who expresses
preferences by liking certain posts. Let Li = {l1, l2, . . . , lni}
denote the set of likes generated by user i, where ni denotes
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TABLE 1. Data breakdown for the facebook dataset. The total vaccine-related pages were classified into pro-vax and anti-vax by [19].

the total number of likes. Each like lj in this set is assigned a
value from the set {−1, 1}, where −1 corresponds to a post
from an anti-vax page and 1 corresponds to a post from a pro-
vax page. This mapping is based on a source-based approach,
with the assumption that the content of a page is a reliable
indicator of its stance on vaccines.

A user’s stance or leaning i, denoted by xi, is quantified as
the average value of likes, calculated as in Equation 1:

xi =
1
ni

ni∑
j=1

lj (1)

where xi represents the average polarization of user i, with
positive values indicating pro-vax leaning, negative values
indicating anti-vax leaning, and zero indicating a neutral
position or an equal number of likes for both leanings.

D. NEIGHBORHOOD LEANING
Similarly, we introduced the concept of ‘neighborhood
leaning’ to quantify the collective tendency or orientation
of a user’s immediate social circle within a co-commenting
network. Specifically, for a given user i, neighborhood
leaning, denoted as xNi , is calculated as the mean value of the
individual polarity of all users directly connected to user i.
Equation 2 can be expressed as follows:

xNi =
1
ki

ki∑
j=1

xj (2)

where ki is the degree (i.e., number of connections) of user
i within the unweighted co-commenting network C , and xj
corresponds to the leaning of the jth neighbor connected to
user i.
It is important to note that this calculation assumes an

unweighted network structure, where all connections are
considered equal in their contribution to the neighborhood
leaning metric, as in the dataset.

This network captures the structure of social interactions
and discussions, to study how users cluster around shared
content of interest.

In particular, the dataset network shows that users leaning
towards pro-vax or anti-vax content tend to have neighbors
with the same leaning, forming echo chambers, as shown in
Figure 2.

IV. METHODOLOGY FOR BENEFICENCE EVALUATION
This section outlines our approach to quantifying the princi-
ple of beneficence in web content. To compute beneficence
in online comments, we leverage well-known techniques
of web-based similarity [5], [8], [20], extracting from a
search engine the occurrence of words that users include in
their comments, the co-occurrences of the term beneficence,

FIGURE 2. Joint distribution between the individual leaning and the
neighborhood leaning towards anti-vax (represented by −1.0) or pro-vax
(represented by 1.0). The light areas close to the extremes show the
presence of distinct echo chambers.

and measuring their semantic proximity. The semantic
proximity of posts to the concept of beneficence is computed
by comparing three similarity measures: confidence [2],
Normalized Google Distance (NGD) [5], and Pointwise
Mutual Information (PMI) [4]. By aggregating proximity to
beneficence of authors’ comments, we obtained a proximity
value for each user. We then compute the proximity
distribution at the user’s neighborhood level for each user.
Finally, we look for local maxima of proximity distributions
to check for polarization of beneficence in echo chambers in
a dataset that already includes polarized echo chambers on
other topics.

In the following subsections, we introduce specific
semantic proximity measures to analyze the controversial
dimensions of online user interactions. Details of specific
settings and the use of these proximity measures for our
specific case are provided in the experiments section.

A. WEB-BASED SEMANTICS
We collected data on terms’ co-occurrence to calculate
Web-based proximity measures, which have proven to be
effective in the literature on any topic that is well represented
on the Web in a given language [5], [8].

We used the Web as a knowledge base for seman-
tic similarity, because of its comprehensive nature. The
always-evolving collaborative objects of the Web also
guarantee updated information [8]. This technique allows the
incorporation of current and emerging concepts, trends, and
terminologies, thereby enabling a more accurate semantic
similarity assessment in real-time. However, the limit of
web-based semantics is correlated with the time of the search,
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which shows the most recent state of knowledge, losing the
history of semantics. Literature broadly covers these aspects,
considering web-based semantics to be one of the most
accurate because of the constant update of content [2], [5],
[7], [8].
Furthermore, the Web covers many domains and disci-

plines, representing a vast amount of common knowledge.
This broad coverage enables the extraction of semantic
relationships spanning multiple domains, thereby capturing
the subtleties and context-dependent meanings of terms. As a
result, semantic similarity from the Web tends to be more
representative of real-world knowledge than ontologies or
dictionaries because it is not limited to a specific domain
or predefined set of concepts. A large community of users
dynamically updates the information on indexed terms almost
in real-time as significant events occur.

Search engines can then be used as a practical method for
extracting co-occurrences and calculating semantic proximity
between pairs or groups of terms on the Web. The occurrence
and co-occurrence data were collected by scraping web
search pages, which provided more realistic data than when
using the search engine’s APIs [7]. To keep the results clean,
the user profile data were deleted before each query, using
an automated script to simulate the actions of a human
user.

In the Facebook dataset, we considered users with 10 or
more comments as active users who could express their
personal opinions. For the selected users, we calculated the
frequency of each word and retained the top ten words
in the ranking. In this manner, a ∼ 20K word dictionary
was built. For the users’ comments, all the words that
appeared in the dictionary were considered for semantic
similarity and were analyzed for all the comments of active
users.

B. SEMANTIC PROXIMITY MEASURES
Using the Web as a knowledge base for semantic proximity
allows for a dynamic, up-to-date, and contextually rich
analysis of the relationships between terms, providing an
accurate and representative understanding of their semantic
connections, in particular, to assess and quantify similarity or
distance to a given concept [8], [10].
Formally, the approach uses a search engine, called S, as a

black box for querying theWeb and extracting statistics about
the co-occurrences of terms.

Let f (w) = S(w1) and f (w1,w2) = S(w1,w2) denote
the number of results returned by S, with search terms
w1 and w1,w2 (in general, w is a word). N is defined as
the total number of documents indexed by S. In our case,
N was realistically approximated with a number higher than
the maximum number of occurrences found in the data
set.

The chosen proximity measures use the occurrences and
co-occurrences of terms or a probability estimate that can
be calculated directly from the frequency (i.e., from the
occurrences), as P(w) =

f (w)
N .

As we normalize all measures, both distance and similarity
can be compared as complementary. The proximity measures
examined and tested are as follows:

1) AVERAGE CONFIDENCE (AVGCONF)
Confidence (CF) [2] is an asymmetrical measure used in
rule mining to measure the degree of confidence in rule
X → Y . Given the number of queries containing w1, the
confidence(X → Y ) indicates the percentage of queries that
also contain w2. From a probabilistic perspective, confidence
approximates the conditional probability:

Conf(X → Y ) = P(Y |X ) =
f (w1,w2)
f (w2)

. (3)

where f (w1,w2)
f (w1)

, (i.e. P(X∩Y )
P(X ) ) represents the a priori prob-

ability. The mutual (i.e., average) confidence [7], [8] can
be defined as the average of the confidence (CF) between
Conf (w1,w2) and Conf (w2,w1).

AVGConf(w1,w2) =
Conf(w1,w2) + Conf(w2,w1)

2
. (4)

This equation provides a balanced and symmetrical measure.

2) NORMALIZED GOOGLE DISTANCE (NGD)
Normalized Google Distance (NGD) [5] is a measure of
semantic proximity that relies on the idea that similar
concepts occur together in a large number of documents on
the Web. Therefore, the frequency of documents returned
by S approximates the distance between related semantic
concepts.

The NGD of two words w1 and w2, using their frequency
f (wi) in the knowledge base, is formally defined as:

NGD(w1,w2) =
max(log f (w1), log f (w2)) − log f (w1,w2)

logM − min(log f (w1), log f (w2))
(5)

3) POINTWISE MUTUAL INFORMATION (PMI)
PMI [4], [20] is a proximity measure used in statistics and
information theory to quantify the association between two
events. Our events are the co-occurrences of our two words
w1 and w2:

PMI(w1,w2) = log2
f (w1,w2)
f (w1)f (w2)

, (6)

where f (w1,w2) are the joint probabilities of w1 and
w2 occurring together, and f (w1) and f (w2) are the marginal
probabilities of w1 and w2 occurring independently (i.e. their
frequency in the knowledge base).

Thus, PMI is a rough estimate of the amount of information
that a word provides about another word in a pair. It measures
the information supplied by the occurrence of event w2 con-
cerning the occurrence of event w1 in particular. A high PMI
rating suggests that the uncertainty has decreased. PMI has
been effectively used to detect synonyms based only on word
count.
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However, it should be noted that PMI may not yield
meaningful conclusions for low-frequency data. While PMI
is an effective measure of independence, with values near
zero suggesting that events occur independently, it may not be
as useful in evaluating dependence, because the dependency
score is connected to the frequency of specific words. In other
words, PMI may be affected by the frequency of the terms
being compared, thereby lowering the reliability level.

Nonetheless, PMI is beneficial in a variety of natural lan-
guage processing and information retrieval applications [8].
It can assist in detecting significant correlations between
words and show patterns in large corpora of text or web pages.

V. EXPERIMENTS: CALCULATING SEMANTIC PROXIMITY
This section details the specific application of the proximity
measures presented in the Methodology section.

In our experiment, we aimed to calculate the semantic
proximity of the significant terms in the user’s comments (i.e.,
a vector of words) to the concept of beneficence. Therefore,
in our measures of semantic proximity, w1 is the term under
consideration and w2 is the term ‘beneficence.’ For NGD, M
was fixed at 252,700,000,000 (i.e., 252.7 billion). Because
NGD was the only measure of distance for our comparison,
we used its inverse (1-NGD) to compare its results with the
other measures of proximity.

The phases of the extraction include:
1) Preprocessing of comments (tokenization, stop words

removal, filtering)
2) Web scraping through the Google search engine for

word-level semantic proximity
3) Comment-level proximity modeling
4) User-level proximity modeling
5) Neighborhood-level proximity modeling

This process involves several steps for extracting relevant
information from text data and estimating the semantic
proximity between terms using web-based measures. The
final step involves analyzing the echo chambers of the
comment’s proximity to beneficence.

A. PREPROCESSING OF COMMENTS
Before text mining the Facebook dataset, we performed
preprocessing to refine the data and efficiently extract
significant terms. Our focus was on identifying tokens
(i.e., individual words) that have semantic meanings and
are relevant to the concept of beneficence. To this end,
we performed the following preprocessing tasks:

• Tokenization:We break the text down into its constituent
tokens, that is, terms that may have meaning related
to beneficence, isolating text units to be analyzed for
semantic meaning.

• Stop word filtering: We remove punctuation and stop-
words (e.g., non-semantic tokens that do not contribute
to the understanding of beneficence), thereby optimizing
the processing time. Stop words typically include
articles and prepositions. In our case, we also included
person names, symbols, and numbers.

• Emoji translation: We translated emojis into their
respective short Unicode descriptions to ensure that
the additional meaning conveyed by the emoji was
preserved and could be part of the analysis.

Through these preprocessing steps, we ensured that the
dataset was set up for an effective web search for terms that
were significantly associated with the concept of beneficence
while excluding extraneous data that could affect the mining
process.

B. WORD-LEVEL SEMANTIC PROXIMITY
After preprocessing the comments, we represented each
comment as a vector resulting from the preprocessing step,
consisting of the remaining semantically relevant words. This
vector was subsequently used in the vector space model.

We proceeded to the following steps to quantify the
semantic relationship between the terms in our vector and the
concept of beneficence.

• Automated Web Search: Each term from the pre-
processed comments was entered into Google Search.1

We recorded the frequency of appearance of each term
in the search results as well as its co-occurrence with the
word ‘beneficence.’

• Data Scraping: We used the Selenium WebDriver
to scrape the search results. Selenium simulates
human-like interactions with web pages, which helps
avoid potential bias from APIs, the results of which are
limited and do not mirror the human experience [8].

• Search Query Management: To mimic natural browsing
behavior and minimize the risk of being flagged by
Google’s anti-bot mechanisms, we introduced random
delays between consecutive searches. Additionally,
to prevent personalized search results, we set up
Selenium to reset the search history and profile before
any search, avoiding the previous results influencing the
following searches.

Data on the occurrence and co-occurrence of each term
with beneficence were stored in a structured dictionary for
analysis. Through the implementation of these measures,
we created a robust dataset that reflected the word-level
semantic proximity between common terms used in Facebook
comments and the concept of beneficence. This dataset will
inform further analysis of semantic associations in social
media debates.

At the end of this phase, three web-based similarity
measures (see Subsection IV-B) were calculated for each
pair comprising a term from the user comment and the term
‘beneficence’ to quantify the semantic closeness between the
user-generated content and the concept of beneficence.

C. COMMENT-LEVEL PROXIMITY MODELING
In the subsequent analysis at both the comment and user
levels (detailed in the following sections), we implemented
a vector space model to represent the semantic proximity [7].

1The web scraping phase took place in mid-July 2022.
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This model is characterized by a selection operator, denoted
as SEL ∈ {MAX ,AVG}, and a semantic proximity measure,
denoted as P. In our experimental framework, P represents
a set of proximity measures, specifically proximity ∈

{AVGConf , (1 − NGD),PMI }, where (1 − NGD) represents
the inverse of the Normalized Google Distance. The NGD
is a measure of semantic distance, whereas the others are
proximity measures. By transforming the normalized Google
distance into an equivalent inverse proximitymeasure, we can
compare the three.

This scheme, already used in image-based [8] and vector-
based [7] emotion recognition to compute the similarity
of terms to elements from an image or emotion model
respectively, defines a class of semantic similarity functions
where a different elementary distance and a different
composition operator generate a single semantic similarity
function within the class.

For a given task or dataset, this technique allows for
flexibility in selecting the most appropriate measures. We can
generate a unique semantic similarity function tailored to the
specific requirements of the task or dataset by varying the
elementary distance (proximity measure) and composition
operator (selection method) for a total of six different
proximity values that can be derived for each comment. The
six values were encapsulated by the comment-level proximity
metric CP, where C denotes a comment.

The proximity for a given selection method sel1 is
computed as follows:

CPsel1 = SEL{P(w1,w2), ∀w1,w2 ∈ C} (7)

where sel1 ∈ {MAX ,AVG}. E.g., to refer to sel1 = MAX ,
we would write CPMAX .

D. USER-LEVEL PROXIMITY MODELING
Building on modeling proximity at the comment level,
we extended our analysis to the user level. To provide a
comprehensive measure of a user’s semantic proximity to
beneficence, we aggregated the comment-level proximity
values (CPsel1) across all commentswritten by each user. This
aggregation was performed using a second selection operator
sel2 = SEL, resulting in 12 unique proximity values for each
user referred to as user-level proximity (UP):

UPsel1,sel2 = SEL{CPsel1i } (8)

where CPsel1i represents the collection of proximity values at
the comment level for user i. These values were previously
aggregated using the sel1 function. The operator sel2 was
then applied to the set, resulting in a user-level proximity
value. For example, if we have previously selected the
maximum value of the proximity at the level of the comments
(sel1 = MAX ) and we now choose to average these
maximum values at the level of the users (sel2 = AVG),
we denote the user-proximity aggregation as UPMAX ,AVG.
Figure 3 shows the histograms for each proximity measure

to visualize and analyze the distribution of the proximity

values at the user level, providing insight into the distribution
of users’ semantic closeness to the concept of beneficence
and allowing the observation of trends and comparison of the
measures.

E. NEIGHBORHOOD-LEVEL PROXIMITY MODELING
According to our definition, given in section III-B (see also
Figure 1), two users in the network C are connected if they
comment on the same post. The term neighbor, therefore,
refers to a user who has interacted with or commented
on the same post as another user (e.g, if users u1 and un
both commented on the same post p1, they are considered
neighbors).
The concept of neighbors is used to analyze the patterns of

interactions and examine the level of beneficence exhibited
by users within their immediate social context. In other
words, by studying the interactions between neighbors,
we can gain insights into the dynamics of online discussions,
the spread of opinions, and the similarities or differences in
beneficence levels among users who engage with the same
content.
At the neighborhood level, only AVG is used as an

aggregation function of the user’s user-level proximity (UP)
for each neighbor j of user i:

NUPsel1,sel2 = AVG{UPsel1,sel2i,j } (9)

where UPsel1,sel2i,j are the sets of proximity values for
the comments made by each neighbor j of user i in
the data set. In this step, we obtained 12 values of the
proximity of the user’s neighbors. Finally, we computed
the neighborhood-level proximity distribution of NUP. The
resulting histograms, one for each proximity measure, are
shown in Figure 4.

VI. RESULTS ANALYSIS AND DISCUSSION
We examined the plots of the proximity-measure distributions
to determine the answer to our research questions for goals
G1 and G2.

A. G1: CHECK WHETHER SOCIAL MEDIA USERS
DISCUSSING CONTROVERSIAL TOPICS EXHIBIT
POLARIZATION ON BENEFICENCE
According to the proposed methodology, polarization in
beneficence, expressed by users and/or their neighbors, leads
to at least two local maxima in the proximity measure
distributions [6]. Instead, a lack of polarization corresponds
to a distribution with a single local maximum. Our analysis
shows a lack of polarization in the user and neighborhood-
level proximity, as shown in Figures 3 and 4.
The results in Figure 3 show a lack of polarization in

beneficence between the two groups (i.e., anti-vax vs. pro-
vax), as all users tended to be concentrated, on average, in the
same range of beneficence. Therefore, the answer to our first
goal (G1 in Section I) is negative.
This plot pattern does not follow echo chambers regard-

ing opinions on vaccinations, as presented in the source
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FIGURE 3. User-level proximity distribution. In each plot, a value of proximity is reported on axis x. The naming convention is derived from the equations
(see Equations 7, 8 and 9).

FIGURE 4. Neighborhood-level proximity distribution. In each plot, a value of proximity is reported on axis x. The naming convention is derived from the
equations (see Equations 7, 8 and 9).

FIGURE 5. Joint distribution between the average values of each user’s AVGConf , 1 − NGD, and PMI with the user’s neighborhood average proximity
measures [11]. The figure shows how the same beneficence measures characterize users and their neighborhoods with similar scores.

dataset [19]. Thus, we need to note and consider that
opinions and beneficence can emerge differently from the
same subjective point of view, where the subjective polarized
opinions on the controversial topic share a similar level of
beneficence, that is, a pro-social attitude.

Based on the definition of beneficence [13], [14] is,
thus, apparent that both polarized groups believe that their
positions and actions can benefit the community. We can
observe such a shared level of beneficence between the
two groups in the dynamics of online discussion, where
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FIGURE 6. Joint distribution of the user’s individual leaning in the anti-vax (-1) and pro-vax (+1) spectrum together with their AVGConf , 1 − NGD, and
PMI [11]. From a perspective of inclination, the distribution of the beneficence metrics unveils how users, despite opposite views on the topic of
vaccination, are characterized by similar semantics in their comments. The similarity can be interpreted as a signal for their belief that their stance is
beneficial for society.

each polarized group engages in the same content (i.e.,
comments of neighbors). Indeed, this inclination can be seen
in many highly-valued comments (i.e., semantically close to
the concept of beneficence) from both groups.

B. G2: CHECK WHETHER SOCIAL MEDIA USERS CAN BE
CLUSTERED IN ECHO CHAMBERS FOR BENEFICENCE
In G2, an echo chamber relates to a situation in which
users predominantly interact with and reinforce their own
beliefs within a closed network, leading to limited exposure
to diverse perspectives. Thus, we plotted the joint distribution
between the proximity values of each user and those of the
user’s neighbors.

In Figure 5, we observe a high concentration of measures
expressing beneficence in the comments of Facebook users.
This concentration describes the tendency of users to
display homogeneous beneficence, which is not reflected in
their opinion polarization concerning the vaccination topic,
as shown in Figure 2. This result confirms the previous
analysis of G1. The answer to our second question G2 (see
Section I) is thus negative: we cannot identify echo chambers
in the topic of beneficence measured on users and their
neighborhoods.

By plotting the joint distributions of the individual users’
polarization (i.e., pro-vax and anti-vax) with the proximity
values of each user (see Figure 6), we observe a prominent
bimodality of users’ opinions, according to which two main
stances (pro-vax and anti-vax) emerge. Nonetheless, these
two echo chambers about vaccines are still characterized
by an akin propensity towards beneficence, testified by the
average proximity to the beneficence of users’ neighbors,
which reach similar values, regardless of the individual
leaning.

The analysis of terms frequently appearing in interac-
tions between users (i.e., the similarity of users’ com-
ments to the concept of beneficence) showed a degree
of agreement on the level of beneficence, even when the

same users expressed extremely different opinions on the
topic.

Finally, we observe from the plots that similarity with
beneficence remains relatively low for each measure (i.e.,
within the first half of the range), as expected for a dataset
on controversial topics, particularly in the context of public
health debates.

In Table 2, we provide a brief snapshot of user comments
from both pro- and anti-vaccination echo chambers that
intuitively align with the observed patterns of beneficence
derived from our similarity analyses, demonstrating vari-
ances in beneficence levels. This selection illustrates how
expressions of support or empathy correlate with higher
beneficence, whereas dismissive or exclusionary remarks
align with lower beneficence. These examples serve as a
microcosm of broader dataset dynamics, highlighting the
prevalence of polarized yet consistently low-beneficence
discourse within the studied controversial topic.

VII. STUDY LIMITATIONS AND FUTURE DIRECTIONS
Our study leverages web-based semantics to capture the
knowledge present on theWeb at a specific point in time. This
snapshot approach offers up-to-date insights but naturally
limits our ability to track dynamic changes in discourse over
time. To address this limitation, future studies should explore
methodologies for real-time data analysis.

Although our method provides deep analytical insights
into social media discourse, it is computationally intensive
and time-consuming, particularly for large-scale datasets.
This aspect, intrinsic to our approach, suggests a tradeoff
between the depth of analysis and processing time. However,
the unique insights gained into social dynamics and their
implications for policy-making highlight the value of this
investment. Future implementations could focus on optimiz-
ing computational efficiency to balance these factors.

Our dataset predominantly featured comments with neg-
ative connotations and a generally low level of beneficence
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TABLE 2. Sample comments for polarized pro/anti-vax echo chambers and higher/lower level of beneficence, illustrating how expressions of mutual
support or empathy correlate with higher beneficence.

in posts, thus reflecting the controversial nature of the
debate examined. In future works, it would be interesting to
validate our approach on other datasets with different levels
of polarization of opinion, when available.

The analysis of such limitations outlines a roadmap
for enhancing research on web-based semantics and their
applications in social media analysis.

VIII. CONCLUSION
The work provides a computational approach to measure
beneficence, understood as ‘‘the concept of having a positive
impact on others’’ in online personal opinions. To this
end, we applied three measures of similarity (i.e., average
Confidence, Normalized Google Distance, and Pointwise
Mutual Information) to assess the proximity to the term
beneficence of comments that users made on posts about
the controversial topic of vaccinations and calculated the
correlation with beneficence at user and neighborhood
levels. To the best of our knowledge, this is the first
attempt to estimate pro-social intentions and beliefs regarding
beneficence.

Additionally, we applied these measures to study the
polarization of social media users. We found that the polar-
ization of media users regarding their opinions on vaccination
was not confirmed in terms of beneficence as measured
by web-based semantic proximity. Indeed, statements can
be observed in the comments made by members of both
groups showing pro-social attitudes, and we observe that the
semantics of beneficence show comparable levels between
the two groups.

Our methodology and results may contribute to a better
understanding of the motivations and beliefs of various
(polarized or non-polarized) groups in online communities.
Therefore, vaccination was used as a use case in this study.
The same methodology can be applied to study the benefits
of different user groups and text sources (e.g., email and
blogs), showing polarized opinions on general topics. The
same approach can be used to study other pro-social attitudes.

We believe that our study can inspire other researchers
to study psychological needs and pro-social attitudes and
behaviors in online communities. It also contributes to a
better understanding of well-being in digital social life.
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