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ABSTRACT The Optimal Power Flow (OPF) problem, used to obtain efficient operation conditions with
the lowest cost or the minimum power loss in electrical power systems, is a non-polynomial problem that
becomes even harder to analyze when considering renewable energy sources (RES) with uncertain behavior.
Therefore, establishing a manageable number of RES scenarios in the modeling is essential for optimizing
cost-effective solutions, including those with constraints such as the valve-point effect and prohibited
operational zones. This work compares three differential evolution algorithm (DEA) variants and four well-
known metaheuristics: the Particle Swarm Optimization (PSO), the Bio-geographical Based Optimization
(BBO), the Artificial Bee Colony Optimization (ABC), and the Non-dominated Sorting Genetic Algorithm II
(NSGA-II). The metaheuristics are compared: 1) to determine the one with the best performance considering
RES; 2) to establish an approach to minimize and find the best set of scenarios representing variable RES;
3) to compare the success rate of convergence of the penalized function against the real objective function.
Results show that BBO and PSO optimization are the best choices for solving the classic objective function
of OPF. On the other hand, the DE/best/1 (DEAB) algorithm demonstrates the best performance when the
valve-point effect with prohibited zones is considered. DEAB presents the largest weighted cumulative rating
(WCR) and the second-best weighted cumulative successful rate (WCSR) for all the evaluated criteria.

INDEX TERMS Differential evolution algorithm, electrical power systems, optimal power flow, renewable
energy sources, stochastic modelling.

I. INTRODUCTION
Renewable energy sources (RESs) have emerged as a viable
alternative to fossil fuels, driven by concerns over climate

The associate editor coordinating the review of this manuscript and

approving it for publication was Fabio Mottola .

change and the depletion of fossil energy sources [1].
However, deploying RESs introduces new challenges and
constraints, necessitating reevaluating the modeling process
due to its stochastic nature and the limited availability of
certain sources [2]. For example, while hydroelectric power
has contributed to global electricity generation, dry dam
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scenarios in various countries threaten its reliability. These
extreme conditions highlight the importance of planning for
scenarios where RESs are temporarily unavailable to ensure
an uninterrupted power supply [3], [4].

The optimal power flow (OPF) plays a crucial role in
electrical engineering, serving various functions across the
operation and planning of power systems [5]. Solving the
OPF ensures the efficient and reliable management of electri-
cal networks by optimizing power generation, transmission,
and distribution assets while balancing economic efficiency,
system reliability, and environmental sustainability. Inte-
grating RESs into OPF poses unique challenges due to
their stochastic and time-varying behavior. Factors such
as the availability of sunlight and wind speed introduce
variability that must be accounted for in network planning [6].
While much of the existing literature focuses on minimizing
monetary costs, power losses, pollutant emissions, and
voltage instability, the incorporation of RESs fundamentally
alters the optimization objectives of OPF [7].
Thus, the OPF problem formulation must be extended

to incorporate RES. Various methodologies, including
mixed-integer nonlinear programming [8], evolutionary algo-
rithms, and swarm intelligence [9], are employed to tackle
OPF challenges. These approaches are validated through
simulations, often using probabilistic models to represent
stochastic elements such as wind and solar generation. These
OPF methodologies are critical to the state-of-the-art (briefly
analyzed in Sect. II), providing insights into optimizing
power system operation in the face of evolving energy
landscapes.

Within that context, the contributions of this work are
the following: to determine which of the tested meta-
heuristic algorithms has the best performance for each
case, with the addition of RESs and the success rate
of convergence of the penalized function against the real
objective function. We test three variants of the differential
evolution algorithm (DEA) [10] along with four well-known
metaheuristics: the Particle Swarm Optimization (PSO) [11],
the Bio-geographical Based Optimization (BBO) [12], the
Artificial Bee Colony Optimization (ABC) [13], and the
Non-dominated Sorting Genetic Algorithm II (NSGA-II)
[14]. Using the methodology and the algorithms benchmark
presented by Castañón et al. [10], we rank the tested
metaheuristics (low-high sorting ranking) along with the
computation of a success rate ranking to determine the best-
performing algorithm. We present a classical OPF statement
to evaluate the impact on each metaheuristic when including
RES before adding tight constraints involving the valve-point
loading effect and prohibited operating zones. Typical
statistics like mean, minimum, and maximum values are
the baseline for rating each metaheuristic. Additionally, the
success rate of convergence is obtained for eachmetaheuristic
and each scenario that the RESs generate.

This work is organized as follows: Section II revise state-
of-the-art applications of metaheuristic algorithms solving
the OPF. Section III details the description of the OPF,

the constraints, and the objective functions to be solved by
including penalization factors, valve-point effects, prohibited
zones, and the use of RESs. Section IV describes the DEA
used in this work. Section V describes the IEEE-30 electric
network tested as the main scenario and the methodology
used to apply the DEA versions. Section VI describes the
results obtained with the DEA versions to determine the
ranking and presents the respective discussions of those
results. Finally, Section VII presents the conclusions of this
work.

II. STATE OF THE ART
The OPF problem aims to achieve efficient operations with
minimized costs or losses. With the increasing integration
of RESs, the challenge lies in accurately modeling their
stochastic behavior and proposing effective tools to solve the
resulting complex problem. This section provides a chrono-
logical review of recent advancements in OPF optimization,
highlighting the evolution of methodologies and approaches
over time.

In [15], Hu et al. expanded the energy generation
capacity of the IEEE 24-bus network using a combination
of gas, thermal, and wind energy sources, with wind being
the stochastic component. Windmill farms and most RES
sources are modeled using the Weibull probability density
function (PDF). Additional electric lines are incorporated to
enhance network performance. The multi-objective NSGA-II
algorithm is applied to minimize investment, production, and
carbon emission costs.

In [16], Mohseni-Bonab et al. addressed the stochastic
multi-objective optimal reactive power dispatch
(SMO-ORPD) problem. They modeled the IEEE-57 network
deterministically to solve voltage stability and power losses,
computing their Pareto fronts. Then, load scenarios were
derived from a normal PDF, while wind power scenarios
used a Raleigh PDF [17]. Instead of two regions (shortage
or surplus), the PDFs were divided into five regions with
respective probabilities.

In [18], Khaled et al. used a modified Particle Swarm
Optimization (PSO) algorithm to design a deterministic
24-hour model for the OPF problem, including RES. The
PSO was compared to Tabu Search and a Genetic Algorithm.
Each RES was modeled as an hourly variable power source.
The IEEE-30 network was analyzed, replacing thermal
sources with PV farms. Additionally, wind turbines were
placed on buses 7 and 12. The authors found that RES
significantly reduced costs, power loss, and total power
generation.

Reddy and Bijwe [19] present a similar approach by
solving the OPF as the Real-Time OPF (RT-OPF) and the
Day-Ahead OPF (DA-OPF) with shorter time intervals of
1-10-15 minutes, during an hour, for a complete day. The
main goal is to maximize the profit inside the electric
network. The IEEE-30 electric network is considered as the
case study. MATLAB Optimization Toolbox (FMINCON
function) was used to obtain the results.
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Maulik and Das [20] studied the OPF problem in an
AC-DC hybrid microgrid with RES. The first AC section
includes a natural gas turbine, biomass cell, and wind turbine,
while the second section includes a natural gas fuel cell,
solar farm, and biomass. They formulated a multi-objective
problem considering cost and emissions, solved using PSO
and the fuzzy max-min technique. The wind farm is modeled
with a Weibull PDF, the solar farm with a beta PDF, and the
load with a normal PDF.

Elattar et al. [21], [22] extended the OPF problem by
including heat units and wind energy sources. They modeled
wind energy based on [23], considering underestimation (sur-
plus), overestimation (shortage), and direct cost scenarios.
A modified Moth Swarm Algorithm (MMSA) was proposed
to minimize operating costs and transmission power loss
and improve voltage profiles for IEEE-30 and IEEE-118
networks in [21]. Later, a modified JAYA algorithm was
used to solve the multi-objective OPF, minimizing fuel cost,
emission cost, and power losses [22].
Awad et al. [24] developed a modified DEA to solve

the Optimal Active-Reactive Power Dispatch (OARPD). The
new DEa-AR algorithm shows fast convergence compared to
other metaheuristics like CEEPSO and ICDE. The authors
includedRESs such aswind farms (Weibull PDF), solar farms
(log-normal PDF), and hydro generators (Gumbel PDF), but
only the wind farm modeling is explicitly included in the
objective function, considering underestimation, overestima-
tion, and direct cost scenarios, similar to [21] and [23]. The
IEEE-57 network was used for testing, with 6 cases, 31 runs
per case, and 50,000 evaluations per run.

Biswas et al. [25] simulated a stochastic ORPD model
with wind and solar RESs on the IEEE-30 network. They
used Weibull and log-normal PDFs to model the wind and
solar farms. Using a Monte Carlo approach, 1000 scenarios
(reduced to 25) of load, wind, and solar generation were
created, and the problem was solved 25 times using Success
History-based Adaptive Differential Evolution with Epsilon
Constraint (SHADE-EC) to optimize power losses and
voltage deviation. The deterministic ORPD problem without
RESs was also solved using SHADE-EC for the IEEE-30 and
IEEE-57 networks.

Recent advancements in OPF optimization techniques
include Li et al. work [26] using an enhanced adaptive dif-
ferential evolution (JADE) framework, promising improved
performance with self-adaptive penalty constraint handling;
Li et al. [27] work on uncertainty management into OPF
with stochastic RES; Naderi et al. [28] introducing a hybrid
self-adaptive heuristic for versatile single and multi-objective
OPF problems; Sarda et al. [29] developing a dynamic
OPF framework using cross-entropy covariance matrix
adaptation for integrating electric vehicles and renewables;
and Kahraman et al. [30] exploring diverse solution spaces
with a multi-objective manta ray foraging optimizer for
OPF.

Also, recently, hybridization has emerged as an effective
approach to tackle the complexity of OPF problems with

TABLE 1. Summary of the objective functions abbreviations and
definitions.

RES integration. For instance, Nadimi-Shahraki et al. [31]
combined whale and moth-flame optimization algorithms
for enhanced performance. Mohamed et al. [32] proposed
a hybrid gradient-based optimizer with moth-flame opti-
mization, demonstrating synergy between traditional and
nature-inspired techniques. Hassan et al. [33], [34] intro-
duced enhanced hunter-prey optimization and wild horse
optimizer variants for OPF with RES and FACTS devices.
Sarda et al. [35] presented a hybrid cross entropy-cuckoo
search algorithm, highlighting the versatility of integrat-
ing different nature-inspired approaches for solving OPF
problems.

Finally, in a comparative analysis by Castañón et al. [10],
various nature-inspired algorithms, including the Differential
Evolution algorithm (DEA), were evaluated addressing
the OPF problem without RES. The study sheds light
on the effectiveness of DEA as a benchmark algorithm,
emphasizing the importance of algorithmic selection and
fine-tuning for optimal results. Furthermore, it suggests
future research directions to integrate RES into the OPF
formulation to enhance its applicability in modern power
systems.

In summary, our work bridges gaps in the current research
landscape by evaluating the performance of metaheuristic
algorithms in solving OPF problems with RES integra-
tion. Building upon established methodologies, we assess
the effectiveness of several algorithms, including variants
of the DEA and other metaheuristics. By extending the
analysis to incorporate tight constraints and considering
the success rate of convergence, our work provides valu-
able insights into algorithmic performance under diverse
scenarios.

III. DESCRIPTION OF THE PROBLEM
Let f (x, u) be the objective function, x a vector of independent
variables, and u the vector of dependent ones. The OPF can
be described as [36], [37], and [38]:
Definition 1: Minimize :

f (x,u) (1)
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subject to :

g(x,u) ≤ 0 (2)

h(x,u) = 0 (3)

where g(x,u) ≤ 0 refers to the inequality constraints and
h(x,u) are equality constraints. These constraints apply to
vectors x and u. The mathematical expression of x is as
follows:

x = [PNGVNGQNCTNT ] (4)

where the first set of components, i.e., PNG and VNG,
is related to the power generation and voltage magnitude,
respectively. PNG is formed by the components pm and VNG

is formed by the components vNGm . Then, each component is
delimited as:

vminm ≤ vNGm ≤ vmaxm (5)

pminn ≤ pNGn ≤ pmaxn (6)

where m ∈ {1, ..,NG} and n ∈ {2, ..,NG}. The next set of
components is related to the shunt constraints stored at QNC ,
with each component defined as:

qmini ≤ qCi ≤ qmaxi (7)

where i ∈ {1, ..,NC}. Finally, the components that belong to
the transformers TNT are denoted as tNT , defined as:

tmink ≤ tNTk ≤ tmaxk (8)

where k ∈ {1, ..,NT }. In this work, x will be treated as an
individual (i.e., a solution) of a population of solutions for
each tested metaheuristic.

On the other hand, the mathematical expression for the
vector of dependent variables u is:

u = [pslackVNLQNGSnl] (9)

where pslack the power obtained in the slack bus pslack , VNL

and QNG and Snl is the maximum load of the network lines.
Then, their operation limits are denoted as:

pminslack ≤ pslack ≤ pmaxslack (10)

qminm ≤ qNGm ≤ qmaxm (11)

Finally, the security constraints are also included in u as:

vmino ≤ vNLo ≤ vmaxo (12)

sl ≤ smaxl (13)

where o ∈ {1, ..,NL}, l ∈ {1, .., nl}. sl is the absolute value of
the complex number that relates the real and reactive power,
i.e., sl = |pl + jql | and it must be lower than the power
allowed on each line of the network. In this manuscript, u
is the vector used to compute the penalization factors in the
objective function.

Following themodeling, h(x,u) refers to the power balance
inside the network to be analyzed. These equations are
described as follows [36], [37]:

• For PNG

pGm = pdm + vm
NB∑
n=1

vn[gm,ncos(θm − θn)

+ bm,nsin(θm − θn)] (14)

• For QNG

qGm + qCm = qdm + vm
NB∑
n=1

vn[gm,nsin(θm − θn)

− bm,ncos(θm − θn)] (15)

where pGm, qGm are the injected powers, pdm, qdm are the loads
and gm,n, bm,n are the conductance and susceptance of the
load presented between the nodes m, n.

A. RENEWABLE ENERGY SOURCES CHARACTERIZATION
AND THEIR INCLUSION IN THE OBJECTIVE FUNCTIONS
Unlike the typical modeling of the OPF, stochastic aspects
arise when RESs are included. Following [25], the windmill
farm is modeled as a piecewise function:

pw(vw) =


0 for vw < vw,in and vw > vw,out

pwr
(vw − ww,in)
(vw,r − vw,in)

and vw,in ≤ vw ≤ vw,r

pwr for vw,r < vw ≤ vw,out

(16)

where the stochastic components can be obtained from the
Weibull PDF as:

1v(vw) =

(
β

α

) (vw
α

)β−1
exp

[
−

(vw
α

)β
]

(17)

Here, the stochastic component vw represents the velocity
of the wind that generates the power to be delivered to the
electric network. Fig. 1(a) shows a Monte Carlo approach to
obtain samples when using Eq. 16, and Fig. 1(b) shows how
Eq. 17 behaves. Eq. 17 has four segments that are appreciated
in Fig. 1(b). Two of them have a zero value before vw,in and
after vw,out , one of them has a linear behavior between vw,in
and vw,r , and the remainder region is constant.

The load of the network is established as a random variable
and modeled as a normal PDF as follows:

1d (Pd ) =
1

σd
√
2π

exp

[
−
(pd − µd )2

2σ 2
d

]
(18)

where pd is the stochastic component.
We use eq. 19 to determine the RES cost for the wind

case [39]:

c(Pw) = dw(Pw) (19)

On the other hand, the power delivered by the PV solar
farm is modeled by a piecewise function as:

Ps(Gs) =


Psr

(
G2
s

GstdRc

)
for 0 < Gs < Rc

Psr

(
Gs
Gstd

)
for Gs ≥ Rc

(20)
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FIGURE 1. (a) Stochastic behavior and (b) power profile for windmill
farm, obtained by following the steps found in [25].

where the stochastic behavior is obtained from a lognormal
PDF as:

1G(Gs) =
1

Gsσs
√
2π

exp
[
−
(ln(Gs) − µs)2

2σ 2
s

]
(21)

Here, the stochastic componentGs is the irradiance that the
solar farm receives to generate the power to be delivered to the
electric network. Fig. 2(a) shows a Monte Carlo approach to
obtain some samples when using Eq. 21, and Fig. 2(b) shows
how Eq. 20 behaves. The first part of Eq. 20 behaves as a
quadratic chart, and after the Rc reference behaves as a linear
one. The linear behavior is limited by the power of the source
that can be produced. If such a limit is surpassed, then the
limit of the source is the maximum value.

To determine the cost of the RES for the solar case, we use
Eq. 22 [39]:

c(Pe) = he(Pe) (22)

The respective values for dw = 1.6 and he = 1.6 can
be found in [39]. In this way, it is possible to establish two

FIGURE 2. (a) Stochastic behavior and (b) power profile for the solar
farm, obtained by following [25].

scenarios. The first one is to minimize the cost function,
represented as [39]:

f1(x) =

NTG∑
i=1

ai + bipGi + ci(pGi )
2

+ . . . dw(Pw) + he(Pe)($/h) (23)

where the respective solar and wind sources are included. The
same approach can be used when the goal is to minimize
the total cost function with valve-point effect and prohibited
zones [38], [39]:

f2(x) =

NTG∑
i=1

ai + bipGi + ci(pGi )
2

+ . . . |di × sin
[
ei × (pmini − pGi )

]
|

+ . . . dw(Pw) + he(Pe) ($/h) (24)

Nevertheless, typically f1(x) and f2(x) are extended with
the use of penalty factors to control the dependent variables
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efficiently [40]. Then, f1(x) and f2(x) become f1(x, u) and
f2(x, u). For instance, f1(x, u) is expressed in Eq. 25 as:

f1(x, u) = f1(x) + λP(pslackG − pslacklim )2 + . . .

λV

NL∑
o=1

(vLo − vlimo )2 + . . .

λQ

NG∑
m=1

(qGm − qlimm )2 + . . .

λS

nl∑
l=1

(|sl | − smaxl )2 (25)

where f1(x) is the function to be evaluated and:

ulim =


umax , u > umax ;
umin, u < umin;
u, otherwise.

(26)

To obtain f2(x, u), f1(x) is substituted with f2(x). In Eq. 26,
if a quantity is below umin or it is larger than umax , then the
difference between the quantity and its respective limit is
computed. Otherwise, the differencemust be zero because the
quantity is subtracted by itself. As explained in this section,
the elements to be penalized belong to u. Additionally, smaxl
is the maximum supported power in the branch l, while |sl | is
the maximum absolute power for the same line. Such value is
taken from the maximum computed quantity when the flow
is computed in both directions of l [38], [40].

IV. DIFFERENTIAL EVOLUTION ALGORITHM
The Differential Evolution algorithm (DEA) is one of the
most implemented metaheuristics to solve NP-like problems.
Storn and Price introduced DEA in 1997 [41], and since
then, different problems have been solved successfully with
this method. Typically, five steps are considered to generate
candidate solutions that help obtain sub-optimal solutions.

Initially, candidate solutions denoted as individuals are
generated randomly. Each individual is a vector evaluated in
the objective function to obtain an output. For the problem
presented in this manuscript, each individual is xi with length
D = 24. The individuals are then stored in a population
matrix, or Pop, where the number of individuals is Np.

The mutation operation is a weighted equation of differ-
ences expressed in Eq. 27 as:

mi = xr1 +M (xr2 − xr3) (27)

where M ∈ (0, 1) is the mutation constant and mi is
the mutant vector. We conducted a parametric analysis to
determine the optimal mutation and recombination constants
that minimize power loss, aligning with the recommendations
provided in [42] where Islam et al. recommend using
M = 0.8. Eq. 27 is known as DE/Rand/1 version, where
three individuals are chosen randomly. These individuals are
denoted as xr1, xr2, xr3 ∈ {1, . . . ,Np}, which are different
to the current individual x i. Eq. 27 is not the only way to

determine the mutation operation. For instance, in Eq. 28 the
best element (best) in the population Pop is taken instead of
r1 as:

mi = xbest +M (xr1 − xr2) (28)

This is also known as DE/Best/1 version.
The recombination step is summarized in Eq. 29 as:

t i,j =


mi,j if rand ≤ Cr or

Rnd = j ∀j ∈ {1, . . . ,D}

x i,j otherwise

(29)

where Cr ∈ (0, 1) is the recombination constant and its
recommended value, following [42], is set to Cr = 0.9.
A new candidate vector t i is formed with the recombination
of the mutant vector and the current target vector x i. Such
recombination is based on two random numbers; one of them
(rand) is compared toCr and the other one (Rnd) is compared
to the current component of the vectors (j ∈ {1, . . . ,D} ).
If rand ≤ Cr or Rnd = j, then the component coming from
the mutant vector mi,j is stored in t i,j, otherwise x i,j is stored.
Notice that t i may have components outside the bounds of

the variables when mutation and recombination are applied.
Thus, if any element of t i,j is outside their respective bounds,
a new value between the respective bounds can be generated
randomly.

The selection step is described as:

Popi =

{
t i if f (t i, ui) < f (x i, ui)
x i otherwise ,

(30)

In this step, the trial vector t i is added to Pop if the value
of the objective function (either f1(x, u) or f2(x, u)) obtained
with it is lower than the obtained with the target vector x i.
Otherwise, x i remains in Pop. In this way, a new Pop is
obtained at each iteration (also called ‘‘generations’’ in DEA)
g ∈ Ĝ with Ĝ as the total number of generations.

A variant tested in this manuscript considers a new strategy
to enhance the DEA with the Adaptive Guided Differential
Evolution (AGDEA) [43]. The main features in this DEA
version are related to the mutation and recombination steps,
where Cr is adapted to generate the best recombination
strategy, and the population is sorted in such a way that the
best individuals guide the worst ones, rather than random
selections as it is done for the typical mutation strategies
DE/rand/1 and DE/best/1.
The general pseudo-code for DEA applied to OPF is shown

in Algorithm 1. The output of the algorithm includes the best
vector candidate in the population when the total generations
Ĝ have been executed Popbest ; the function evaluations
with the penalty factors Fitness; and the function evaluation
without these penalty factors FitnessNoPenalty. The function
evaluations stored inFitness andFitnessNoPenalty are related
to the best results obtained for each g ∈ Ĝ.
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Algorithm 1 DEA Applied to OPF
procedure DEA

Input the control parameters for DEA
Build initial population Pop
Evaluate fitness for each individual in Pop
Begin generations counter g = 1
for g = 1 to Ĝ do

for i = 1 to Np do
Generate random individuals.
Do mutation mi according to Eq. 27 (or another

variant);
Recombination to obtain t i. Eq. 29;
Validate t i.
Update t i if needed;
Solve t i with Newton-Raphson (MATPOWER);
Apply selection operator Eq. 30;

end for
end for
Popbest obtained with the lowest fitness.
return Popbest , Fitness, FitnessNoPenalty

end procedure

V. METHODOLOGY AND THE ANALYZED SCENARIO
The main goal of the methodology is for the DEA to be
able to eliminate penalization factors when evaluating a given
objective function. That means if f1(x, u) − f1(x) = 0 or
f2(x, u) − f2(x) = 0, the trial is considered successful,
otherwise such trial is considered a ‘‘failure’’ because the
penalization factors are still present in the objective function
as residuals. To achieve the main goal, the components
of u are subtracted from their respective limits as shown
in Eq. 26 when u is evaluated in f1(x, u) or f2(x, u) as
expressed in Eq. 25. The components in u are obtained
when solving the system with the Newton-Rapshon method.
Then, it is expected that the more function evaluations
through generations are done, themore penalization functions
will be mitigated until a zero value for all of them
is achieved. Because each metaheuristic has a stochastic
behavior, sufficient tests are needed to determine the number
of successful trials. Then, 100 trials are launched for each
scenario where their respective statistics are computed (mean,
maximum, and minimum values).

The electric network tested is the IEEE-30 network,
formed by one slack bus, five PV buses (injected power),
and NL = 24 PQ buses (load buses). Then, there are
NB = 30 buses when adding all of these buses. Additionally,
there are nl = 41 lines. Compared to the electric network
implemented in Abou et al. [36], the schematic presented
in Fig 3 includes the RESs as proposed by Biswas et al.
[25], where the bus 5 is powered with a windmill farm, and
the bus 8 is powered by a solar farm. To do the respective
analysis, MATLAB-R2023a was used to configure the IEEE-
30 network with MATPOWER 6.0 [44], [45].1 It is important
to mention that several tests were performed using earlier
versions of MATLAB, and no significant differences in
processing time were observed. The reader interested in a

1Available for download in http://www.pserc.cornell.edu/matpower/.

FIGURE 3. IEEE-30 network based on [25] and [36].

comprehensive statistical analysis of the running times for
the solution algorithms is referred to [10]. The parameters
for the wind source are: vw,in = 3m/s, vw,r = 16m/s,
vw,out = 25m/s and pwr = 75; and for the solar source are:
psr = 50, Gstd = 1000W/m2 and Rc = 120W/m2.

Table 2 shows the scenarios generated using Monte Carlo
simulation and the backward algorithm [25]. A set of N0 =

1000 coordinates were generated as [pd , vw,Gs], to later
reduce the value of 1000 coordinates to 25 ones. For pd , the
normal PDF was implemented with (µ = 70, σ = 10);
for vw, the Weibull PDF was used with (α = 9, β = 2).
For Gs, 500 elements were generated with the lognormal
PDF with (µ = 5.5, σ = 0.5) because there is no
solar source available half of the day, and therefore, the
remaining 500 elements are set to zero. The following
commands in MATLAB were used to generate each element
of [pd , vw,Gs], respectively: normrnd(muv, sigmav, 1, 1000)
(being muv and sigmav, µ = 70 and σ = 10, respectively),
wblrnd(alpha, beta, 1, 1000) (being alpha and beta, α =

9 and β = 2, respectively) and lognrnd(mu, sigma, 1, 500)
(being mu and sigma, µ = 5.5 and σ = 0.5, respectively),
where for Gs the 500 elements with zero are attached and
randomly permuted with those 500 elements generated by
lognrnd . Columns 5 and 6 of Table 2 show the power outputs
obtained from the wind and solar sources, respectively. The
last column shows the probability of occurrence of each
scenario.

Table 3 shows the parameters that are involved in
evaluating the slack bus (position 1) and the PV buses

99428 VOLUME 12, 2024



G. Castañón et al.: Comparative Analysis of Metaheuristics for Solving the OPF

TABLE 2. Own set of scenarios generated with the backward algorithm from [25].

TABLE 3. Power parameter limits, initial voltages and coefficient costs for IEEE-30 network, taken from [25], [36], [38], and [39].

TABLE 4. Load power parameters for IEEE-30 network, taken from [36].

(positions 2,5,8,11, and 13). The second column shows the
initial voltages. Columns 3 and 4 are the maximum allowed
limits for PNGmax and QNGmax , and columns 5 and 6 are the
minimum ones PNGmin and QNGmin. Columns 7 and 8 show the
coefficient values for the wind and solar sources, respectively.
Columns 9, 10, and 11 show the coefficients’ values in
computing the power from thermal sources. Columns 12 and
13 show the coefficients that help to compute f2(x, u) (valve

point effect), and column 14 shows the range of prohibited
zones. Thermal coefficients for buses 5 and 8 are omitted
because thermal sources do not power them. Additionally,
the limits for buses 5 and 8 when computing PNGmax are set
by the values obtained in Table 2 from columns 5 and 6,
respectively.

Table 4 shows the active and reactive power P and Q for
each bus presented in the IEEE-30 network. To include RES,
each P is multiplied by the load pd (see Table 2, column
2), and Q is left ‘‘as it is’’. The impedance and admittance
parameters for each bus can be found in [36]. The parameters
for each transformer are line 11, 1.078,0; line 12, 1.069,0;
line 15, 1.032,0; and line 36, 1.068,0.

Finally, Table 5 shows the power limits for each line, taken
from [46].

We developed our implementations for DEA and DEAB;
AGDEA was adapted to this problem from the source
code found in https://sites.google.com/view/optimization-
project/files; the implementations for PSO, BBO, ABC,
and NSGA-II were downloaded from www.yarpiz.com [47]
and adapted to solve the OPF with the objective functions
described in this article. To display the results, bold fonts
remark the best metaheuristic when computing the mean
of all the tests performed for each objective function and
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TABLE 5. Power limit parameters for IEEE-30 network, taken from Vo et al. [46].

TABLE 6. Rate of successful cases for each tested metaheuristic algorithm with f1(x) and f2(x).

each scenario in Table 2. For simplicity, each algorithm is
identified by a capital letter as follows:

The parameterization for each metaheuristic algorithm is
listed as follows:

• Each algorithm and objective function are evaluated
100 times for each scenario listed in Table 2.

• The dimension of a solution x is D = 24.
• The number of generations is Ĝ = 500, and population
size is Np = 100.

• The validation process is applied for xi. For u, the
penalization factors are applied to mitigate them when
solving the objective functions.

• The penalization factors applied to the objective function
from [48] are: λP = 100, λV = 100000, λQ =

100, λS = 100.

• Capacitors values are equal to zero, i.e., in the buses
10 and 24 C10 = 0 and C24 = 0.

• For the shunts placed at buses 10, 12, 15, 17, 20, 21, 23,
24, 29, the operation limits are qmin = 0 and qmax = 5,
i.e., 0 ≤ qi ≤ 5.0.

• For the transformers, the operation limits are tmin =

0.9 and tmax = 1.1, i.e., 0.9 ≤ tk ≤ 1.1
• For all the voltages in the buses, vmin = 0.95 and vmax =

1.10, i.e. 0.95 ≤ vm ≤ 1.10.

VI. RESULTS AND DISCUSSION
Table 6 shows how the metaheuristic algorithms behave in
terms of success rate (%) when evaluating f1(x) and f2(x).
Each case is tested 100 times to compute the success rate
(%). BBO, PSO, and NSGA-II have the largest cumulative
success rate (CSR) for f1(x) (2300), and DEAB has the
largest CSR for f2(x) (2287). The worst cases are for DEA
when evaluating f1(x) (2108) and BBO when evaluating f2(x)
(1946). Special attention deserves scenarios 14 and 25, where
the SR is almost null (just one success for AGDEA) for both
functions. Also, scenario 25 is not successful at all when
evaluating f1(x) (no success when using all the metaheuristic
algorithms), and scenario 24 has a low percentage of success
when evaluating f2(x) (with a maximum success rate of
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TABLE 7. Ranking sorting values for mean (µ), for each tested metaheuristic algorithm with f1(x) and f2(x).

TABLE 8. Minimum (m) values for each tested metaheuristic algorithm with f1(x) and f2(x).

31 % when using BBO). That means the penalization
factor did not vanish when the objective function was
solved. According to Table 2, scenario 20 is the most
representative because it has a probability of 0.5, being
DEA the worst metaheuristic algorithm (93 % success
rate).

Table 7 shows the ranking for eachmetaheuristic algorithm
when using the mean (µ) as a criterion, with 1 being the
best and 7 the worst. Obtaining the cumulative ranking
(CR), PSO is the best among all the available metaheuristic
algorithms for both functions, 37 for f1(x) and 57 for f2(x),
respectively. A note should be made for cases 14 and 24
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TABLE 9. Maximum (M) values for each tested metaheuristic algorithm with f1(x) and f2(x).

TABLE 10. Summary of score ranking for (µ), minimum (m), and maximum (M) for all the tested objective functions and metaheuristic algorithms.

TABLE 11. Summary of weighted cumulative rating (WCR) and weighted cumulative successful rate (WCSR) for (µ), minimum (m) and maximum (M) for
all the tested objective functions and metaheuristic algorithms.

(for f2(x)) and 25 (for f1(x)), where the worst ranking is
assigned (7) due to a lack of success of the tested algorithms.
The worst case is for DEA, 162 for f1(x) and 170 for
f2(x), respectively. For the special scenario (scenario 20),

PSO is still the best for f1(x), but for f2(x), the best is
BBO.

Table 8 shows the ranking for eachmetaheuristic algorithm
when using the minimum value (m) as a criterion. Obtaining
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TABLE 12. Mean (µ) values for each tested metaheuristic algorithm with f1(x).

TABLE 13. Minimum (m) values for each tested metaheuristic algorithm with f1(x).

the cumulative ranking (CR), again, PSO is the best among
all the available metaheuristic algorithms for both functions
44 for f1(x) and 43 for f2(x), respectively. The worst case
is obtained for DEA, 172 for f1(x) and 173 for f2(x),
respectively. For the special scenario (scenario 20), BBO is
the best for f1(x) and f2(x).
Table 9 shows the ranking for eachmetaheuristic algorithm

when using the maximum value (M ) as a criterion. Obtaining
the cumulative ranking (CR), again, PSO is the best but just

for f1(x) (37); meanwhile, DEAB is the best for f2(x) (59).
The worst case is obtained for AGDEAwhen evaluating f1(x)
(164) and DEA when evaluating f2(x) (152). For the special
scenario (scenario 20), PSO is the best for f1(x) and BBO is
the best for f2(x).

A. DISCUSSION
When using the cumulative success rate as the criterion
to classify the algorithms, BBO, PSO, and NSGA-II are
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TABLE 14. Maximum (M) values for each tested metaheuristic algorithm with f1(x).

TABLE 15. Mean (µ) values for each tested metaheuristic algorithm with f2(x).

successful algorithms for f1(x) (CSR of 2300 for the three
algorithms) and DEAB is successful for f2(2) (CSR of 2287).
However, the discriminant rate (DR) is needed to contrast
these results and see how to classify which algorithm results
the best among all those evaluated. When DR is considered,
PSO is the best when applied µ and minimum value m
classification criteria for both functions (37 and 44 for f1(x),
57 and 43 for f2(x)), but DEAB is the best when evaluating
f2(x) for maximum valueM classification criterion, and PSO

is the best when evaluating f1(X ) (value 37). Additionally, it is
useful to consider how each algorithm behaves in scenario
20 because it appears with a probability of 0.5. When using
the µ criterion, PSO is the best for f1(x), and BBO is the best
for f2(x). When using m criterion, BBO is the best for f1(x)
and f2(x). When using M , PSO is the best for f1(x) and BBO
is the best for f2(x). Table 6 shows that DEA has the worst
success rate (SR) performance when evaluating scenario 20.
These results are summarized in Table 10.
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TABLE 16. Minimum (m) values for each tested metaheuristic algorithm with f2(x).

TABLE 17. Maximum (M) values for each tested metaheuristic algorithm with f2(x).

Another approach that can be useful to determine which
algorithm has the best performance considers the use of the
probability of each case as a weight, as proposed in [25]. For
instance, all the row elements of Table 6, Table 7, Table 8
and Table 9 corresponding to scenario 1 should be multiplied
by the probability value corresponding to scenario 1 (see
column 7 of Table 2), and so on with the rest of the
row elements with the respective probability value (e.g.,
row elements of scenario 2 multiplied by the probability

value of scenario 2, etc.). In the end, the summation of
results is applied in a similar way to the additions shown in
Table 6, Table 7, Table 8, and Table 9. Then, Table 11 shows
the summation of the results obtained with this approach.
In terms of weighted CSR (WCSR), the results remain the
same, DEAB is the best for f2(x); BBO, PSO, and NSGA-II
are the best for f1(x). Nevertheless, withweightedCR (WCR),
BBO presents advantages when evaluating f1(x) with m
criterion and f2(x) with µ, m, and M criteria; meanwhile,

VOLUME 12, 2024 99435



G. Castañón et al.: Comparative Analysis of Metaheuristics for Solving the OPF

PSO presents advantages when evaluating f1(x) withµ andM
criteria. These results contrast when evaluated without weight
because now BBO is better than PSO for most of the used
criteria for f1(x) and f2(x). But BBO has the worstWCRwhen
evaluating f2(x), so the best choice, in this case, is DEAB
because it has the largest WRC and the second-best WCRS
for all the criteria µ, m, andM .

VII. CONCLUSION AND FUTURE WORK
Renewable energy sources pose the most challenging condi-
tions in solving the OPF. In this work, we have addressed
their stochastic behavior using existing approaches found
in the literature. The authors have shown that the inclusion
of RES in a stochastic way can be successfully analyzed
from typical scenarios of costs (i.e., f1(x)) to hard scenarios
like the cost function with valve-point effect and prohibited
zones (i.e., f2(x)). Metaheuristic algorithms were tested for
25 representative scenarios obtained from 1000 random
scenarios. In terms of performance, the weighted results in
Table 11, BBO, PSO, and NSGA-II were the best choices
when evaluating f1(x), achieving all of them WCR values
of 99.7%. Meanwhile, BBO seems to be the best option
to evaluate f2(x) WCSR metrics. However, BBO presents
the worst WCR value among all the tested metaheuristics
for f2(x), with a value of 87.1%. Thus, DEAB should be
considered a better choice for f2(x) because it presents the
best WRC (99.2 %) and the second-best WCRS values for all
the evaluated criteria (µ, m, andM ).
Future research should focus on expanding to larger power

networks like the IEEE-57 bus and IEEE-118 bus networks,
employing enhanced metaheuristic algorithms to evaluate
their success rates (%) and ranking metrics for the mean
(µ), minimum (m), and maximum (M ) outcomes. Statistical
performance analysis is another addition to the work that can
be explored in the future. Also, investigating the inherent
uncertainties in power flow and operational dynamics,
particularly concerning renewable energy integration, will
provide valuable insights into enhancing system reliability
and efficiency. Additionally, exploring modern approaches to
system expansion planning considering new market designs
[49] can be an interesting research venue since it is a new area
crucial for addressing upcoming power system optimization
and management challenges.

APPENDIX
The Appendix includes Tables 12-17 that summarize the
mean, minimum, and maximum values for each tested
scenario and each algorithm to compute the ranking sorted
values shown in the Results and Discussion section.
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