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ABSTRACT Deep neural networks have shown promising results in the analysis of structural magnetic
resonance imaging (sMRI) data for the diagnosis of dementia, particularly Alzheimer’s disease (AD).
Different regions of the brain have diverse structures that are linked to specific functions, which could account
for the variability in disease-related changes observed in sMRI scans of these areas. Understanding the overall
characteristics of SMRI data is important since current popular convolutional neural networks (CNN) for
deep learning do not consider the interconnection of voxels. Vision transformers have shown effectiveness
in identifying long-distance connections in the brain, which has led to their success in applications such as
disease detection. However, the image noise and limited scalability of self-attention mechanisms in relation
to image size has hindered their widespread use in advanced Alzheimer’s analysis. To enhance information
retention and reduce network complexity, this study presents a novel adaptable efficient receptive field
feature extraction network. Moreover, an advanced attention mechanism with both local grid attention block
and dilated global attention module has been incorporated to highlight the characteristics of AD. Next, a more
improved hierarchical inverted residual feed forward network in place of multi-layer perceptron is suggested
to enhance the characterization of features through the integration of information from both lower and higher
layers. Finally, the global average pooling and 1 x 1 convolution are used to reduce dimensionality, enhance
non-linearity, and allow channel interactions in feature maps before being input into the classification head.
The network achieved high performance in various scenarios, with average accuracies of 97.29% for AD vs.
HC and 94.79% for MCI vs. HC classification using ADNI as experimental datasets.

INDEX TERMS Alzheimer’s disease, CNN, sMRI, MBConv, partial convolution, vision transformer, block
attention, grid attention.

I. INTRODUCTION
Neurodegenerative disorders refer to a set of ailments marked
The associate editor coordinating the review of this manuscript and by th'e grafiual decline of brain nerve CGHS? re§u1t1ng in cogni-
approving it for publication was Hasan S. Mir. tive impairment, decreased mental functioning, and loss of
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motor control [1], [2]. The prevalence of these illnesses is
increasing worldwide [3]. As one of the most complicated and
challenging neurodegenerative diseases, Alzheimer’s disease
emphasizes the significance of accurate disease identification
and inclusive data collection for prompt detection [4]. The
cognitive deterioration associated with Alzheimer’s can be
classified into three phases: mild demented, non-demented,
and demented. These stages correspond to the disease’s
course [5]. In this field, there are distinct stages such as
cognitively healthy (HC), mild cognitive impairment (MCI),
and Alzheimer’s disease (AD) [6]. To gather information
about a patient, it is necessary to review their medical back-
ground, consider environmental influences, analyze genetic
information, and perform a range of medical examinations
using diagnostic imaging methods to understand the patient’s
anatomy and functionality [7]. Neuroimaging is an important
area of study that centers on examining the structure of
the brain and identifying biomarkers using various imaging
techniques. Techniques such as sMRI and positron emission
tomography (PET) scans are effective tools for characterizing
diseases and assisting in precise diagnosis [8]. These methods
provide a large amount of complex and varied healthcare
data, which highlights how crucial it is to gather insightful
information and develop specific disease profiles from this
data [9]. sMRI is a non-invasive and effective technique that
can be used to investigate and evaluate the changes in brain
structure caused by Alzheimer’s. These changes are crucial
in clinical settings and play a major role in understanding the
progression of disease [10].

CNN have demonstrated impressive achievements in deep
learning (DL) techniques and have displayed exceptional per-
formance in diagnosing brain diseases such as AD [11], [12].
CNNs are commonly utilized for the classification, detection,
and prediction of AD based on brain imaging modalities
like sMRI scans [13]. DL is utilized to analyze brain images
in both 2D and 3D, aiming to detect important biomarkers
linked to AD, such as amyloid-beta plaques and tau protein
tangles [14], [15]. Additionally, DL can pinpoint particular
brain areas that are connected to AD. Multiple studies have
highlighted the successful utilization of DL in AD research,
encompassing tasks like image classification and disease
progression prognosis [16], [17]. Due to the ambiguity of
available data, which makes it difficult to establish which
attributes are vital for solving the problem, which greatly
influences the medical imaging field. Nonetheless, CNN
relies on specific details in the images, with the primary dif-
ficulty lying in effectively modeling imaging data on a global
scale [18]. The complexity of brain modalities is further
compounded by significant differences in quality stemming
from factors like the method of image acquisition, type of
scanner used, and patient motion during scanning [17]. These
discrepancies pose a challenge for CNNs in discerning valu-
able features from the images. Vision transformers (ViT)
have recently emerged as a potential new approach for deep
learning applications in computer vision, indicating exciting
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possibilities for the future [19], [20]. ViT has demonstrated
encouraging outcomes in the field of medical image inter-
pretation [21]. The attention mechanism is the fundamental
technique employed in ViT [22]. One major benefit of trans-
formers compared to CNNs is their ability to understand
intricate connections and distant dependencies within image
features through self-attention [23].

Nevertheless, it has been noted that ViT struggles in AD
recognition tasks without extensive pre-training. This is due
to ViT having a strong model capacity with less inductive
bias, leading to underfitting or overfitting [24]. To address
this issue and enhance scalability, various research efforts
have focused on sparse Transformer models designed for AD
prognosis tasks, including local attention [25], [26]. These
approaches typically reintroduce basic ViT architectures to
make up for the lack of non-locality in ViT for AD recog-
nition. One successful example of such modifications is the
convolution-Swinformer [27], which applies self-attention
on shifted non-overlapping windows. The utilization of this
method resulted in outperforming for the first time on the
Alzheimer’s dataset benchmark using a ViT. Window-based
attention has demonstrated low model capacity due to the
lack of non-locality and struggles to scale well with tiny
imaging datasets like AD, even though it offers more flex-
ibility and generality than full attention in ViT [28], [29].
Nevertheless, early or high-resolution phases of a hierarchi-
cal network including global interactions through complete
attention necessitate a computationally demanding attention
operation due to its quadratic complexity. In order to balance
model capacity and generalizability within a certain compu-
tational budget, the effective integration of both global and
local interactions continues to be a difficulty. In addition to
pure ViT, there is a growing interest in creating efficient
ViTs and multilayer perceptron (MLPs). For instance, [30]
have been developed to decrease computational complexity
by combining double normalization methods with a modified
attention mechanism. However, these models continue to
face challenges requiring specialized training support for the
modified attention mechanism. Furthermore, the integration
of complex normalization and activation layers may restrict
their AD prediction capability to a certain level. In this
article, we introduce a novel Transformer module with adapt-
able efficient receptive field by integrating MBConv with
block attention and Partial convolution (PConv) with grid
attention in alternative fashion, which effectively functions
as a fundamental building block for AD diagnosis. Within
each block, local and global spatial interactions can be per-
formed using the suggested method. In comparison to full
self-attention, it offers increased flexibility and efficiency,
making it naturally adaptable to sMRI brain images with
linear complexity. Unlike shifted window or local attention
mechanisms [27], [31], proposed methods enable a larger
model capacity by introducing an efficient local and global
receptive field. Furthermore, proposed model can be utilized
as a general standalone attention module with only linear
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TABLE 1. Information on the characteristics of demographics.

Groups Gender (M/F) Education Age (Years) MMSE CDR APOEE4 FAQ
AD 160/155 # 15.47 +3.08 74.07+7.5* 2454 +£2.25* 3.29+1.7 * 0.88+0.70 10.30+ 7.05 *
MCI 200/170 15.52+3.17 73.53+7.6 27.42 £1.68 1.33+0.74 0.65 +0.64 2.98 £ 3.50
HC 250/140 16.26+3 74.76 £4.3 29.16 £ 0.95 0.04 +0.16 0.24+0.46 0.12 +0.67

Values are means or numbers + standard deviations. AD: Alzheimer’s disease; HC: Healthy Control; MCI: Mild cognitive Impairment; MMSE: Mini

Mental state Examination; CDR: Clinical Dementia Rate; FAQ: Functional Activities Questionnaires

#Group-level chi-square tests are conducted for gender,; *Group-level two-sample t-tests are conducted for age, education, MMSE, FAQ, and CDR.
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FIGURE 1. The suggested pipeline for AD diagnosis utilizing sSMRI: a) Overall framework; b) MBCov with block attention and IRFFN; c) PConv with grid

attention and IRFFN; d) inverted residual feed forward networks.

complexity, allowing it to be incorporated into any brain
related conditions, including AD with high efficacy. Below
are the main contributions of the research study:

1. Investigates Transformers’ efficacy in AD diagnosis using
T1-weighted sMRI data with efficient receptive field using
MBConv and PConv module.

2. Proposes an attention fusion ViT architecture integrating
block attention, and grid attention in alternate fashion for
comprehensive feature representation and reduced pro-
cessing costs with inverted residual feed forward network.

3. Validates superior performance on the ADNI dataset,
highlighting improved accuracy, specificity, and sensitiv-
ity advancing brain sSMRI analysis for AD diagnosis.

Il. MATERIALS

A. DATASET

The information used in this study was obtained from
the ADNI database, which can be accessed online at
(http://adni.loni.usc.edu). The ADNI provides researchers
with global access to an openly accessible database for
the purpose of early detection of Alzheimer’s Disease and
the exploration of biological markers associated with the
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condition. For this research, we assessed 315 healthy control,
370 mild cognitive impairment, and 390 Alzheimer’s disease
samples. The MRI scans were conducted at a resolution of
3T and produced T1-weighted images using magnetization-
prepared rapid-acquisition gradient-echo sequences. Each
voxel in the acquired images measured 1 x 1 x 1 mm3,
and the resolution was 182 x 218 x 182. The individuals’
MMSE scores, gender, age, and clinical dementia rate (CDR)
are displayed in Table 1 together with other demographic and
clinical data. Each of the three subject combinations had an
equal distribution of ages. While there was noticeably larger
variability in the results of the other two groups, the MMSE
scores of the HC group only displayed minor differences.

B. DATA PREPROCESSING

Initially, the midpoint of the line connecting the anterior com-
missure (AC) and posterior commissure (PC) was selected
as the new reference point for all original structural mag-
netic resonance imaging (sMRI) data. Next, we employed
the computational anatomy toolbox (CAT12) for our study.
This toolbox, available at the website http://www.neuro.uni-
jena.de/cat/, consists of various morphometry methods such
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TABLE 2. Specifications and parameters for architecture in detail.

Stage Qutput Size Parameters
3x3, 32, Stride 2
Stem 112x112 3x3, 32, Stride 1
Blockl 56%56 2x2, 64, stride 2
[MBConv, 64, E=4, R=4, Rel-
MSA, P 8x8, H=4]x2
Block2 28x28 2x2, 128, stride 2
[PConv, 128, R=4, r=1/4, Rel-
MSA, G 8x8, H=4]x2
Block3 14x14 2x2, 256, stride 2
[MBConv, 256, E=4, R=4, Rel-
MSA, P 8x8, H=4]x5
Block4 Tx7 2x2, 512, stride 2
[PConv, 512, R=4, r=1/4, Rel-
MSA, G 8x8, H=4]x2
1x1 1x1,512
2
18.3M
2.23B

as surface-based morphometry (SBM) and voxel-based mor-
phometry (VBM) [32]. We implemented the following steps
during preprocessing: elimination of non-brain tissue like the
skull and neck. The process also involved normalization to
the EPI template, modulation, and spatial smoothing with an
8 mm FWHM Gaussian filter.

lll. METHODS

In this research, we propose a hybrid transformer design
which integrate block and grid attention that improves the
classification accuracy and efficiency on small SsMRI datasets
by adding MBConv and PConv processes to the main parts
of the transformer and capturing more local information.
Figure 1 and Table 2 present a summary of the suggested
efficient convolution-transformer model for the Alzheimer’s
diagnostic task. This work employs a multi-stage archi-
tecture, wherein each block with a Rel-MSA and inverted
residual feed forward network (IRFFN) comprise a compa-
rable structure at each level. To enhance the receptive field
of sMRI features, we alternate between inserting a MBConv
with block attention and a PConv with grid attention block.
This method helps retain important local and global features
from each input image.

Incorporating two-convolution blocks enhances the
model’s capacity to preserve global information and capture
local details. This prevents the loss of crucial information
and enhances the utilization of specific, detailed data at a
local level. Next, the features bypass the position embedding
present in the original ViT and go via a block attention and
grid attention made up of Rel-MSA, IRFFN, and classifier
head. These blocks lower computing costs and increase
transformer flexibility by effectively capturing both local and
long-range interactions. The model’s last layers consist of
global average pooling, 1 x 1 convolution to perform a lin-
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FIGURE 2. lllustration of a) Depthwise separable convolution and
b) PConv.

ear combination of input channels, enabling dimensionality
reduction, feature transformation, and efficient parame-
ter management, along classification layer with SoftMax
activation.

A. MOBILE CONVOLUTION (MBCONYV)

We utilize the MBConv block as the primary convolution
operator with block attention. A pre-activation structure is
also employed to enhance consistency between MBConv and
Transformer blocks. More specifically, if X represents the
input feature, the MBConv block without downsampling is
expressed as:

X = X + Proj (SE (DWConv (Conv(X))) @))

In this architecture, BatchNorm is used for normalization,
followed by a Convl x 1 expansion and ReLU activation,
which is a common choice for Transformer-based mod-
els. The Depthwise Conv3 x 3 is utilized for DWConv,
then BatchNorm and ReLU activation are applied. The
Squeeze-Excitation layer is denoted as SE, while Proj refers
to shrinking the number of channels with a Convl x 1 down
projection. Down sampling is achieved in each step by using
a stride-2 Depth wise Conv3 X 3 in the first MBConv block.
Additionally, pooling and channel projection must be com-
pleted by the shortcut branch.

X = Proj (Pool (X)) + Proj(SE (DWConv (Conv(X)))) (2)

B. PARTIAL CONVOLUTION (PCONV)

The traditional approach to Convolution involves applying
it only to a specific part of the input channel in order to
capture spatial features, without altering the remaining parts
of the channel [33]. The FLOPs of PConv are calculated as
H x W x K? x N>. PWConv is added to the partial volume
(PConv) in order to efficiently use data from all channels.
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Compared to the centrally concentrated Regular Convolution,
the active sensing region on the input attribute network resem-
bles a T-shaped Convolution. This T-shaped receptive field is
justified by computing the position Frobenius norm, which
quantifies the relative relevance of each position. If a position
has a higher Frobenius norm than others, it is seen as more
significant. Equation (3) is used to determine the Frobenius
parameter for point i in the Conv filter ' € Rk e,

IN—e 2.
|Fill = Softmax szI Ifili=1,2,3,....k* (3

The results indicate that the most frequently observed posi-
tion in the filter is the middle position. Accordingly, the
central location is more important than the positions around
it, which is consistent with the T-shaped calculation that is
centered in the central position. Although T-shaped Convolu-
tion can be used directly for efficient calculation, it can also
be divided into PConv and PWConv, as shown in Figure 2,
to reduce filter redundancy and save FLOPs in the process.
The FLOPs of a T-shaped Convolution can be determined as
shown in Equation (4), which is larger than the FLOPs of
PConv and PWConv as seen in Equation (5), for the same
input F; € RO and output Fy € RO,

hxwx (k®xN xc+cx(c—N) 4)
hxwx(ksz2+cxN) 5)

Among them, ¢ > N,c — N > N. Moreover, a two-step
implementation can be effortlessly achieved with standard
Conv. There are three stages in all, with two PWConv (or
Convl x 1) layers after a PConv layer in each step.

C. ATTENTION MODULE

Several previous studies have investigated relative attention
in both natural language processing (NLP) and computer
vision. For the sake of simplicity, we will concentrate on our
model in this study that uses only one head of the multi-
head self-attention mechanism [34]. In practice, however,
we always employ multi-head attention with the same head
dimension. The following is a description of the relative
attention concept:

oK™

Vi

RelAttn (Q, K, V) = Softmax ( + B) \% (6)
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There is a hidden dimension d in the query, key, and value
matrices Q, K and V € RE>*W)xC where H and W denote
the matrices’ height and width and C denotes the number of
channels. Both a learnt static location-aware matrix B and
the scaled input-adaptive attention QKT //d determine the
attention weights. The relative position bias B is represented
by a matrix B € R2H-D@v=1 ) {6 account for changes in 2D
coordinates. Bilinear interpolation is used to transfer the rel-
ative positional bias from RCH—DEW=Dyq RQH -1)(2W'-1)
when fine-tuning at a higher resolution, such as H' x W'.
For 2D vision tasks, this relative attention is better than stan-
dard self-attention because it makes use of input-adaptivity,
translation equivariance, and global interactions. Equation 6
defines this relative attention, which is the default setting for
all attention operators in our model.

Since L and C stand for sequence length and channels,
it is assumed that the relative attention operator in Equation 6
treats the second last dimension of an input (..., L, C) as the
spatial axis in all cases. The self-attention operation does not
require any changes in order to employ the suggested Multi-
Axis Attention. First, the input image/featureX e RH¥*WxC
is divided into non-overlapping blocks with a block size of
P x P using the Block (-) operator with parameter P as shown
in Figure 3a. The block dimensions are integrated onto the
spatial dimension (i.e., -2 axis) following window division,
which is very crucial to remember.

H w HW
Block (H,W,C)=(—= xP, — x P,C )| = —, p*, C)
P P p2

(N

The block partition process previously described is the
opposite of the operation known as Unblock (-). Similar to
this, the operation Grid (-) is described using the parameter
G as follows: the input feature is split into a uniform grid
measuring G x G, with a size of H/G X W/G for each
lattice as shown in Figure 3b. The grid dimension needs
to be adjusted to the anticipated spatial axis (i.e., -2 axis)
using a transpose, as opposed to a grid operator. The inverse
procedure Ungrid (-) can be used to return the original gridded
input to the regular 2D feature space.

_ H W , HW
Grid (H,W,C)=(Gx =,Gx —,C) = G*—,
G G G2

CZF,G,C (8)

We will now talk about the local Block Attention to help make
the concept of the multi-axis attention module clearer. If X is
an input tensor that lies within X € RH*WxC then the local
Block Attention can be expressed as follows:

X = X 4 Unblock(RelAttn(Block (BN (X))) ©)]
X =X + IRU (BN (X)) (10)

The extended global Grid Attention module is described as
follows:

X = X + Ungrid(RelAttn(Grid (BN (X))) (11
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X = X + IRU (BN (X)) (12)

We simplify the RelAttn operation by not including the
QKYV input format. Layer Normalization is represented by
LN; we used IRU, a standard inverted residual network
with DWConv, skip connection, and point-wise convolution,
in place of MLP.

D. INVERTED RESIDUAL FEED FORWARD NETWORK

To increase efficiency, a particular kind of residual block used
in this vision models is the Inverted Residual Block, also
called the MBConv Block. It was first included in the CNN
design of MobileNet [35] and has since been used in a number
of CNNs that have been tailored for mobile devices. The
configuration of the Inverted Residual Block is narrow-wide-
narrow, in contrast to the wide-narrow-wide structure that the
traditional Residual Block usually follows with the number of
channels. First, a 1 x I convolution is used to expand the input.
Next, a 3 x 3 depth-wise convolution is used to drastically cut
down on the number of parameters. Ultimately, the number of
channels is reduced using a 1 x 1 convolution, allowing the
input and output to be added. It overcomes the shortcomings
of conventional positional embedding and the constraints of
standard Vision Transformers to collect structured data and
local relationships that are captured inside individual patches
by conventional CNNs. The preferred network IRU, looks
a lot like the residual block. The depth-wise convolution,
projection layer, and expansion layer make up the inverted
residual block. Nonetheless, the IRU has a special shortcut
connection point that enhances its functionality. In mathemat-
ical notation, it is expressed as:

IRU (X) = Conv (F (Conv(X)) (13)
F X)=DWConv (X)) +X (14)

Consider X to be an input tensor of size X € R¥*W*4 where
d denotes the feature dimension and H x W denotes the reso-
lution of the current stage input. The depth-wise convolution
process is represented by the function DWConv(.).

IV. EXPERIMENTS

A. EXPERIMENTAL DETAILS

The public ADNI database provided the datasets that we used
in our investigations. To improve the training data, we made
random shifts of up to 2 pixels in three dimensions and
randomly flipped images horizontally. To assist with net-
work training, we initially trained the effective receptive field
multi-axis attention network on the 2D brain sMRI scans.
This study included two binary classification tasks to evaluate
the effectiveness of the model: differentiating between HC
and individuals with AD, as well as between HC and individ-
uals MCI. In order to guarantee the accuracy of the findings,
all models were trained using 10-Fold cross-validation. The
data was split into ten parts, with nine segments utilized for
training and one for testing during each cycle. For the ulti-
mate assessment, the average and variability of every statistic
were computed following ten training rounds. We look at
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the receiver operating characteristic’s area under the curve,
sensitivity, specificity, and classification accuracy to assess
the system’s performance. We compare the results by consid-
ering AD/HC subjects and MCI/HC subjects as positive and
negative samples in the performance calculation.

Our suggested approach was carried out utilizing Python
3.9.13 using the Keras library, which relies on Tensorflow
2.11.0. We employed AdamW as the optimizer, with a learn-
ing rate set at 0.0001 and weight decay of 0.01, using a batch
size of 64. The ideal batch size for our models was deter-
mined by achieving a harmonious balance between batch
sizes ranging from 8 to 128, incrementing in multiples of
2. When transitioning from larger to smaller batch sizes,
it was observed that a batch size of 64 yielded the lowest
error rate. Research suggests that using large batches often
leads to convergence at sharp minima for both testing and
training functions, which in turn hinders effective generaliza-
tion. Conversely, small-batch methods tend to result in flatter
minima. The utilization of cross-entropy loss helps ensure
smooth network training and is aimed at addressing sam-
ple imbalance among various classes. At first, our research
concentrated on evaluating how well the attention module
worked in classifying diseases. Afterwards, we carried out a
study to analyze the essential elements of our method. Finally,
we conducted a comparison of our approach with previous
research that utilized baseline sSMRI scans from the ADNI
database for the detection of AD-related disorders.

B. EFFECTIVENESS OF ATTENTION MODULE

The main goal of the initial trial is to assess how well the
attention module works in the multi-axis attention convo-
lution network in relation to classification accuracy. This
attention module comprises MBConv with block attention
and PConv with grid attention branches for the aggregation
of multi-axis sMRI features. In this experiment, the outcomes
are compared between models with baseline CNN and those
with latest attentions-based models in Table 3. Specifically,
the implementation of MBConv with block attentions and
PConv with grids attentions involves retaining the respective
field while eliminating the less informative sMRI features
information within the attention module. Table 3 illustrates a
comparison of ACC, SEN, SPE, and AUC findings for AD vs.
HC and MCI vs. HC categorizations. Similarly, Figure 4, and
Figure 5 present a comparison of AUC and Accuracy plot for
baseline and hybridViT model with our finding respectively.
The findings indicate that multi-axis attention with MBConv
and PConv outperforms existing hybrid CNN-ViT attention
in terms of Alzheimer’s classification performance due to
its ability to aggregate multi-scale features by integrating
efficient receptive field within attention module in alternate
fashion in different stages. Nonetheless, the combination of
efficient receptive field, block and grid attentions in our
multi-axis mixed attention can further enhance classification
performance. To demonstrate, attention maps are created
using the Rel-MSA layer of the fully connected block, show-
ing the weights of multi-axis convolution kernels in various
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TABLE 3. Results of binary classification (AD vs. HC and MCI vs. HC) using the ADNI dataset for multiple models.

Model AD vs. HC MCl vs. HC
Param#(M) Flops(G) ACC SPE SEN AUC ACC SPE SEN AUC

VGG16[36] 134.2 15.4 88.7545.96  93.03+3.61  82.97+2.98  95.22+5.98 85.55+4.80  69.17+3.05 81.51+2.83  89.48+3.84
VGG19[36] 139.5 19.6 88.71+4.63  94.05+7.22  84.89+1.50  93.91:6.87 86.99+2.57  91.61+4.35 91.19+1.05  81.83+3.40
DenseNet-

101[37] 7.03 2.8 92.90+2.28  85.53+#5.74  80.15%#7.61  95.59+2.33 91.48+1.73  83.54+5.54 79.34+4.69  90.03+1.69
ResNet50[38]  23.5 3.8 89.14+6.39  92.44+4.26  76.81:3.24  94.01t+1.46 87.87+2.60  90.60+7.51 95.10+7.15  87.49+2.36
ConvNext[39] 28.6 4.5 91.1741.34  92.274+2.72  89.934#2.62  96.74+1.32 90.04+5.84  93.50+8.68 96.49+3.22  93.2946.05
ViT[20] 50 22 86.51+3.02  84.88+5.77  87.15:5.18  92.12+2.93 81.68+5.25  83.06+2.26 91.56+4.24  84.17+4.03
CoaT[40] 5.5 4.33 93.6243.09  94.4143.72  89.75+7.04  96.08%3.53 91.60+1.37  87.21%2.57 94.57+4.35  88.41+1.48
MaxViT[34] 31 5.6 93.34£0.09  96.72+0.31  89.52+1.94  96.74+0.96 90.02+0.75  87.10+7.38 93.33+7.54  93.160.64
Proposed 18.3 2.23 97.2941.44  95.96+1.21  96.15+3.12  97.14+1.54 94.79+2.86  93.5746.75 97.85+2.22  93.85+5.34
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FIGURE 4. ROC curve for different classification model with our proposed model. A larger area denotes better performance: a) ROC curve for AD vs.

HC and b) MCI vs. HC classification task respectively.

brain regions. The SoftMax function ensures that the total
weight at each position is 1, with efficient receptive field
created using MBConv and PConv kernels contributing more
to feature aggregation. The attention maps are resized to fit
the input image size using bilinear interpolation. To improve
visualization, an average attention map for all test subjects is
calculated and overlaid on the original SsMRI image, as shown
in Figure 6. It is evident that our methodology sharply focuses
on atrophic brain regions in sMRI images and gives them pri-
ority over background noise. It has demonstrated exceptional
performance in identifying these areas reliably in various
slices. Our approach correctly locates and aligns atrophic
regions in AD brains, whether viewed in coronal, sagittal,
or axial perspectives. This demonstrates its ability to inte-
grate scale-invariance and intrinsic localization from efficient
convolution receptive field to Rel-MSA (block and grid atten-
tion) and capture high-quality sMRI features. Our strategy
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improves efficacy by significantly reducing background bias
as compared to previous methods.

Efficient receptive field and multi-axis attention hold more
weight around the brain regions with coarse structures like the
parietal lobe, frontal lobe, temporal lobe, occipital lobe, and
ventricle regions. However, baseline CNN and other hybrid-
ViT show greater weights in the areas of the brain that have
finer structures, like the amygdala and hippocampal regions.
The recalibrated attention maps provide a fundamental illus-
tration of the reasoning behind the attention mechanism in
our proposed method.

C. EFFECTIVENESS OF EFFICIENT RECEPTIVE FIELD AND
ENHANCED MULTI-AXIS ATTENTION

The second experiment aims to assess the efficiency of
the arrangement of efficient receptive field and two atten-
tion module blocks in enhancing classification performance.
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FIGURE 5. Box plot showing the average classification accuracy for 10-fold cross-validation results: a) AD vs. HC and b) MCl vs. HC classification
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FIGURE 6. Brain maps showing the important brain region for Alzheimer’s disease prediction using Grad-CAM technique with efficient receptive field

and multi-axis attention modules.

The results of experiments conducted using block atten-
tion with MBConv and grid attention with PConv were
compared with those obtained when MBConv and PConv
were incorporated in both attentions within each block.
Additionally, comparisons were made with a single atten-
tion module for each receptive field module separately.
Table 4 shows the labels assigned to the proposed
experimental multi-axis attention models: “MBConv +
BlockAttn+GridAttn(S1,52,53,54)”, “PConv + Block-
Attn + GridAttn(S1,S2,S3,54),” “MBConv + Block-
Attn(S1,S2,53,54),” “PConv + BlockAttn(S1,52,53,54),”
“MBConv + GridAttn(S1,S2,S3,S4),” “PConv + GridAttn
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(§1,52,S3,54)” and “Proposed(S1 = MBConv + BlockAttn,
S2 = PConv + GridAttn, S3 = MBConv + BlockAttn, S4 =
PConv + Gird Attn)” respectively. To show the effective-
ness of direct utilization of image features learned by the
multi-axis attention network for AD classification, we visu-
alize the t-SNE features maps for last layer of each model in
Figure 7. The outcomes presented in Table 4 and Figure 7 and
Figure 8 demonstrate that the inclusion of efficient convolu-
tion receptive field, block and grid attention can marginally
enhance classification results, while our suggested multi-axis
attention with efficient receptive filed approach outperforms
the others approaches. Therefore, capturing correlations
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TABLE 4. Results of binary classification (AD vs. HC and MCl vs. HC) on different block arrangement.

Param#  Flops
Architecture Design M) (G) AD vs. HC MCI vs. HC
ACC SEN SPE AUC ACC SEN SPE AUC

MBConv+Block Attn +Grid 93.79+0 95.78+0 91.71+  97.41+0 90.71+0  90.03= 94.12+6  93.95+0
Attn(S1,S2,S3,54) 30.86 5.6 .03 45 1.71 .87 .89 6.41 A1 .87
PConv+Block Attn +Grid 95.12+2 942745 9594+  95.1+£2. 91.76+1  86.95= 94.09+1  93.1+l.
Attn(S1,S2,S3,54) 27.03 17.85 75 72 3.57 8 .65 2.77 9 82
MBConv+ Block 96.54+5 94.29+4  88.75+  95.84+3 93.77+4 8632+  93.45+4  93.18+3
Attn(S1,S2,S3,54) 21.49 1.6 23 .04 4.59 97 46 2.04 .64 4
PConv+Block 94.3+3. 932445  96.78+  93.51+2 91.65+0 9227+ 90.95+2  92.61+0
Attn(S1,S2,S3,54) 16.46 10.82 4 29 1.78 13 .69 2.81 .56 .64
MBConv+Grid 947542  94.85+£5  94.67+  94.76+3 9327+0  93.69+  92.8+2 93.25+0
Attn(S1,S2,S3,54) 21.49 1.6 .06 35 7.67 72 98 2.51 68 .99

94.52+1 88.64+9  80.22+  94.43+1 03.45+1 9427+ 92.53+3  93.4+]
PConv+Grid Attn(S1,S2,S3,54) 16.46 10.82 .36 47 8.68 .54 .04 2.84 .89 12
Proposed
(S1=MBConv-+Block Attn,
S2=PConv+Grid Attn,
S3=MBConv+Block Attn, 97.29+  9596+1  96.15+  97.14+1 94.79+  93.57+ 97.85+ 93.85+
S4=PConv+Gird Attn) 18.3 2.23 1.44 21 3.12 .54 2.86 6.75 2.22 5.34

among sMRI images at varying Alzheimer’s stage with
suggested approach proves beneficial for diagnostic tasks.
Furthermore, integration of MBConv, PConv, block and
grid attention in efficient setting plays a crucial role in
Alzheimer’s detection. In comparison to baseline CNN and
hybridViT, the models are lighter and faster due to the
large reduction in model parameters and computational cost
achieved by alternating the integration of MBConv and
PConv inside two attention modules. To enhance compre-
hension, we conducted a comparison of t-SNE features space
between the feature vectors of AD vs. HC group at last layers
of each block setting, as illustrated in Figure 7. Features
matrices are created by arranging the feature vectors in each
group test sample. It is evident that the integration of efficient
receptive field, block attention and grid attention not only
enhance feature disparity among subjects of two classifica-
tion group but also boosts the ability to differentiate features
between different classes with computationally efficient way.
Furthermore, Figures 8 illustrate the superiority of our meth-
ods in terms of accuracy compared to different block settings.

D. ABLATION STUDY

The third experiment aims to perform an ablation study on
the window size of attention block. We experimented with
finding the settings of four efficient receptive fields with four
hierarchical multi-axis attention blocks in the transformer
encoder module. Table 5 shows that Head denotes the number
of self-attention heads in the window, and W is the size of
the attention window in each Transformer block. The model
applies Rel-MSA to both block and grid attention without
discrimination for window. Because larger window widths,
such as w = 16 have difficulty connecting grid features
in sMRI images, the model performs best when w = § in
our multi-axis attention setting in combination with efficient
receptive field modules. On the other hand, wider windows,
such as w = 32, make it more difficult for both attention
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blocks to concentrate on local lesion features, which produces
poor classification outcomes.

The findings reveal that window size 8 leads to a 2.47%
and 1.32% increase in ACC and AUC for AD vs. HC classi-
fication, as well as more than a 1% and 2% enhancement in
ACC and AUC for MCI vs. HC classification respectively.
Furthermore, the results Table indicates that w = 8 per-
forms better in ROC curve for classification than w = 32.
It could be more advantageous to include this window size
in the low-level sSMRI feature map as well. Moreover, the
proposed efficient receptive field multi-axis attention module
demonstrates the most superior outcomes for AD and MCI
diagnosis, highlighting the advantages of modeling correla-
tions and discrimination between sMRI features vectors of
different groups in AD-related diagnosis.

E. COMPARISON WITH RECENT STATE-OF-THE-ART
METHODS

In this part, we are evaluating our suggested method against
other modern techniques that have used deep neural networks
and hybridViT model on the sMRI data from the ANDI
database. One of these techniques involved implementing a
3D convolution network for diagnosing Alzheimer’s disease
and investigating biomarkers [41]. A 3D CNN+RNN mech-
anism was used in another technique for the diagnosis and
interpretability analysis of AD [42].

A Conv-Swinformer network was proposed in another
study to gradually learn and merge local and global features
of sMRI data [27]. A comprehensible deep learning model
was proposed to predict the probability of a class by utilizing
randomly selected patches, followed by making predictions
using a multilayer perceptron [43]. A deep network based on
the attention framework name as Addformer was proposed
for predicting AD using sMRI slices [44].

The outcomes demonstrate the superiority of the
attention-based model in capturing global context, since the
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FIGURE 7. Performance illustration of different block setting using t-SNE features visualization for last layer of each model showing the better
clustering of proposed setting. a) Setting 1 ( MBConv+Block Attn +Grid Attn(S1,52,53,54); b) Setting 2 (PConv+Block Attn +Grid Attn(S1,52,53,54);
c) Setting 3 MBConv+ Block Attn(S1,52,53,54); d) Setting 4 PConv+Block Attn(S1,52,53,54); e) Setting 5 (MBConv+Grid Attn(S1,52,53,54);

f) Setting 6 PConv+Grid Attn(S1,52,53,54); g) Setting 7: proposed (S1=MBConv+Block Attn, S2=PConv+Grid Attn, S3=MBConv-+Block Attn,

S4=PConv+Gird Attn) methods.

3D CNN model and Recurrent Attention model perform less
better than the Transformer-based approach. The proposed
efficient receptive field with multi-axis attention performs
better in the Transformer-based method than the pure
Attention Transformer, suggesting that the block and grid
attention with MBConv and PConv mechanism is superior
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for classifying AD for a small sMRI dataset. Furthermore, the
proposed automated diagnostic process has produced com-
petitive diagnostic outcomes when compared to some ADNI-
based research. This study examines the collective impacts
of various methods, such as experimental planning, data
preprocessing, data expansion, and classification algorithms.

100857



IEEE Access

U. Khatri et al.: AD and MCI Detection Using sMRI

AD vs HC Classification

4

==

Accuracy
®

LT

Accuracy

98 1

96 4

94 4

92 -

881

MCI vs HC Classification

. L

FIGURE 8. Box plot showing the average classification accuracy for 10-fold cross-validation results: a) AD vs. HC and b) MCI vs. HC classification

accuracy for different block setting respectively.

To ensure a fair comparison, we compared our technique
with ADNI base sSMRI image with comparable numbers of
data sample. The outcomes in terms of classification results
such as ACC, SEN, and SPE for AD and MCI diagnosis are
shown in Table 6. Our approach significantly outperformed
the other methods in both classification tasks. In comparison
to other techniques, our approach employs a highly effective
receptive field and multi-axis attention transformer to capture
flexible multi-scale characteristics and enhanced long-range
features specific to groups.

V. DISCUSSION

In this part of the report, we will first examine the main differ-
ences between our proposed method and previous research.
Our proposed deep learning technique can simultaneously
acquire features and diagnose diseases without the need for
complicated image processing like ROI segmentation and
rigid registration, unlike traditional methods. Our approach
differs in significant ways from existing deep learning meth-
ods. To begin with, unlike current CNN-based methods that
employ the same convolution across the entire brain, we intro-
duce a MBConv and PConv attention to combine feature
maps learned using various convolution module, enabling
the capture of diverse morphological changes in local brain
regions by ensuring the efficient computational cost. Further-
more, we include a block and grid attention mechanism to
capture long-distance connections in more advanced feature
maps using Rel-attention, overcoming the limitations of con-
volution as a localized operation. Lastly, rather than using
MLP as like original transformer we introduce IRFFN to
ensure fine SMRI features representation, we propose IRFFN
network to integrate image features and uncover latent rela-
tionships among different groups for more precise diagnostic
outcomes.

Interpreting the deep network in addition to disease clas-
sification is crucial in brain image analysis. To aid in
interpretation, Grad-CAM [46] technique is utilized for AD
vs. HC patient in the testing set using a specific method.
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Grad-CAM maps are generated by calculating the gradients
of classification scores to determine the significance of
individual voxels in disease classification. These maps are
normalized and do not consider negative gradients. The
mean class activated map is computed to pinpoint areas of
pathology, and it is superimposed on a reference image to
emphasize the brain regions most linked to AD, demonstrated
in Figure 6. The important areas of the brain that have
been recognized include the amygdala, hippocampus, para-
hippocampal gyrus, superior temporal gyrus, and ventricle.
These areas are recognized for their important involve-
ment in memory and cognitive functions, and shrinking in
these regions has been associated with Alzheimer’s disease.
Additionally, ventricular enlargement due to adjacent brain
atrophy is a crucial biomarker for measuring AD progression.
The atrophic brain regions identified for AD diagnosis are
generally consistent, although there are some differences.
One example is that the diagnosis of Alzheimer’s is more
accurate when there is atrophy in the hippocampal regions
due to its important role that hippocampal atrophy plays in
the progression of AD.

In our study, we trained efficient receptive field and
multi-axis attention deep networks using ADNI dataset. The
ADNI data was divided into 10 parts for the experiments,
with 9 parts being utilized for training the deep network and
1 part for testing purposes. The classification results showed
an accuracy of 97.29% and an AUC of 97.14% for AD and
an accuracy of 94.79% and an AUC of 93.85% for MCI
diagnosis respectively.

VI. LIMITATIONS

Even though the system we created has demonstrated encour-
aging outcomes in tasks pertaining to pathology localization
and diagnosing AD, there is still room to improve the sys-
tem’s functionality and usefulness by tackling the following
issues. Although variations in brain atrophy may manifest
at different scales in different slices, in our current system,
the size of diseased patches stays stable and uniform across
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TABLE 5. Results of binary classification (AD vs. HC and MCl vs. HC) for different window size with attention head.

Window
Size (W) Head AD vs. HC MCI vs. HC
ACC SEN SPE AUC ACC SEN SPE AUC
8 32 97.29+1.44 9596+1.21 96.15+3.12 97.14+1.54 94.79+£2.86  93.57+6.75 97.85+2.22 93.85+5.34
16 32 94.82+3.13 94.60+0.04 95.03+0.06 95.82+0.07 93.27+0.98 93.69+0.02 93.80+0.02 93.25+0.09
32 32 93.70+2.52 94.32+0.05 96.23+0.04 94.77+0.03 88.73+2.37 87.28+0.15 90.25+0.12 91.76+0.02
TABLE 6. Comparing the performance of binary classification on the ADNI dataset using the most recent CNN and hybridViT techniques.
Reference Methods Modality Subjects AD/HC HC/MCI
(AD/MCI/HC)
ACC SEN SPE ACC SEN SPE
Jin et al.[41] Attention+ResNet MRI 227/-/305 90.6 89.4 91.5
Altay et al. [42] 3DCNN MRI 493/-/605 85.23 86.49 83.08 76.95 81.58 73.24
Zhu et al. [45] distilling-ViT MRI 313/319/324 97.97 97.94 98.17 91.89 90.66 93.01
Xin et al. [28] Conv-Swin Net MRI 336/-/529 939 92.5 94.7
MRI(Axial-

Hu et al. [27] Conv-Swinformer  Slice) 508/1412/970 93.56 93.81 97.49 79.07 79.82 78.17
Kushol et al.
[44] Addaformer MRI 159/-/229 88.2 95.6 77.4
Proposed
Method Block+Grid Attn MRI 315/370/390 97.29 95.96 96.15 94.79 93.57 97.85

multiple portions of SMRI images. Going forward, utilizing
3D sMRI images could be one way to make our architecture
more flexible. The current technique, which uses 2D slices,
may introduce false positive samples, contaminating the data
representation and affecting diagnosis accuracy. Confirm-
ing the model’s generalizability also requires evaluating its
performance on a larger variety of datasets. Although our
assessment is currently predicated on a particular ADNI
dataset, it is imperative to confirm that the model operates
uniformly across datasets with varying attributes. By offering
a more complete collection of information, the incorporation
of multimodal imaging data could improve classification per-
formance as opposed to depending only on MRI data. Future
studies will therefore investigate the integration of multi-
modal brain data, including fMRI, PET scans, and clinical
characteristics.

VII. CONCLUSION

We presented a highly effective model in this study that
utilizes the self-attention mechanism to classify MRI data
associated with Alzheimer’s disease. Using a combination
of mobile convolution, partial convolution, and multi-axis
(block and grid) attention mechanism in an alternating man-
ner, we successfully decreased computational complexity
while maintaining effectiveness. This enabled the applica-
tion of attention to high-dimensional sMRI data. Moreover,
our design includes a layer with an inverted residual unit
that conducts feature down sampling, preserving critical fea-
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tures while reducing computational expenses. The optimized
architecture proposed in this study achieved outstanding clas-
sification results on the ADNI dataset, outperforming other
cutting-edge methods. Using brain sSMRI data, a number of
comparative investigations between the ViT model and the
baseline CNN further illustrated the effective learning capa-
bilities of the suggested architecture. This work offers fresh
perspectives and methods for applying deep learning to the
investigation of brain disorders. Despite encouraging results
in pathology localization and AD diagnosis, our system can
be enhanced by addressing issues such as the uniform size
of diseased patches across sMRI slices, improving flexi-
bility with 3D sMRI images, reducing false positives from
2D slices, ensuring model generalizability across diverse
datasets, and integrating multimodal imaging data, including
fMRI, PET scans, and clinical characteristics for better clas-
sification performance.
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