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ABSTRACT Sentiment analysis extracts valuable insights from textual sources using computation, textual
or systematic analysis, and natural language processing. It identifies and measures the attitudes, beliefs,
and emotional states individuals express through text data. Recent research on sentiment analysis has
largely focused on the English language; therefore, low-resource languages are getting much less attention.
Conducting sentiment analysis of low-resource languages is difficult because large datasets and related
repositories are unavailable. This paper creates a new dataset for low-resource language (Urdu) to address
this issue. The dataset, namely LUCSA-23, consists of more than 65,000 user reviews from various genres,
including food, sports, showbiz, apps, and political reviews from developing countries, i.e., Pakistan. Urdu
domain experts further annotate the created dataset. This paper proposes anUrdu sentiment analysis approach
leveraging the transformer model, i.e., XLM-R and GPT-2. It preprocesses the Urdu text input, generates
BERT embeddings, and passes them to the proposed classifier as input for sentiment classification. The
proposed classifier is compared with machine/deep/embedded classifiers to evaluate its performance. The
findings show that the proposed classifiers outperform existing state-of-the-art approaches with an accuracy
of 95%.

INDEX TERMS Sentiment analysis, Urdu, XLM-R, GPT-2, classification, deep learning, BERT.

I. INTRODUCTION
In recent years, many social communication platforms, i.e.,
blogs, forums, Facebook, YouTube, Twitter, and Instagram,
have gained popularity among users. These social networks
play an important role in how individuals connect [1], [2].
According to Datareportal [3] by the beginning of 2023, there
will be 5.16 billion people utilizing the internet all over the
globe, equivalent to 64.4% of the planet’s total population.
As a result of technological advances and rising levels of
awareness, more and more people are turning to the Internet
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for various purposes, including global communication, online
commerce, exchanging information and opinions, long-
distance education, and correspondence [4], [5].

The World Wide Web (WWW) has made social network
conversations feasible for a single user. Consequently, textual
communication, or more precisely sentiment analysis, has
become essential to comprehend people’s behavior [6], [7],
[8], [9], [10]. In today’s data-driven era, sentiment analysis
is an incredibly prominent task [11]. Businesses and orga-
nizations can acquire significant insights into the attitudes,
views, and feelings of their customers, stakeholders, and the
general public by exploiting Natural Language Processing
(NLP) and text analysis tools [12]. By mining subjective
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information from textual data, they may comprehend their
audience by making the right decisions [13]. The English
language and certain European languages are regarded as
highly technological and linguistically advanced [14], but
many others, i.e., Bengali, Hindi, Persian, and Urdu, are
categorized as low-resource languages due to their lack of
digital resources [15]. The absence of linguistic resources,
i.e., standardized datasets and advanced analytical tools,
is the main reason behind the resource poorness of the Urdu
language [16].

Urdu, commonly called Standard Urdu (Mayari Urdu),
is an Indo-Aryan language widely spoken in South Asian
regions. It is acknowledged as an official language along-
side English in Pakistan, serving as the country’s lingua
franca [17]. Urdu is regarded as an Eighth Schedule language
in India. Due to its distinctive characteristics, the Urdu
language presents several challenges for language processing.
For instance, Urdu has both informal and formal verb
tenses, and every word may be either masculine or feminine.
The use of loan words from Persian, Arabic, and Sanskrit
further complicates the analysis of Urdu. The right-to-left
writing of the Urdu language makes it difficult to distinguish

between phrases, e.g., (What was there?),
is unclear and seems to be no spaces between the words.
The scarcity of reliable lexical sources [17] and the lack of
datasets of the Urdu language, mostly due to morphological
complexity [18], provide substantial obstacles to effectively
interpreting the sentiments expressed inUrdu.Making a high-
quality machine-readable corpus is more difficult since Urdu
websites use illustrations rather than the conventional way for
text encodings. The well-known sentiment lexicon database
is essential to developing a sentiment analysis classifier
in the Urdu dialect. Several lexicons are available for the
English language, including SentiWordNet, e.g., [20] and
AFINN [19]. However, Urdu is a resource-poor language
with severely constrained lexicons and sentimental datasets.
Implementing a fully effective sentiment analysis model for
Urdu is hindered by challenges in segmenting Urdu words,
assessing their morphological structure, and vocabulary
variations, among other issues. The state-of-the-art pre-
trained models, i.e., BERT, have recently shown unmatched
performance in tasks including sentiment analysis [17], [18].
These models are trained on many datasets to capture more
durable semantic relationships.

This paper introduces a novel dataset, LUCSA-23, tailored
specifically for the Urdu language to tackle prevalent
issues. Comprising over 65,000 user reviews across diverse
domains such as food, sports, showbiz, apps, and political
critiques from developing regions, e.g., Pakistan, this dataset
offers a comprehensive resource. Moreover, to enhance its
utility, the dataset undergoes meticulous annotation by Urdu
domain experts. We also propose an Urdu sentiment analysis
approach that harnesses the power of transformer models,
specifically XLM-R and GPT-2. The proposed approach
involves preprocessing Urdu text inputs, generating BERT

embeddings, and feeding them into our proposed classifier
for sentiment analysis. We benchmark the proposed classifier
against various machine, deep, and embedded classifiers to
assess its effectiveness. The findings demonstrate that the
proposed classifier significantly outperforms existing state-
of-the-art approaches, achieving an impressive accuracy rate
of 95%.

The main contributions of the paper are as follows:
• The Large Urdu Corpus for Sentiment Analysis
(LUCSA-23) is a pioneering multi-class sentiment
corpus comprising over 65,000 user reviews categorized
into positive, negative, and neutral sentiments. These
reviews span across a diverse spectrum of genres,
encompassing domains such as food, sports, showbiz,
apps, and politics. No such comprehensive dataset
exists, making LUCSA-23 a valuable resource for
sentiment analysis tasks in Urdu language processing.

• An Urdu sentiment analysis approach is proposed
that harnesses the power of transformer models by
implementing the modified GPT2 model named Urdu
GPT2 (UGPT2) for multi-class Urdu sentiment analysis.

The remaining sections of this paper are organized as
follows: Related work on Urdu sentiment analysis and
previous datasets are covered in Section II. The dataset
generation process is discussed in Section III, while the
proposed methodology for sentiment analysis is explained in
Section IV. Section V covers the experimental setting and
the analysis of results. Finally, Section VII concludes the
paper by summarizing the findings and providing directions
for future research.

II. LITERATURE REVIEW
Over the past decade, text classification has more focused
on sentiment analysis. The section below provides an
overview of the work conducted in Urdu sentiment analysis.
It highlights the different approaches utilized for sentiment
analysis of Urdu text, i.e., machine/deep learning Urdu text
classification. Researchers have explored these approaches to
understand and analyze sentiment in Urdu text effectively.

A. MACHINE LEARNING BASED APPROACHES
Arif et al. [21] investigated Roman Urdu data and delivered
the findings using several classifiers on the set. Some
characteristics were used in conjunction with machine
learning techniques for binary classification. The efficiency
of various classifiers was measured by applying them to
a sparse matrix. The highest accuracy by using machine
learning classifiers was achieved with the help of the
TF-IDF term weighting model. When compared to other
classifiers, SVM’s 96% accuracy was the highest. The
authors used Lxa-pipes to conduct tokenization, POS tagging,
and Lemmatization on two datasets written in Catalan and
Basque, two languages with few resources available for
sentiment analysis at the aspect level. For the purpose of
labeling the positive or negative tone of expressions of
opinion, a linear SVC classifier was trained. They trained a
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CRF on the common characteristics used to extract opinion
leaders, targets, and expressions. F1 is utilized for data
extraction and classification, while 10-fold cross-validation
was performed for assessment on 80% of the data [22].
Nawaz et al. [23] elucidated that the sentiment has

been isolated using a deductive method. They unveiled a
method with two distinct stages. In the first stage, they
used Normalized Google Distance to extract and categorize
phrases relevant to their target and goal (NGD) and a
customized POS tagger to identify the various aspects. In the
second stage, they used Concept Net to eliminate unnecessary
details. Each word in an opinionated phrase has been
analyzed using this method to determine whether or not it is
an aspect word. The authors participated in SemEval Task 4
2014 [24]. They employed a machine learning technique for
the confined system. They used LDA, semantic spaces, and
semantic dictionaries to enlarge the constrained feature set
while unconstrained. After that, they compared their findings
to the top, average and SemEval baseline so that their system
performs well.

The authors [25], [26] developed a Hindi-English aggres-
siveness annotation corpus. They have established an anno-
tation approach by categorizing aggressiveness tags into
mild, moderate, and severe categories (top-level). Aggressive,
passive, and passively aggressive. Each superordinate level
had two additional features: discursive role and impact.
Within thesewere ten specific discursive impacts, each rooted
in varying levels of aggressiveness. Annotation involved
using three parent tags and ten child tags in a hierarchical
arrangement. Prasad et al. [27] employed computations to
demonstrate that Hindi and Urdu have the same grammar but
distinct dictionaries.

B. DEEP LEARNING APPROACHES
Recently, researchers have explored deep learning method-
ologies for classifying Urdu text. Akhter et al. [28] utilized
deep learning techniques to categorize Urdu comments
utilized in the assembly process. They observed an enhance-
ment in accuracy for small and medium-sized datasets by
eliminating infrequent words and stop words, although this
improvement was compromised for larger datasets. Their
findings indicated that CNNs with three or more filters
outperformed LSTM and CLSTM models. Furthermore,
the authors found that a single-layer CNN with diverse
filters outperformed baseline methods for document-level
text categorization. Asim et al. [29] evaluated the effec-
tiveness of various machine learning (ML), deep learning
(DL), and hybrid models for document classification. Their
study revealed that employing a feature selection technique
based on normalized difference measures improved overall
model performance. When examining the emotional tone
of Roman Urdu text, their DL model, particularly LSTM,
surpassed baseline ML approaches. DL techniques, utilizing
word embeddings as inputs, capture semantic information
and uncover relationships between different sentence parts,

eliminating the need for additional rules or features. Embed-
ding models such as FastText facilitate word encoding,
while pre-trained embeddings like word2vec enable transfer
learning, especially for languages lacking such resources.
Given the limited exploration of DL methods for Urdu text,
the researchers opted for them due to their effectiveness
in sentiment categorization. They utilized embeddings for
the Urdu language, i.e FastText, Urdu CoNLL17 [30], and
Samar [30].

Kim et al. [31] implemented a one-layer convolutional
neural network (CNN) utilizing pre-trained word vectors
sourced from 100 billion words in Google News. Their
model underperformed across various benchmarks without
pre-trained word embeddings, but it demonstrated significant
improvement with their inclusion. Meanwhile, a multimodal
sentiment classifier achieved an accuracy of up to 82.5%
through a supervised fuzzy rule-based framework.

Zhu et al. [33] proposed a model combining LSTM and
quantum computing, exploring two distinct datasets: MELD
and IEMOCAP. Additionally, they presented a technique for
multimodal sentiment analysis (MSA) employing a fusion
network incorporating data from multiple sources [34], like
CMU-MOSI, MOSEI, and YouTube, resulting in a 2.9%
increase in accuracy.

Agarwal et al. [35] introduced a deep learning-based MSA
model, assessing various recurrent neural network (RNN)
variations, including GRNN, LRNN, GLRNN, and UGRNN.
They also developed a method for multimodal emotion
classification leveraging transfer learning and a transformer
modal architecture, alongside unveiling the MORSE dataset
for MSA. Yao et al. [36] compared and evaluated numerous
MSA strategies, highlighting the significant advancements
in English while acknowledging the lag in other languages.
Other researchers [37]] proposedMSAmethod for 3D Resid-
ual Networks in Embedded Systems. They experimented on
the MOSI dataset, and their F1 score ended up being 80%.

Shakeel et al. [39] presented a model using LSTM. They
concluded that the hierarchical clustering algorithm they
described was the best option for classifying users into
the resulting adaptive tree. Other authors [40] introduced
a Recurrent Neural Network (RNN) with Deep Convo-
lutions and Attention (ABCDM). ABCDM employs two
bidirectional LSTM and GRU layers to evaluate temporal
information flow, which was then used to extract past and
future contexts. Additionally, attention techniques were used
to highlight certain phrases in the outputs of the ABCDM’s
bi-directional layers. To minimize the dimensions of features
and identify local properties that are not position-dependent,
ABCDM combines convolution and pooling algorithms. The
most common and crucial task in sentiment classification was
identifying sentiment polarity.

Feature-based supervised algorithms, i.e., SVM and Max-
Ent, were inferior to methods like bi-LSTM, CNN, and
LSTM. Bi-LSTM architecture with multi-layer self-attention
was touted to be the state-of-the-art approach right now [41].
A new benchmark with an accuracy of 59.50 percent was set.
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TABLE 1. Genres and Sources for LUCSA-23 Creation.

In [42] evaluated the efficacy of various classificationmodels,
characteristics, i.e., BERT and SVMs were compared. BERT-
based monolingual models trained on the target language
data outperform state-of-the-art models by 4% and 5% in
terms of Jaccard score for Arabic and Spanish, respectively.
The BERT models achieved an accuracy of 90% for
Arabic and 80% for Spanish, showcasing their effectiveness
in multilingual sentiment analysis tasks. These findings
highlighted the potential of utilizing BERT-based models
for sentiment analysis in Arabic and Spanish, demonstrating
their superior performance compared to other approaches
in this context. An attention-based Bidirectional CNN-RNN
emerges as a robust deep learning solution addressing large
feature dimensionality and weighting challenges. To achieve
its cutting-edge performance, the model leverages bidirec-
tional contexts, position-invariant local data, and pooling
algorithms for sentiment polarity identification [43].

Gan et al. [44] employed a sequence tagging approach
utilizing conditional random fields (CRFs) and bidirectional
gated recurrent units (BiGRUs). This method effectively
extracts information from various aspects and integrates it
with Glove embeddings to enrich aspect-level sentiment
analysis (ALSA) models. Using ML and DL classifiers,
an effort wasmade to conduct cross-domain S.A inUrdu [45].
Furthermore, they endeavored to conduct cross-domain
sentiment analysis in Urdu by employing both traditional
machine learning (ML) and deep learning (DL) classifiers.
Building upon this effort, researchers analyzed the landscape
of Urdu emotion detection to assess its current status and
potential future directions [46]. They created a specialized
dataset tailored for characteristic-based sentiment analy-
sis to facilitate this analysis, allowing for comprehensive
investigations into emotional nuances in Urdu text [47].In
parallel, studies explored the cognitive strategies involved
in sentiment analysis, particularly in identifying sarcasm
and its implications [48]. Researchers also embarked on
a multistep process involving the extraction of English
sentences, translation into Urdu, grammatical correction
using natural language processing (NLP), and subsequent
sentiment analysis using ML techniques [49]. Using ML
methods, they could extract English sentences, translate
them into Urdu, fix grammatical mistakes, and analyze their
sentiment [50]. Expanding the scope, Urdu and English
tweets and news data were gathered and analyzed using

ML algorithms, shedding light on perspectives related to
the dengue epidemic [51]. Additionally, leveraging machine
learning and deep learning methods, researchers constructed
an annotated corpus for emotion identification using the Urdu
Nastalique Emotions Dataset (UNED) [52]. Emotion classifi-
cation was performed usingmachine learning on a large-scale
Urdu dataset of labels [53]. Leveraging Bidirectional Encoder
Representations from Transformers (BERT), intent detection
was performed in Urdu following data extraction [54].
To address the challenge of identifying dangerous text in
Urdu, researchers devised a stacking model combining Naive
Bayes for learning and Logistic Regression formeta-learning,
showcasing superior performance compared to previous
methods [55], [56].

Vyas et al. [57] proposed an automated system to extract
positive, negative, and neutral sentiments from tweets and
classify them using machine-learning (ML) models. Their
hybrid method uses lexicon-based sentiment analysis and
supervised ML for tweet classification. Using precision,
accuracy, recall, and F1 score, the framework found that most
sentiments were positive (38.5%) or neutral (34.7%). Long
short-term memory (LSTM) neural network-based technique
achieved 83% accuracy.

Safder et al. [58] proposed an Urdu deep learning
sentiment analysis model and an open-source corpus of
10,008 reviews from 566 online forums on sports, food,
software, politics, and entertainment. The study aims to
generate a human-annotated Urdu corpus for sentiment
analysis research and to evaluate current models utilizing it.
The study compares LSTM, RCNN, Rule-Based, N-gram,
SVM, CNN, and LSTM. The RCNN model outperforms
others with 84.98% binary and 68.56% ternary classification
accuracy.

Altaf et al. [59] utilized linguistic characteristics of the
Urdu language to do sentiment analysis at the sentence
level. Additionally, it employs standard machine-learning
techniques to classify idioms and proverbs. We create a
dataset that includes idioms, proverbs, and sentences from the
news domain. After carefully analyzing the Urdu language,
we extract features from the dataset based on part-of-speech
tags, boolean values, and numeric values. The experimental
findings demonstrate that the J48 classifier has the highest
performance in sentiment classification, with an accuracy of
90% and an F-measure of 88%.
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Overall, these endeavors represent a concerted effort to
advance sentiment analysis capabilities in Urdu, spanning
various methodologies and datasets to unravel the complexi-
ties of emotional expression in the language.

III. LUCSA-23 DATASET CREATION
It is noteworthy that five domain experts enrolled in
PhD-Urdu meticulously annotated user reviews over a period
exceeding a year. Criteria and standards for the annotation
process are established and presented in Section III-A, and
the corpus is annotated manually in accordance with these
guidelines. The annotated data is compiled in a Google
spreadsheet, documenting pertinent information such as
Annotator ID#, Phrase, Label, and Domain. The entire
dataset’s Inter-Annotator Agreement (IAA) is calculated at
0.72 using Fleiss’ kappa method. This high agreement,
coupled with consistent average scores, underscores the
professionals’ understanding of and adherence to the manual
annotation rules throughout the process. The researchers’
overarching objective is to expand the dataset further.
Most publicly available annotated datasets, in contrast
to LCUSA-23, are considerably smaller and encompass
phrases from a limited number of classes. Notably, existing
datasets typically only encompass negative and positive
classes.

A. ANNOTATION GUIDELINES
• Sentences containing derogatory slang terms, such as

, are classified as negative.
• A sentence qualifies as positive if it incorporates at least
one slang term, as exemplified by Chill.

• For a statement to be categorized as positive, it must con-
vey a positive sentiment, exemplified by ,
devoid of any negativity across its key features.

• If a reader is likely to agree with the assertions presented
in the sentence, it is deemed positive, as illustrated by

.
• Reviews are designated negative if the language consis-
tently reflects a negative attitude.

• When a user remark contains more insults than compli-
ments, it is automatically classified as negative.

• Negative sentences must contain unequivocal criticism
to be considered negative.

• Sentences including the words ‘‘no,’’ ‘‘not,’’ or ‘‘never’’
are identified as negative.

• Reviews commencing with a negative statement and
concluding with a positive term are considered negative.

• Statements that embarrass the subject are classified as
negative.

• Sentences stating facts are categorized as neutral.
• Statements expressing theories, beliefs, or opinions are
classified as neutral.

IV. PROPOSED METHODOLOGY
The experimental details are discussed in this section,
in which numerous machine learning and deep learning

models are used. We implemented machine learning models
(RF, LR, SVM, XGBoost, and DT) and deep learning
models (LSTM, CNN1D+LSTM). Additionally, we fine-
tuned state-of-the-art transformer models (GPT2 and XLM-
R) for sentiment analysis of Urdu text. Additionally, the
proposed LUCSA-23 corpus is the foundation for analyzing
these models. The overall architecture of the proposed
methodology is shown in Fig. 1.

FIGURE 1. Overview of the Proposed Methodology.

A. NORMALIZATION
The problem of inaccurate text encoding is addressed
using the normalization technique. Mapping Arabic and
Urdu characters to the right Unicode characters is
essential for accurately representing text for these two
languages. Each Urdu character is mapped to its cor-
responding Unicode character in the hexadecimal range
during normalization to provide consistent text repre-
sentation and prevent encoding problems. Furthermore,
normalization is used to avoid concatenating various
Urdu words.

B. STOP-WORDS REMOVAL
Words that are used to complete the sentences are called stop
words. The words like and are often used in the Urdu
dialect as stop-words. Despite this, it is difficult to eliminate
stop-words automatically in Urdu because of the structure
of the language dialect and the lack of resources. A list of
mostly used Urdu stop-words is created, and those words are
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TABLE 2. Few Examples from LUCSA-23.

TABLE 3. Statistics of LUCSA-23.

removed from the file using UNLT and UrduHack1 Python
libraries.

C. LEMMATIZATION
Lemmatization reduces words to their root forms to per-
form sentiment analysis on Urdu text. It contributes to
standardizing words, eliminating inflectional variances, and
enhancing correctness. For example, the word ‘‘ ’’
(loves) is lemmatized to ‘‘ ’’ (love), and similarly
‘‘ ’’ (swords) into ‘‘ ’’ (sword). Lemmatization
enables consistent analysis by preserving the core meaning
of a word, which helps in determining the correct senti-

1https://github.com/urduhack/urduhack

ment of the text. We exploit the UrduHack Library for
this task.

D. SEGMENTATION
Segmentation is used to ascertain and identify the Urdu word
boundaries. The structure of the Urdu dialect renders the gaps
between words meaningless. Therefore, it is vital to identify
the word boundaries in the Urdu language. Urdu word
segmentation has two primary challenges: space insertion and
space omissions. The word library can be written in Urdu
as which is incorrect after space insertion at specific
points. The new Urdu word ‘‘ ’’ is semantically
and syntax-wise correct. On the other hand, in Urdu, there
are multiple strings in many words, such as ‘‘ ,’’
Which means that etiquette is a two-string Unigram. If you
omit a space between two strings during typing, then it
will become ‘‘ ,’’ which is wrong syntactically and
semantically.

E. TOKENIZATION
Tokenization is the process of splitting a text into smaller
units called tokens. Compared to languages that employ the
Latin alphabet, the tokenization of Urdu, a right-to-left script
language, maybe a little more difficult. We split the text
into words. In Urdu, punctuation marks or spaces are used
to separate words. We used white spaces or punctuation
marks as delimiters to split the text into words. However,
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FIGURE 2. Urdu WTE and WPE in GPT2.

we make sure that compound words are intact during
tokenization.

F. FEATURE REPRESENTATION
In NLP tasks like text classification, text is often represented
as a vector of weighted features. n-grammodel, i.e., uni-gram,
bi-gram, and tri-grams are utilized to assign the probability to
a series of words. In an Urdu sentence
uni-grams are (meaning: ‘‘I’’), (meaning: ‘‘you’’),

(meaning: ‘‘to/for’’), (meaning: ‘‘understand’’),
(meaning: ‘‘am’’). Bi-grams are: (meaning: ‘‘I

you’’), (meaning: ‘‘you to/for’’), (mean-
ing: ‘‘to/for understand’’), (meaning: ‘‘understand
am’’). Similarly, tri-grams would be: (meaning:
‘‘I you to/for’’), (meaning: ‘‘you to/for under-
stand’’), (meaning: ‘‘to/for understand am’’).
Recent studies show that the pre-trained word embeddings
have outperformed previous systems in NLP-related tasks.
These word embedding models are trained on massive
text data and used for particular purposes. The self-trained
FastText embedding model is trained using Wikipedia and
Common Crawl (CC) data. FastText model has been trained
to understand more than 150 dialects, including Urdu.
We use the FastText word vector model in our proposed
LSTM and XLM-R model. On the other hand, we use
the GPT2 embeddings, which are the sum of word token
embeddings (WTE) and word position embeddings(WPE).
The GPT2 embeddings for Urdu text are illustrated
in Fig. 2.

G. PROPOSED TECHNIQUES
The proposed collection of Machine/Deep Learning (M/DL),
GPT2, and XLM-R models are described in detail in this
section. The collection of machine learning algorithms, i.e.,
RF, LR, SVM, XGBoost, and DT, deep learning models, i.e.,
LSTM and CNN1D+LSTMwith FastText embedding model,
are used to classify the Urdu text. Furthermore, the state-of-
the-art transformermodels, GPT2 andXLM-R, with BPE and
BERTword embeddings, are used for sentiment analysis. The
overall architecture is shown in Fig. 1.

FIGURE 3. Overview of LSTM Classifier.

1) EXPERIMENT ENVIRONMENT SETTINGS
This study employed the Google Cloud Platform (GCP) com-
pute Engine, Tesla T4 GPU for XLM-R and Tesla 100 GPU
for the GPT2 model. Both models are employed on
the 512 GB RAM. On the other hand, the same hardware
settings are used for the ML models for faster training and
testing.

2) M/DL CLASSIFICATION MODELS
We employ ML classification models, i.e., RF, LR, SVM,
and XGBoost, and DL classification models, i.e., LSTM
with FastText embeddings and hybrid CNN-1D with LSTM,
to identify the efficiency of our proposed LUCSA-23 corpus
for the classification of the Urdu text.

a: HYBRID CNN-1D & LSTM
CNN model is widely used in computer vision. However,
we use CNN-1D because recent findings show that CNN-
1D performs well in classification tasks. A CNN-1D is
extensively useful for capturing new attributes from short
sentences of the overall dataset; however, it doesn’t matter
where the feature is located. To aid with sequence prediction,
CNN extracts features from data. Features are initially
captured using a 128-layered CNN layer with a kernel size of
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4 using max pooling and then fed to an LSTM layer. Results
show that the hybrid model tends to overfit after the 6th
epoch. Therefore, L2 regularisation is used to reduce weight.
The weight matrix values decrease because a regularisation is
added to the cost function. Meanwhile, the L2 value for CNN
is ‘‘3e-3’’.

cf = loss +
λ

2m
×

∑
||w||

2 (1)

where ‘‘λ’’ is the value of regularization, ‘‘cf’’ is the cost
function, and ‘‘w’’ is weight.

b: LSTM
LSTM is a Recurrent Neural Network (RNN) architecture
providing cutting-edge sequential data results. LSTM is
made to preserve the long-term dependencies between text.
The LSTM model gets its input from the current word at
each time step and its output from the previous or last
word, which is then utilized to feed the next state. The
previous state generated by the hidden layer is then used for
the classification task. Fig. 3 depicts the high-level system
architecture of an LSTM network with FastText embedding.
Input gate, forget gate, memory cell, and output gate are the
four major parts of an LSTM network. The representation of
LSTM in mathematical form is as follows:

hti = f (Wxti + Uht−1 + b) (2)

iti = σ (W ixti + U ihti−1 + bi) (3)

fti = σ (W f xti + U f hti−1 + bf ) (4)

oti = σ (W oxti + Uohti−1 + bo) (5)

gti = σ (W gxti + Ughti−1 + bg) (6)

cti = ftiθcti−1 + itiθgti (7)

hti = Otiθ tanh(cti) (8)

where σ and θ are known as sigmoid function and element-to-
element multiplications. For input gate i, Wi, and Ui are two
weight matrices, and bi is the bias vector. Similarly, o, c, h,
f, and ti represent the output gate, memory cell, hidden state,
forget gate, and time, respectively. At the end of the output
gate, a classification layer with softmax function is deployed
for multiclass sentiment classification of Urdu text.

The LSTM model is trained on the LUCSA-23 dataset
with 20-fold cross-validation. In each fold, 80% of the
dataset is used for training and 20% as a validation test set.
Hyperparameters of the LSTM model are shown in Table 4.
Keras NN library is used to implement these two models
to evaluate Urdu text sentiment analysis on the proposed
LUCSA-23 dataset.

3) TRANSFORMER MODELS
Recent studies show that state-of-the-art transformer-based
deep learning language models showcased superior perfor-
mance in text classification, generation, comprehension, and
other NLP tasks. This study evaluated XLM-R and GPT-2 for
Sentiment analysis of Urdu Text.

TABLE 4. Hyper-parameters of LSTM Classifier.

XLM-R:Robustly OptimizedBERT (XLM-R) andmBERT
are the cross-lingual language models, but XLM-R makes
several enhancements that allow it to outperform mBERT.
In our proposed approach XLM-R leverages much larger
CommonCrawl web data across 100 languages and uses a
larger 250k SentencePiece vocabulary to improve subword
coverage of Urdu Text. Beyond masked language modeling,
XLM-R is pre-trained with additional objectives like permu-
tation language modeling and translation language modeling
to develop strong cross-lingual representations.

On the other hand, we evaluate the bidirectional quality
of the transformer model for Urdu text sentiment analysis
in which XLM-R provides contextualized representations
capturing word use across different contexts. Before feeding
text data into a deep learning model, it needs to be converted
into a list of indices, where each index corresponds to a
specific token or word in the model’s vocabulary and XLM-R
model format. Long sentences in the dataset are split into
multiple samples. This splitting allows for better handling
of long sequences and prevents model capacity and memory
constraint issues. To achieve the optimal performance of the
model, samples must be converted into integer sequences and
the necessary transformations or splitting must be applied for
optimal performance.

We employ the XLM-RBase model, which encompasses
approximately 355million parameters. This model comprises
24 layers, 1,027 hidden states, 4,096 feed-forward hidden
states, and 16 attention heads. The default maximum
sequence length is set to 512 tokens, meaning it can
process input sequences of up to 512 tokens and generate
corresponding representations. Every sequence’s initial token
is always [CLS], as the special classification embedding.
The final state, denoted as ‘‘v,’’ associated with this token,
is utilized as the overall representation of the sequence,
particularly for classification purposes. To predict the prob-
ability of a specific label ‘‘l,’’ a straightforward softmax
classifier is appended atop the XLM-R model. This classifier
incorporates a task-specific parameter matrix, ‘‘S,’’ which
can be shown in the following equation.

(l|v) = softmax (Sv) (9)
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FIGURE 4. Overview of XLM-R Classifier.

TABLE 5. Hyper-parameters of XLM-R Classifier.

During the fine-tuning process, we simultaneously
optimize all the parameters from both XLM-R and the
task-specific parameter matrix ‘‘S’’. This is achieved by
maximizing the log probability of the correct label. The
fine-tuning process involves updating the parameters based
on the training data to enhance the model’s ability to
predict the correct labels for the given task. The detailed
architecture of XLM-R for Urdu text sentiment analysis is
presented in Fig. 4, and its hyper-parameters are presented
in Table 5.
Notably, we first trained XLM-R as the MLM training

objective for BERT without the NSP task. It only uses
MLM, where tokens are randomly masked, and the model
is trained to predict these masked tokens based on the
context of the sentence. Secondly, XLM-R is trained
with larger batch sizes and longer sequences than BERT.
Thirdly, the proposed XLM-RoBERTa Model with a token
classification head on top (a linear layer on top of the hidden-
states output), e.g., for Named-Entity-Recognition (NER)
tasks, is employed for proper classification at the token
level.
GPT2:Generative Pretrained Transformer 2GPT-2 utilizes

a multi-layer transformer-based architecture using only
the decoder block to facilitate auto-regressive language
modeling. The model is composed of multiple identical

FIGURE 5. Overview of GPT-2 Classifier.

decoder blocks, each containing a masked self-attention
layer followed by a feedforward network which restricts
the decoder’s ability to extract information from the sen-
tence’s earlier words by the use of obfuscation mask-
ing of the remaining word locations (plus the word
itself).
Masked self-attention: The BERT model heavily relies

on the self-attention mechanism. One problem with the
self-attention in the BERT model is that by only using a
single set of trained matrices Q, K, and V, the self-attention
could be dominated by just one or a few tokens, and thereby
not being able to pay attention to multiple places that might
be meaningful. Therefore, by using multi-heads, we aim
to linearly combine the results of many independent self-
attention computations, thereby expanding the self-attention
layers ability to focus on different positions. More concretely,
we use multiple sets of mutually independent (Q), (K), and
(V) matrices, each being randomly initialized and indepen-
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TABLE 6. Performance of ML Models using Uni-gram, Bi-gram, and Tri-gram features.

FIGURE 6. Accuracy Comparison of ML Classifiers.

dently trained. With multiple (Q), (K), and (V) matrices,
we end up with multiple resulting vectors for every input
token vector. Nonetheless, the feedforward neural network in
the next step is designed only to accept one vector per word
input. To combine those vectors, we concatenate them into a
single vector and then multiply it with another weight vector
trained simultaneously. This multi-head attention is defined
as the multi-head attention mechanism that applies attention
pooling in parallel across different representation subspaces.
Denoting the query, key, and value vector inputs as Q, K, and
V, respectively, the multi-head computation can be expressed
as:

MultiHead(Q,K ,V ) = Concat(head1, . . . , headh)WO

(10)

where

headi = Attention(QWQ
i ,KWK

i ,VWV
i ) (11)

andWQ
i ,W

K
i ,WV

i are projection matrices for the ith attention
head, and WO projects the concatenated heads into the final
representations. This expresses the essential mathematical
flow of projecting the inputs into distinct key, value, and
query subspaces, applying scaled dot-product attention in
each subspace, concatenating the results, and projecting to
the final dimensionality.

Residual connections are employed around each block,
along with layer normalization on the inputs. GPT-2 uses
specialized position embeddings for each token to retain
ordering information. The token embeddings themselves
represent the meaning of each input word. In self-attention
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calculations, previous context tokens are represented as
context vectors that attend to the current token being
processed.

The self-attention mechanism, which is the sole part that
increases quadratically with the length of the sequence,
becomes a primary focus. Although numerous studies have
suggested methods to make attention patterns more sparse
and decrease the computational burden of self-attention, these
approaches are frequently constrained by implementation
issues and result in imposition a basic and unchanging
structure on the attention matrix. On the other hand,
incorporating a more flexible sparse attention approach
sometimes leads to considerably slower execution times than
calculating the whole attention using the Flash method of
Dao et al. (2022). We enhance the capabilities GPT2 by
using FlashAttention to incorporate a wide range of attention
sparsity patterns, including key/query dropping and hashing-
based attention.

The topmost layer uses a softmax function to output a
probability distribution predicting the next token. For the
largest version of GPT-2, the architecture contains 24 decoder
blocks for 1.5 billion parameters. In the typical transformer
design, the encoder generates both a word embedding and a
context vector, which are supplied to the decoder together.
The context vector is initialized to zero for the first word
embedding in GPT-2. The overall design of the GPT2 model
for Urdu text sentiment analysis is shown in Fig. 5.

V. RESULTS
This section explores the detailed analysis of experimental
results, demonstrating the significance and efficiency of
machine learning, deep learning, and transformer language
models for sentiment analysis of Urdu text.

The results obtained from ML techniques with various
features on our proposed LUCSA-23 corpus are shown in
Table 6. The findings demonstrate that the overall accuracy
of the SVM model marginally surpasses the other machine
learning algorithms when evaluated on the LUCSA-23
dataset, achieving an accuracy of 72.81%. The comparison
of machine learning techniques in terms of accuracy allows
us to gauge their effectiveness in classifying sentiments
within the LUCSA-23 corpus. It indicates that SVM, among
the evaluated algorithms, demonstrates high accuracy in
sentiment classification for the proposed dataset. The overall
comparison of the accuracy of ML models on different
character N-grams is shown in Fig. 6.

The machine learning classifier RF is achieving 57.39%
accuracy when utilizing tri-gram features. Interestingly, this
results in the lowest accuracy among all the ML classifiers
evaluated in the study. Furthermore, when comparing the
performance of different feature types, it is observed
that all ML classifiers exhibit better results when using
uni-gram word features compared to bi-gram and tri-gram
word features. This finding suggests that including tri-gram
features may introduce additional complexity or noise into
the classification process, leading to decreased accuracy.

On the other hand, using uni-gram word features, which
capture individual words in isolation, seems more effective
for sentiment analysis in the given context. These results
highlight the importance of feature selection and demonstrate
that the choice of feature type can significantly impact
the performance of ML classifiers. It suggests that the
classifiers benefit from focusing on individual words rather
than incorporating higher-order word features like bi-grams
or tri-grams.

The results obtained by DL classifiers (CNN1D+ LSTM
and LSTM) are superior to those obtained by ML classifiers
and classical rule-based techniques. This shows that the
DL classifiers (CNN1D+LSTM and LSTM) surpass the
baseline results of ML classifiers, as shown in Table 7.
Findings show that just after the 11 epochs of experiments,
the LSTM model shows indications of overfitting. This is
discovered when the process of experimenting is carried
out. Consequently, the LSTM model’s training process is
terminated. After 15 epochs, the CNN1D+LSTM hybrid
model produces some useful results. It is discovered that the
CNN1D+LSTM hybrid model can potentially be beneficial
for Urdu sentiment analysis. This is particularly true when
we compare it to other standard ML algorithms. While
we compare using a single-layer LSTM, the classification
performance is significantly enhanced when employing two
stacked LSTM layers. Similarly, the outputs of the proposed
model reveal a modest improvement when a two-layer
LSTM is used across all the utilized datasets. Because
LSTMs can capture information in both the forward and
backward directions, two LSTM layers are appropriate for
generating more comprehensive feature representations of
Urdu phrases. This results in easier classification being
possible. In addition, it has been discovered that the LSTM
and CNN1D models produce somewhat better outcomes
when we utilize an attention layer instead of a max-pooling
(MP) layer in the architecture.

According to the results in Table 8, transformer-based
classifiers surpass both ML and DL classifiers. The findings
indicate that the proposed GPT-2 classifier is superior to
the XLM-R classifier in terms of accuracy, precision, recall,
and F1 measure of 95%, 94.09%, 95.05%, and 94.49%,
respectively.

We also compute confusion matrices to evaluate the
accuracy of the proposed classifier for Urdu text sentiment
analysis. Fig. 7 and Fig. 8 show confusion matrices of
XLM-R and GPT-2 classifiers using the LUCSA-23 Urdu
corpus, respectively.

From Fig. 7 and Fig. 8, it can be concluded that
the positive phrases are correctly classified as positive
with 95.4% accuracy for the GPT-2 classifier. However,
only 2.38% and 3.08% of positive phrases are mistakenly
classified as negative and neutral, respectively. Moreover,
findings show that 92.76% of negative phrases are correctly
classified as negative. However, only 3.08% and 4.16%
phrases are incorrectly classified as positive and neutral,
respectively. Similarly, findings show that 93.8% sentences
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TABLE 7. Performance of DL classifiers.

TABLE 8. Performance of Transformer-based Classifiers.

FIGURE 7. Confusion Matrix of XLM-R.

FIGURE 8. Confusion Matrix of GPT-2.

are correctly classified as neutral. However, 4.00% and
2.20% are incorrectly classified as positive and negative,
respectively. Such findings demonstrate how effectively the
proposed classifier classifies the neutral reviews.

VI. DISCUSSION
This study aimed to analyze the findings of sentiment
analysis of Urdu text using state-of-the-art Large language
models, deep learning and machine learning approaches. Our
findings indicate that the Generative pre-trained transformer
model (GPT2), with an accuracy of 95%, outperformed
other models, such as XLM-RoBERTa and CNN1D+LSTM,
in classifying the sentiment of Urdu text. Using BERT word
embeddings for text representation significantly contributed

to the improved performance of the large language models.
The comprehensive comparison between DL and the pro-
posed transformer classifiers regarding accuracy is depicted
in Fig. 9. Urdu stands out among languages due to its
exceptionally unique and remarkably complexmorphological
structure. A fusion of various languages, including Sanskrit,
Hindi, Arabic, Turkish, and Persian, contributes to the pres-
ence of loan words, adding to its linguistic richness. However,
these diverse linguistic elements often challenge algorithms,
leading to errors in categorization. The normalization of Urdu
text remains imperfect, further complicating the process.
Tokenizing Urdu text necessitates adjusting word boundaries,
as they are not always apparent, and altering the sequence of
words within a phrase may not alter its underlying meaning.
Moreover, the manual annotation of user evaluations intro-
duces another potential source of classification errors. The
paper aims to analyze sentiment analysis results of Urdu
text using advanced Large language models, deep learning,
and machine learning approaches. Our findings indicate
that the Generative pre-trained transformer model (GPT2),
with an accuracy of 95%, outperformed other models, such
as XLM-RoBERTa and CNN1D+LSTM, in classifying the
sentiment of Urdu text. Using BERT word embeddings for
text representation significantly contributed to the improved
performance of the large language models. Creating a new
dataset, LUCSA-23, for the low-resource language Urdu is
one of the main outcomes of our study. Over 65,000 user
reviews from a range of areas, including Pakistani politics,
sports, entertainment, and food, are included in this dataset.
Preprocessing the Urdu text and BERT embeddings, then
using these embeddings as input for the proposed technique.
Our findings showed that, with an amazing accuracy of 95%,
the proposed classifiers surpassed current state-of-the-art
techniques. We build upon the results of previous studies by
focusing on the notable deficiency in sentiment analysis for
languages with limited resources. While earlier studies have
primarily concentrated on the English language, our research
focuses on Urdu, offering a valuable dataset and showcasing
the effectiveness of transformer models in this specific
context. Our study can provide substantial benefits to future
scholars in this field. The LUCSA-23 dataset is a significant
resource for training and assessing novel models. It helps save
time and effort by eliminating the need for data gathering and
annotation. Our methodological insights in preprocessing,
embedding generation, and classifier building provide a
robust framework for similar challenges. Future researchers
could investigate the transfer of models between languages,
specifically examining how well models trained in Urdu
can be adapted to other languages with limited resources.
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FIGURE 9. Comparison of DL and Transformer-based Classifiers.

Exploring the use of more recent or hybrid transformer
models can improve sentiment classification accuracy. The
resilience and practicality of sentiment analysis can be
enhanced by utilizing our models in practical scenarios,
such as monitoring social media and analyzing customer
comments in Urdu. Additionally, creating techniques to
effectively handle intricate textual components such as
sarcasm and idioms would further enhance the performance
of sentiment analysis. These instructions can enhance the
field and expand the influence of NLP technology in various
linguistic circumstances.

VII. CONCLUSION AND LIMITATIONS
Several restrictions are encountered during the experiments.
One significant limitation is the unbalanced nature of the
data, particularly in sentiment distribution. Specifically, the
number of positive sentences exceeds the number of negative
sentences. This class imbalance can impact the classifier’s
ability to accurately classify sentiments, as it may be more
biased towards predicting the majority class.

Another limitation relates to the tokenization process.
The Urdu language contains many compounds, which are
not considered in this study due to restrictions imposed by
the employed tokenization technique. This limitation could
affect the classifier’s performance in capturing the nuances
and meaning of compound words, potentially leading to
reduced accuracy in sentiment analysis. For example, the
word can be written with and without spaces
as .

Furthermore, the variability in writing styles within Urdu
poses a challenge. The presence of diverse writing styles
can introduce inconsistencies in the data and impact the
classifier’s ability to generalize across different text samples.
This variability in writing style may lead to lower accuracy
and pose a hurdle in achieving robust sentiment analysis
results.

One limitation mentioned earlier in the study is the
tokenization restriction, which causes compound words
in Urdu language to be split into separate tokens. This
splitting of compound words can reduce their effective-
ness and hinder accurately representing their intended
meaning. However, it is worth noting that advancements
in tokenization techniques are continually being made to
address this issue. In the future, one potential solution to
this problem is the application of multiword tokenization.

Multiword tokenization involves treating compound words
as single tokens, preserving their integrity and capturing
their inherent meaning. By adopting this approach, the tok-
enizer could recognize and represent compound words more
effectively, leading to improved performance in sentiment
analysis tasks.

As large amounts of useful information for many purposes
are created on social media sites, evaluating public opinion
of a product or service requires sentiment analysis. Few
experiments have been conducted in Urdu sentiment analysis
using classical machine-learning approaches. The available
data corpus is limited, consisting of just two data classes.
In contrast, we develop a benchmark for Urdu sentiment
analysis using various M/DL classifiers. Furthermore, while
using our proposed XLM-R and GPT-2 classifiers on the
LUCSA-23 dataset, we achieve an F1 score of 83.45 percent
and 94.49 percent, respectively. This article paves the
way for future deep learning studies to focus on devel-
oping resource-constrained language-independent models.
Our research shows that deep learning using pre-trained
word embeddings and multi-lingual transformer models
effectively handles difficult and under-resourced languages
like Urdu.

We intend to exploit state-of-the-art transformer-based
classifiers to improve the results and expand this research
to 5-7 classes, such as sad, anger, happy, etc. To that end,
we make the created dataset accessible to the public, hoping
it might significantly contribute to Urdu sentiment analysis.
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