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ABSTRACT A critical part of achieving robust and safe navigation for mobile robots is selecting
the right navigation policies trained through simulation to operate effectively in real-world situations.
Simulation-trained policies often struggle for mobile robot settings deployed in real-world navigation tasks,
leading to policy degradation and increased risk manners. To address these challenges, a cooperative deep
reinforcement learning policies (CDRL) framework is proposed, ensuring safe exploration and deployment
in unknown complex environments. The CDRL framework cooperates with exploration and exploitation
policies based on a policy-switching mechanism, which efficiently helps the robot escape the local optima.
Instead of transferring a single navigation policy, CDRL leverages cooperative navigation policies with
diverse reward functions, enabling them to adapt to unknown complex environments. The proposed technique
is based on an exploration distributional soft actor critic (E-DSAC) and soft actor critic (SAC) algorithms,
which enhances training efficiency. The deep reinforcement learning (deep RL) models in this framework
are represented by a mobile service robot that reaches target positions without requiring a map presentation.
Experimental results show that the proposed framework is proven to have safe and fast motions in terms of
navigation time and success rates. The sim-to-real transfer process of mobile service robots can be found
(https://youtu.be/vIxRqXidKIM).

INDEX TERMS Autonomous navigation, sim-to-real transfer, soft actor critic, distributional reinforcement
learning, service robot.

I. INTRODUCTION
Mobile service robots have gained popularity in modern
life, where they are utilized widely in handling a wide
spectrum of tasks from simplicity to superior human-level
decision-making. A fundamental challenge for these robots
is achieving autonomous navigation, particularly within
intricate indoor environments like museums, shopping malls,
and offices. To ensure safe and efficient navigation in
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such real-world scenarios, in-depth research on autonomous
navigation technologies is crucial for service robots [1].

A method known as map-based navigation, used for
autonomous navigation in specific environments where a
predefined map has been deployed, is well-established [2].
Various technologies and algorithms are integrated into
the map-based navigation system, including path planning,
Simultaneous Localization and Mapping (SLAM), and con-
trol [3]. However, the integrated system carries inherent
high potential risks, such as low map reliability in dynamic
environments, accumulative errors, and the demand for

VOLUME 12, 2024

 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.

For more information, see https://creativecommons.org/licenses/by/4.0/ 101053

https://orcid.org/0009-0008-1678-1952
https://orcid.org/0000-0002-4797-0464
https://orcid.org/0000-0002-0915-7181


V. M. Tran, G.-W. Kim: CDRL for Autonomous Navigation in Complex Environments

intensive expert knowledge in integration, hyperparameter-
tuning, and implementation [4], [5]. Unlike conventional
map-based navigation, map-free navigation using deep RL
is a promising alternative that overcomes these shortcomings
associated with map dependence [6], [7].
Mappless navigation for mobile robots using deep RL

involves training a policy in simulated environments and
then deploying a policy in real-world scenarios. Instead
of directly training the robot system in real environments,
a deep RL model is commonly trained within virtual envi-
ronments, offering advantages in training time, efficiency,
and safety. However, the policy may fail to transfer into
real-world scenarios due to the inherent disparity between
simulation data and real-world environments (sim-to-real
gap) or the agent learning ability through reinforcement
learning algorithms in simulation. To bring the reality gap,
the randomization domain technique [8], [9] is utilized for
randomized parameters during training, which is commonly
deployed for transferring the deep RL model. On the
other hand, recent mapless navigation studies (e.g SAC
algorithm) [10], [11] leverage the backbone of the actor-critic
algorithmwith entropy regularization for training the agent in
simulation, increasing transferability to real-world scenarios.
Furthermore, distributional reinforcement learning [12], [13]
also achieves significant advancement and has the potential
to enhance the deep RL model for practical navigation tasks.

After in-depth investigations, a wide range of navigation
studies above focus on single policy transfers to learn
multiple navigation skills in environments, which connects to
themulti-objective task.Meanwhile, a single learningmethod
to transfer only a policy mastering all skills simultaneously
remains challenging [14]. Despite advancements made in
previous research, the challenge of the policy transfer from
simulation to real-world environments persists for robot
navigation missions. This necessitates the development of
a new strategy to address the remaining limitations of this
transferability issue.

To enhance the capabilities of the mapless navigation
tasks, the learned policy takes advantage of experience from
the training environment to operate in other environments,
which exemplifies the exploitation of robots [15], [16], [17].
Nevertheless, new environments include dead ends (local
optima) that may cause the robot to get stuck or trapped.
Therefore, the robot needs an additional policy to explore
its surroundings, enabling it to escape these dead ends.
In terms of exploration, a variety of previous methods
are used to increase learning ability during training, such
as epsilon greedy [18], upper confidence bound [19], or
Boltzmann exploration [20], and random network distillation
(RND) [21]. In particular, RND has achieved success in
exploration-demanding environments. In RND, a curiosity
measure proves to be a valuable technique for designing
the intrinsic reward for mobile robot navigation [22], [23].
Nonetheless, exploration strategiesmight help the robot avoid
dead ends in unfamiliar situations, but this might not lead it to

the target quickly. Hence, after escaping the stuck areas, the
robot could reach targets directly by using robot exploitation
experiences. For real-world navigation tasks, the robot
system should ideally exist in exploration and exploitation
modes for maximum efficiency. One of the interesting
strategies is hybrid hierarchical reinforcement learning [24],
which combines the exploration and exploitation modes into
hierarchical structures. However, this method should be taken
into account for continuous action space while continuously
training in new environments. Therefore, it is essential
to create a mechanism that seamlessly combines explo-
ration and exploitation policies to avoid constant retrain-
ing when realistic environments become larger and more
complex.

In light of the aforementioned benefits and limitations,
a hybrid policy approach is proposed, the cooperative
deep reinforcement learning policies framework to address
mapless navigation challenges. Therefore, the technique
utilizes distributional soft actor-critic (DSAC) combined
with the intrinsic reward [21] encourages exploration to
train the exploration policy, which is called the E-DSAC
algorithm. The contributions of this paper are summarized as
follows:
• The cooperative deep reinforcement learning policies
framework combines exploration and exploitation poli-
cies, which not only prevent retraining as realistic
environments grow in size and complexity but also
improve the overall navigation performance of sim-to-
real transfer.

• This work presents a training strategy that integrates
a distributional value function with intrinsic reward.
Building upon the DSAC algorithm [25], the intrinsic
reward is designed by matching the loss between
the random target network and the predictor network
to enhance the exploration policy’s curiosity within
complex navigation tasks.

• The CDRL framework utilizes cooperative policies
transferred simultaneously from simulation with diverse
navigation skills in unknown environment structures,
ensuring the framework’s applicability in realistic envi-
ronments when deployed on physical robots operating in
unknown real-world environments.

The paper begins by describing related work in Section II,
and then the original work including SAC and DSAC
algorithms is presented in Section III. After that, Section IV
presents the proposed framework, including the design of
distinct rewards for each policy and the mechanism for
transitioning between exploration and exploitation based
on the local optima detection algorithm. Section V details
the training process, employing the SAC algorithm to train
the exploitation policy and the E-DSAC algorithm to train the
exploration policy. The results of experiments conducted in
both simulated and real-world environments are presented in
Section VI. Finally, Section VII provides concluding remarks
for this study.
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II. RELATED WORK
A. SENSOR-BASED NAVIGATION BASED ON DEEP RL
The actor-critic method has been widely utilized across
various fields of robotics, including mapless navigation of
mobile robots [26], [27]. For instance, Fan et al. [6] proposed
the deep RL model with low-dimensional laser ranges to
observe local spaces and navigate to the target relative to
the mobile robot coordinate. Marchesini and Farinelli [28]
dealt with the mapless navigation problem by optimizing
deep deterministic policy gradient (DDPG) and proximal
policy optimization (PPO) algorithms. The model-free RL
algorithms continue to develop significantly as the inclusion
of the entropy term in the objective function eases training
complexity and enhances exploration compared to DDPG
or PPO [17], [29]. Besides, training deep RL agents is an
indispensable procedure in transferring policies into real-
world scenarios. The majority of studies are centered on the
improvement of navigation performance during the training
phase [30], [31]. However, the policy transferring finds it
difficult to evaluate unfamiliar environments, particularly in
real-world environments [32] like unstructured environments
or corridor environments. To overcome the above issues,
the sparse and dense reward functions combined with the
distributional value function are designed appropriately for
navigation policies. Although the reward shaping technique is
not new within the realm of reinforcement learning (RL), its
application, in conjunction with distributional RL, represents
an underexplored avenue to achieve exceptional learning
capabilities in mapless navigation.

B. DISTRIBUTIONAL REINFORCEMENT LEARNING FOR
MOBILE ROBOT NAVIGATION
Recent advances in distributional reinforcement learn-
ing have achieved state-of-the-art performance in arcade
game environments [33], [34] and robotic benchmarks
[13], [35], [36]. An exemplary instance of this is the
combination of distributional RL and SAC, resulting in
significant advancement in risk-sensitive control tasks. For
distributional RL, Rezaee et al. [37] estimated the distribution
of stochastic outcomes to handle uncertainty for motion
planning. Choi et al. [38] designed a distributional RL
agent to learn an uncertainty-aware policy, which reduces
cost-of-collision compared with conventional RL. By taking
advantage of a distributional framework, Liu et al. [13]
utilized the value of conditional value at risk (CVaR) fore-
casting intrinsic uncertainty to perform drone autonomous
navigation tasks. Those previous studies adjusted risk policy
levels based on CVaR methods (e.g. α subset ), which is
difficult to optimize parameters in large environments [39].
Regularizing risk-sensitive policies in distributional RL poses
a significant challenge due to the requirement of intensive
expert knowledge under real practical, real-world scenarios
that encompass both static obstacles and unexpected dynamic
obstacles (e.g. human motions). It can be seen that the
extensive expansion of the DSAC algorithm’s application to

mapless navigation for mobile robots is a key challenge that
should be carefully taken into account. Therefore, instead of
regularizing risk-sensitive policy, the deployment of multiple
policies is a new proposed approach to solve autonomous
navigation tasks in large complex environments.

III. PRELIMINARIES
A. PROBLEM FORMULATION
In mapless navigation populated with unknown obstacles, the
robot requires a decision-making process to reach the target
position. This framework must leverage the robot’s internal
state information alongside sensor data from its surrounding
environment. The environment can be represented as a
Markov decision process. At time t = 1, 2, . . . ,T , the
robot chooses action at according to state st , and receives
observed reward r(st , at ). The interaction between the
robot and the environment can be represented by a tuple
(s1, a1, s2, a2, . . . , sT ), where the terminal state sT happens
when the robot reaches the target or the distance from the
obstacle is less than rm. The objective in traditional RL is to
find the optimal collision-free policy π∗ that maximizes the
expected cumulative return. The action value functionQπ can
be represented as follows:

Qπ (s, a) = Eπ

[
∞∑
t=0

γ tR (st , at)

]
(1)

B. SOFT ACTOR CRITIC
The off-policy SAC algorithm is described according to
the actor-critic framework [40] with the entropy [41]. For
mapless navigation, the deep RL model is trained with an
emphasis on entropy to facilitate the training process. For this,
we choose SAC [42] as one of the algorithms to train mobile
robots for mapless navigation. To maximize a trade-off
between the expected return and entropy H (π (· | st)) =
−

∫
|A| π (a | xt) logπ (a | xt) da simultaneously in continu-

ous action space. The objective of the policy is:

J (π ) = Eπ

[
∞∑
t=0

γ t [R (st , at)+ αH (π (· | st))]

]
(2)

the factor α > 0 regulates the impact of the entropy.
In SAC, three networks are used, of which two critic Q
networks, parameterized by ϕ1 and ϕ2, and the output of the
actor network generates the action. The past state transitions
(st , at , r, s′, d) are stored in replay buffer D. The loss
function minimizes the mean squared bootstrapped estimate
(MSBE):

L(ϕ1,2) =
1
|M|

∑
(st ,a,r,st+1,d)∈M

(
Qϕ1,2 (st , at )− ŷ(r, st+1)

)2
(3)
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where M presents the mini-batch sampling from D. The
target ŷ (r, st+1) includes clip Q value and entropy term:

ŷ (r, st+1) = r + γ
(
min
j=1,2

Qϕ̂j (st+1, ãt+1)

− α logπφ (ãt+1|st+1)
)

(4)

where ãt+1 ∼ πφ (ãt+1|st+1) is sampled from current
policy πφ . The policy is a Gaussian distribution that has
been re-parameterized, incorporating a squashing function to
ensure actions fall within a specified range:

aφ (st , ξt) = tanh(µφ(st )+ σ (st ) · ξt )) (5)

where ξt ∼ N (0, I ) is independent sampled noise andµφ(st )
and σφ(st ) are the mean and standard deviation of policy. The
parameters of the policy are updated bymaximizing the future
return with entropy regularization.

max
φ

E
s∼D,ξ∼N

(
min
j=1,2

Q(st , aφ(st , ξt ))

− α logπφ(aφ(st , ξt )) | st )
)

(6)

C. DISTRIBUTIONAL SOFT ACTOR CRITIC
Whereas traditional RL aims to maximize the expected
cumulative rewards, distribution RL focuses on distributional
information of value function [43], which is based on the
distributional Bellman equation:

Zπ (s, a) D
= R(s, a)+ γZπ

(
s′, a′

)
(7)

where U D
= V indicates that random variables U and V have

identical distributions. Equation (8) defines a recursive rela-
tionship among three random variables Zπ

(
s′, a′

)
,Zπ (s, a)

and R(s, a). The distributional Bellman operator, denoted by
T πD , can be expressed as follows:

T πD Z (st , at ) :
D
= R(s, a)+ γZπ

(
s′, a′

)
(8)

By combining the distributional RL and entropy frame-
work, distributional SAC [25] relies on a distribution over
the returns, using quantile regression to estimate value
distribution. Moreover, DSAC utilizes not only the random
return Zπ : S × A → Z , but also the soft random return
based on SAC, given by:

Zπ (s, a) :D=
∞∑
t=0

γ t
[
R (st , at)− α logπφ (at+1 | st+1)

]
(9)

For the two quantiles τ̂i and τ̂j, the temporal difference error
is achieved:

δtij = rt + γ
[
Z τ̂i
θ̄1,2
(st+1, at+1)− α logπφ̄ (at+1 | st+1)

]
− Z

τ̂j
θ1,2
(st , at) (10)

where Z
τ̂j
θ1,2

is the critic network output, which is an estimate

of the τ -quantile of Zπ (s, a), and Z τ̂i
θ̄1,2

is the target critic.

θ̄ and φ̄ are target critic network and target policy network
parameters. To train the critic, the quantile fractions τi, τj ∼
U ([0, 1]) are sampled independently to minimize the Huber
quantile regression loss:

ρλ
τ

(
δij

)
=

∣∣τ − I
{
δij < 0

}∣∣ Lλ
(
δij

)
λ

Lλ
(
δij

)
=


1
2
δ2ij, if

∣∣δij∣∣ ≤ λ

λ

(∣∣δij∣∣− 1
2
λ

)
, otherwise

(11)

where I is the indicator function, ρτ̂j is weighted by the
target distribution fractions (τi+1 − τi) and λ is a smooth
coefficient for gradient-clipping. The critic network is trained
to minimize the loss function:

LZ (θ ) =
N−1∑

i=0,j=0

(τi+1 − τi) ρ
λ
τ̂j

(
δtij

)
(12)

where N represented independent quantiles sampled for
both target and local networks. The action value function is
achieved by taking expectations as:

Q(s, a) =
1
N

N−1∑
i=0

(τi+1 − τi) min
k=1,2

Z τ̂iθk (st , at ) (13)

The loss function policy network is updated by using
gradient descent:

Lπ (φ) =
1
|M|

∑
st∈M,ξt∼N

(
min
j=1,2

Q(st , aφ(st , ξt ))

− α logπφ(aφ(st , ξt )) | st )
)

(14)

The target networks are updated with a smoothing factor ι:

φ̄← ιφ + (1− ι)φ̄ (15)

θ̄1,2← ιθ1,2 + (1− ι)θ̄1,2 (16)

IV. COOPERATIVE POLICIES TRANSFERRING
FRAMEWORK
Mappless navigation presents significant challenges for
mobile robots. The robot must simultaneously explore the
unknown environment to avoid local optima (dead ends
or corners) and move toward the goal without collision.
Therefore, the CDRL framework is proposed to cooperate
with policies that move the robot efficiently and safely in
complicated environments. Figure 1 describes an end-to-
end navigation system to take laser data, robot pose, and
goal position as the system input. With pre-defined goal
information, the framework processes laser scan data to create
observation states for navigation policies. The exploration
and exploitation policies are switched dynamically to com-
pute a sequence of commands that navigate the robot to the
goal in unaware environments.
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FIGURE 1. The CDRL framework for a service robot. The exploitation
policy is used for fast motion and simple target position while the
exploration policy is aimed at safe obstacle avoidance and map
exploration.

A. EXPLOITAION POLICY
1) STATE SPACE
The state of the agent includes the number of 2D laser
scans N , the updated distance d , and orientation angle α for
more effective feature extraction. The ultimate state is defined
as follows:

s = {sl | N , d, α} ∈ S (17)

where d indicates the updated distance between the robot and
the target in polar coordinates, and α depicts the orientation
angle of the goal to the robot’s current heading.

2) ACTION SPACE
The robot’s actions can be defined as continuous choices.
Continuous control commands for a differential velocity
controller are defined as: at = (vt ,wt ), where vt ∈ [0, 0.5]
is the linear velocity of the agent, and wt ∈ [−1, 1] is the
angular velocity.

3) REWARD FUNCTION
The behaviors of the agent are reshaped as the reward
function including sparse and dense reward components.
Based on the previous work [44], the reward function of the
exploitation policy is redesigned to ensure navigation effi-
ciency, which is comprised of the dense reward component
and sparse reward component. The exploitation reward can
be defined as:

Rexploit (st) = Rgoal (st)+ Rcol (st)+ Rd (st)+ Roriented (st)

(18)

The sparse reward component is calculated by returning the
goal reward Rgoal (st) = +500 if the robot reaches the radius
of the goal and a large punishment score with Rcol (st) =
−500 is given if the distance between the robot’s center and
obstacles less than fixed safety distance ri. pt and pt−1 are the
robot’s pose at the current and previous timestamp, and g is
the position of the goal. The dense reward includes Rd and
Roriented described in equation (21) and equation (22), which
reflects both distance and orientation aspects.

Rd (st) = c1
(∥∥∥pt−1 − g

∥∥∥− ∥∥pt − g
∥∥)

(19)

Roriented (st ) = k
(
π − ∥α∥

π
+ cos(α)

)
(20)

where c is constant, π is a mathematical constant. If the
robot gets to the target or the robot collides with obstacles.
We choose ri = 0.4 m, c1 = 0.2, k = 2.

4) NETWORK ARCHITECTURE
The architecture of the actor network comprises 107 inputs
including 105 laser scans from the 2D LiDAR sensor,
deviation angles, and updated current distance calculated
by the odometry module. At the input of neural network
structures, the state of the network is normalized, and the
layer normalization technique is used for stabilizing the
training process. The normalized state is fed via three full
layers with rectified linear unit activation functions. Inspired
from [44], The actor network shown in Figure 2 is constructed
by decreasing the network size over each layer, leading to
optimizing computation and keeping the simple network and
rich presentations. After using a re-parameterized trick, the
output of the actor network is the distribution of the bound
angular and linear velocity.

FIGURE 2. Actor network, critic network, and quantile critic network.

B. EXPLORATION POLICY
State Space, Action Space, Network Architecture: Trans-
ferring the exploitation policy directly to real-world envi-
ronments increases collision rates during navigation toward
the target position. Thus, an additional exploration policy
is proposed within the CDRL framework to solve this
challenge. This complementary policy fosters safe navigation
by enabling the agent to explore the unseen environment and
adapt to unforeseen obstacles, while still keeping efficient
movement toward the destination. Both the exploitation
and exploration policies utilize identical representations
for the state space, action space, and neural networks.
However, the objectives of the individual navigation policies
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are distinct. The exploitation policy prioritizes achieving
the goal efficiently, favoring shorter paths. Conversely, the
exploration policy focuses on ensuring safe curiosity-driven
exploration. The reward function of the exploration policy
can be formulated as follows:

Rexplore(st ) = Ri(st )+ Re (st) (21)

While the extrinsic reward Re (st) based on external envi-
ronmental knowledge remains important, intrinsic reward
Ri(st ) plays a crucial role in predicting current states. This
capability fosters the agent’s curiosity about the environment,
driving further exploration. To design intrinsic rewards for the
explorative policy, we utilize the two networks to define
the error between the network f̄ψ that predicts features of
the observations and a fixed randomly initialized neural
network fψ , using this error as an exploration bonus in
RND [21]. These network structures are the same as the actor
network. The exploration bonus can be defined as:

Ri(st ) =
∥∥fψ (st+1, a)− f̄ψ (st+1, a)∥∥22 (22)

For the external reward, the safe behaviors of the agent are
reshaped to ensure safety and navigation efficiency by adding
safety reward (Rs) from equation (20).

Re (st) = Rgoal (st)+ Rcol (st)+ Rd (st)

+ Roriented (st)+ Rs (st) (23)

The safety reward can be defined as:

Rs (st) = −c2(1−
rl
2ri

), if ri < rl < 2ri (24)

where c2 is a hyper-parameter, rl is the minimum distance
from the robot’s centroid to its surrounding environments
measured by the LiDAR. We choose c2 = 30.

C. NAVIGATION STRATEGY BASED ON
POLICY-SWITCHING MECHANISM
While an exploitation policy of the robot system, capitalizing
on past experiences, can achieve efficient navigation in famil-
iar settings, the robot may struggle with unforeseen obstacles
like local optima (e.g., long walls or dead zones). To address
this challenge, the framework employs a mechanism to select
the right navigation policy for each situation. This could
involve an exploration policy prioritizing the safe exploration
of new environments when the exploitation policy encounters
limitations.

πCDRL =

{
πexploit, if δexplore ≤ 0.5
πexplore, otherwise

(25)

A policy-switchingmechanism is designed, which depends
on the probability of selecting the exploration policy given the
current state and the detection of potential local optima. The
probability can be defined as:

δexplore =
1

1+ e−β(Slocal_optima−µ)
(26)

where β is the coefficient, µ is the threshold value.
Slocal_optima indicates the local optima score, which fluctuates
from 0 to 100, (β, µ, Slocal_optima ∈ Rn×1

+ ). The local optima
score is calculated based on safety distance (dmin_safe), open
path distance (dopen_path), and maximum change of heading
angle (αmax). dopen_path indicates an open path distance when
the robot sees the potential path. The open path zone is
defined as an angle of 30 degrees in front of the robot. The
above parameters were validated through a series of trials to
ensure their appropriateness. When Slocal_optima is below the
threshold µ, the robot is likely not in local optima, and the
exponent becomes negative, resulting in δexplore close to zero,
favoring exploitation behavior and effectively transitioning
the policy towards exploitation. On the other hand, when
δexplore surpasses the threshold, potential local optima has
been identified, promoting exploration behavior, effectively
resulting in a switch to the exploration policy. The coefficient
β controls the steepness of the transition between the two
policies. A higher value of β makes the transition sharper,
while a lower value results in a smoother transition. The local
optima detection is illustrated in algorithm 1.

Algorithm 1 Local-Optima Detection
1: // Extract relevant information from the state: L,1, α
2: L = [l1, l2, . . . , ln] ▷ LiDAR has n number of laser

beams
3: 1d =

∥∥pt − g
∥∥ ▷ distance from robot to the goal

4: α ▷ heading_angle
5: // Define threshold: dmin_safe, αmax , dopen_path
6: Slocal_optima← 0 ▷ Initialize local optima score
7: if Slocal_optima ≤ Slocal_optima_max then
8: if min(L) < dmin_safe then
9: Slocal_optima← Slocal_optima + 2 ▷ Increase score

if obstacle is detected
10: end if
11: if min(Lopen_path) < dopen_path then
12: Slocal_optima← Slocal_optima − 1 ▷ Increase score

if obstacle is detected
13: end if
14: // Analyze agent’s behavior (heading angle)
15: if α ≥ αmax then
16: Slocal_optima← Slocal_optima + 1
17: end if
18: else
19: Slocal_optima = Slocal_optima_max
20: end if
21: if Slocal_optima ≤ 0 then
22: Slocal_optima = 0
23: end if
24: return Slocal_optima

V. LEARNING NAVIGATION POLICY
In this section, we will investigate how to train two navigation
policies (exploitation and exploration policy), using different
RL algorithms. To train this exploitation policy, we employ
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the SAC algorithm, which is well-suited for leveraging
experience from the simulation environment. For exploration
policy, we combine the distributional value function with
intrinsic and extrinsic rewards to encourage the exploration
of novel states and guide the agent toward the goal position.

1) EXPLOITATION POLICY
To train the exploitation policy for efficient navigation,
we carefully leverage the reward function with the SAC
algorithm. The specific implementation utilizes the off-policy
SAC framework, which incorporates entropy bonus [41]
within the actor-critic architecture [40]. For mapless navi-
gation, the deep RL model is trained with a self-adjusting
entropy coefficient, allowing it to balance exploration and
exploitation and thereby facilitating the training process.
To train the policy for efficient navigation to the destination
regarding both navigation time and distance, the SAC algo-
rithm proves highly effective in training robots in simulated
environments. However, the policy inherently poses a risk of
high collision rates when transferring to environments with
new features (section VI-B). Additionally, employing the
SAC algorithm to train the agent helps mitigate issues related
to approximating value distribution of the DSAC algorithm
in real-world scenarios, as mentioned in work [25]. In terms
of the critic network shown in Figure 2, the network structure
is the same as the actor network, and the Q-value is generated
through a linear activation function.

2) DISTRIBUTIONAL EXPLORATION POLICY
To train the exploration policy, we use the soft action-state
distributional value function to encourage the exploration
of actions produced by the actor network. Based on the
DSAC algorithm [25], we propose the Exploration-DSAC
(E-DSAC) framework. In DSAC, when updating the param-
eter of the target value network based on the actions
generated by the target policy network, the actions are
generated based on previous experience with a soft update
mechanism. However, this approach can lead to the policy
being overly reliant on stereotypical actions and losing the
stochasticity and curiosity for exploration during training.
To train the exploration policy, the E-DSAC algorithm
introduces two key modifications compared to the DSAC
algorithm. First, we replace the soft update of the target
policy network with actions produced by a random policy
network. This eliminates randomness in the target value
updates and encourages the exploration of diverse states.
Second, we update the target distributional value function
based on random actions with extrinsic and intrinsic rewards.
The intrinsic reward is calculated by matching the loss
between the target network and the predictor network, where
the target network is randomly initialized and the predictor
network is trained on data from the agent. This ensures the
target value function remains aligned with the exploration
goals and guides the agent towards novel experiences. The
E-DSAC algorithm is illustrated in Algorithm 2.

Algorithm 2 E-DSAC for Mapless Navigation
Input: s, a, s0, γ ∈ (0, 1), N , κ

1: Initialize parameters of policy network φ
2: Initialize two quantile Z-function θ1, θ2 and target

quantile Z-function parameterized θ̄1, θ̄2
3: Initialize RND predictor and prior parameter ψ
4: Quantile fractions τi, i = 0, . . . ,N , τj, j = 0, . . . ,N
5: Initialize replay memory D
6: while size(N ) < MEMORY_SIZE do
7: The robot interact with environment a0 ∼ πφ(·|s0)
8: Get next observation st+1 and reward R
9: Store the transition (Sk ,Ak ,Rk ,Sk+1) to D
10: end while
11: for epoch = 0, training batch do
12: Sample a mini-batch B = (s, a) from D
13: Update RND predictor weights ψ with gradient

descent using loss function of equation (29)
14: end for
15: for epoch = 0 training batch do
16: Sample a batch of transitionsM from D
17: Get δtij using equation (10)
18: Update θk by minimizing lossLZ (θ ) in equation (12)
19: Calculate Q(s, ã) using equation (13)
20: Update φ minimizing lossLπ (φ) using equation (14)
21: Soft update to target network: θ̄k using equation (17)
22: end for
23: Store neural network weight φ

The predictor neural network f̄ψ parameterized by ψ is
trained by performing gradient descent to minimize the
expected MSE:

L =
1
B

∑
s∈D

∥∥fψ (s, a)− f̄ψ (s, a)∥∥22 (27)

The architecture of the quantile critic network used by
implicit quantile network (IQN) [33] is shown in Figure 2.
The outputs of the quantile critic network are sets of quantile
values that indicate the return distribution. Compared to
the critic network used for the SAC algorithm, the quantile
critic network uses multiplicative form, which combines
state feature and the cosine function to embed τk with
k ∈ {1, . . .N = 32}. The cosine function is defined as:

φj(τk ) := ReLU (
n−1∑
i=0

cos(π iτk )wij + bj) (28)

The Hadamard product is implemented between the embed-
ding φj(τk ) and the second fully connected layer output of
state features. Additionally, layer normalization is added to
keep the training process more stable.

VI. EXPERIMENTS AND RESULTS
In this section, we validate our methodology through a
comprehensive analysis with an existing approach to find the
balance between safe, fast behaviors and the high success

VOLUME 12, 2024 101059



V. M. Tran, G.-W. Kim: CDRL for Autonomous Navigation in Complex Environments

rate of navigation tasks. SAC and E-DSAC algorithms are
trained for the single policy for mapless navigation. Then,
the CDRL framework is deployed and compared with each
pure single policy in simulation. After that, a comparison of
our CDRL framework with the Entropy-threshold policy is
evaluated for sim-to-sim scenarios. Finally, we implement
several real-world experiments to demonstrate the potential
efficient navigation for real-time systems.

A. TRAINING SETUP
While training the agent in a simplified simulation offers
significant time efficiency compared to a realistic setting [28],
it comes with the drawback of removing natural elements.
This removal makes the transfer of policies in the real world
more challenging and could even fail. We therefore choose
the Gazebo simulation integrated with Robot Operating
System (ROS) Noetic for the comparative analysis. For the
analysis, arbitrary targets are configured randomly in the
Gazebo environments including visible and occlusion targets
in complex scenarios for robot mapless navigation. a service
robot and a training environment are depicted in Figure 3.
Each target position is generated randomly after the end of
the episode. The whole training process is conducted on
a Gazebo simulation with a 10Hz control frequency. The
simulation resets (after 0.1s) when the robot’s collision occurs
in the virtual environment. The training is conducted with
two platform robot models (the service robot and the pioneer
P3DX) equipped with a planar LiDAR for approximately
1300 episodes. The simulation is conducted on a computer
with core™ i7-8700 CPU and Geforce RTX 2060 Ti GPU.

FIGURE 3. The service robot model (left image) and the virtual
environment in 3D robotics simulator for training SAC and DSAC
algorithms.

To investigate the impact of reward shaping on the
navigation of mobile robots, we train exploitation policy
with the SAC algorithm [42] and exploitation policy with
the E-DSAC algorithm. Additionally, we also train the
DSAC algorithm [25] for the single policy with the reward
function listed in [44], which primarily consists of sparse
reward and does not include safety reward Rs. Figure 4
shows that the learning process of the exploitation policy
outperformed the other two methods, but it exhibited the
phenomenon of ‘‘overfitting’’ after a long training time. One
can observe that applying the distributional value function

FIGURE 4. The evolution of learning curve of SAC and E-DSAC algorithms
under different reward functions.

FIGURE 5. Static environment structures for testing including
environment (a), (b), (c) from left to right side respectively. Environment
(d) is a dynamic environment.

TABLE 1. Success rate and collision rate for 50 runs in testing
environment (success rate/collision rate).

in a complex training environment makes policy learning
slower due to the approximation issue. For the exploration
policy trained by the E-DSAC algorithm, the agent can
learn the concept of ‘‘curiosity’’ about environments without
relying on previous experience. Another important note is
that the reward components should be carefully designed
due to the impact of agent learning during the training
process. The parameters for training utilized are described in
Table 3 with the simulation time progressing at three times
the real-time simulation speed.

B. SIMULATION EVALUATION
1) CDRL FRAMEWORK AND SINGLE POLICY
The proposed CDRL framework could achieve a success
rate in reaching the target, and reduce the collision rate
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FIGURE 6. The trajectories visualization of SAC, E-DSAC, and CDRL is presented in 6 cases from (a)-(f). When transferring the
policy to another simulation environment, the path of SAC shows navigation task failures while E-DSAC and CDRL paths
complete navigation to the target position. Visually, CDRL demonstrates a shorter path than E-DSAC.

through a comparison with two native policies (exploitation
policy and exploration policy) sampled by SAC and E-DSAC
algorithms respectively. We tested 2 robot models (pioneer
and service robot) in 3 static complex environments and
a dynamic environment shown in Figure 5 over 50 runs.
The first environment (a) is most similar to the training
environment. Environment (b) presents different structures,
while environment (c) is a complex environment, including
corridors and dead-end corners. The comparison results are
shown in Table 1, where the CDRL framework used for the
pioneer model and service robot model achieved the highest
success rate over the environment (a) (94%), (c) (98%), and
(d) (92%) while also exhibiting the lowest collision rate. The
exploitation policy used for the service robot and pioneer
models could not reach the target in environments (b) and (c).
Although the exploration policy obtained the highest success
rate in the environment (b), the exploration policy could not
be deployed in the environment (c) and got only a 45%
success rate in the environment (d). Moreover, the difference
in structure between the testing environment (c) and the
training environment makes the single policy (trained by SAC
and E-DSAC algorithms) difficult to navigate toward the goal
position.

As shown in Figure 6, the visualized trajectories for
each environment demonstrate the trade-off between safety
and efficiency. The exploration policy navigates safely to
the target. However, it tends to be overly conservative to
create a longer trajectory. In contrast, the exploitation policy

TABLE 2. Simulation results of 6 cases in static environments with
navigation time(NT) and navigation distance(ND).

focuses on finding the shortest path with fewer states than
the exploration policy to the goal. However, this focus often
led to collisions during navigation. We observed that the
CDRL framework generated a shorter free-collision path
compared with the exploration policy and still guaranteed
safe navigation. Table 2 presents the navigation time and
navigation distance corresponding to six cases in Figure 6.
In most cases, the time and distance traveled by the CDRL
framework are more efficient (shorter is better) than those
of the exploration policy when navigating to the same
destination. While the exploitation policy shows the shortest
path and travel time, it results in collisions during the
movement process.

2) CDRL FRAMEWORK AND ENTROPY-THRESHOLD POLICY
In this section, we evaluate our method with an Entropy-
Threshold Policy called H-Entropy [45] as the baseline in
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FIGURE 7. Trajectories of CDRL framework, H-entropy method, exploitation policy trained by SAC, and exploration policy trained by E-DSAC
in a dense static obstacles environment.

FIGURE 8. The quantitative results in the dense static obstacles environment with 10, 25, and 50 navigation times. The proposed method
is evaluated with four metrics: success rate, collision rate, navigation times, and path length.

comparison to two typical environments, including the dense
static obstacle environment and the dynamic environment.
Entropy is directly proportional to the action space, indicating
the stochastic nature of actions undertaken by an agent
navigating in unfamiliar environments. Higher entropy signi-
fies increased action unpredictability of the action, enabling
policies to explore uncharted regions instead of getting stuck
in local optima due to new features (e.g. long walls or wall
corners). Following equation (29), the entropy can be defined:

Hk = − ln
1
|A|

∑
a

πk (a | st) lnπk (a | st) (29)

where |A| is the cardinality of the state space. Then, ifHexploit
is less then Hexplore, the πexploit is selected, otherwise the
action will be generated by πexplore:

πk (a | st) =

{
πexploit (a | st) if Hexploit < Hexplore

πexplore (a | st) otherwise

(30)

Figure 7 shows the trajectories of not only the CDRL and
H-entropy frameworks but also exploration and exploitation
policies trained by E-DSAC and SAC algorithms respec-
tively. Figure 8 indicates that the CDRL framework achieved

FIGURE 9. Path trajectories of CDRL framework, E-DSAC, and SAC policy
in a corridor environment (23 × 8 m2).

a high success rate with the H-entropy method, and also got
better navigation performance regarding navigation time and
path length compared with exploration policy.

C. TESTING REAL-WORLD SCENARIOS AND TASK
DESCRIPTION
The robot utilizes a low-cost YDLIDAR G6 sensor, which
is sensitive to light and temperature. The robot utilizes
120 degrees of field of view (FOV) with a maximum
measuring 5 m, and an angular resolution of 0.25◦.
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FIGURE 10. Real-world experiment, (a): a corridor scenario; (b): an office-like environment with natural human motions.

TABLE 3. Training hyperparameters and CDRL framework parameters.

TABLE 4. Testing results in two real-world environments in terms of total
navigation distance(TND), total navigation time(TNT), and the number of
reaching goals (NoG).

Target localization: RTAB-Map [46] is used to build a grid
map of the testing scenario and ROSAMCL [47] is to localize
the robot in this map. It is imperative to emphasize that this
map is solely employed for calculating the target position and
is not employed by motion planning. The target position in
the robot frame could be calculated using the robot and goal
coordinates on the map. The computer mounted on the robot
is a mini PC with an Intel Core i7 5700U Processor.

We implemented the CDRL framework on the mobile
service robot on ROS2 foxy [48] to validate sim-to-real
transfer and generalize the performance of the navigation
tasks. The robot is tested in two real-world scenarios includ-
ing an office-like environment and a corridor environment
shown in Figure 10. While Figure 9 depicts the robot’s
navigation from a dense-static obstacles room to the lobby in
the corridor environment, Figure 11 shows the process robot’s

FIGURE 11. Path trajectories of CDRL framework, E-DSAC, and SAC policy
in an office-like environment ( 20 × 20 m2).

navigation toward the target with dynamic obstacles (e.g.
human motions) in the office-like environments. To mark the
target position accurately on the map, we used teleoperation
to navigate the robot to the wanted points A, B, and C, and
then come to the starting point. At each target, the coordinate
is collected for the mapless navigation process. The target
error is 0.2 meters. After reaching one target, the robot would
wait for 1 second to show it successfully reached this target
rather than occasionally traversing this target when moving
to the other target. The testing result is illustrated in Table 4,
which proves the promising results of the CDRL framework
in terms of navigation time, navigation distance, and success
rate.
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VII. CONCLUSION
To implement efficient navigation tasks, the paper tackles
mapless navigation in unaware scenarios by introducing the
CDRL framework that enables the mobile service robot
to escape dead ends and reach the target position faster
with a high success rate. Here, we lay greater emphasis
on each policy that is appropriate to the complexity of the
environment. The CDRL framework chooses the right deep
RL policy to navigate safely and efficiently in environments
without re-training. The actions generated from the CDRL
framework also encourage exploration when transferring the
deep RL models to unaware environments. With evaluation
in simulation and real-world scenarios, the framework shows
more close-to-optimal trajectories than a naive policy transfer
and fast motion by considering surrounding obstacles.
However, our method still has a limitation. Mathematically,
the policy-switching equation is not flexible because of the
hyperparameter tuning. Expert knowledge is used to set the
threshold µ based on environment complexity, its impact
across varying environments warrants further exploration.
We aim to address the varying µ as an open subject for future
research.
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