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ABSTRACT Over the last decade, Data Science has emerged as one of the most important subjects
that has had a major impact on industry. This is due to the continual development of scientific methods,
algorithms, processes, and computational tools that help to extract knowledge from raw data efficiently
and cost-effectively, compared with early-generation tools. Professional data scientists create code that
processes, analyses and extracts actionable insights from high volumes of data. This process requires a
deep understanding of mathematical principles, statistics, business knowledge, and computer science. But
most importantly, the data science development chain requires knowledge of a high-level programming tool
and its dependencies. This is a major problem in some aspects due to the steep learning curve. In this
paper, we describe and present a modularized Data Science curriculum for undergraduate learners that
relies on no-code software development tools as programming aids for non-computer science majors.
No-code development tools have been added to the traditional teaching pedagogy to improve students’
motivation and conceptual understanding of coding despite their limited programming skills. The study
aims to assess the impacts of visual programming languages on the performance of non-computer science
majors on programming problems. The study’s sample consists of 50 fourth-year students from the Faculty
of Science and Technology at the Midlands State University. A post-survey questionnaire and assessment
items were administered to the control and experimental groups. Results show that the students drawn
from the experimental group benefited from the use of a visual programming language. These results offer
evidence-based recommendations for incorporating high-performance no-code software development tools
in the formal curriculum to aid teaching and learning data science programming for students of diverse
academic backgrounds.

INDEX TERMS Curriculum, data science, education, no-code tools, visual programming languages.

I. INTRODUCTION
The recent technological advances in computing, coupled

sources of data. Consequently, this has also pushed the
demand for specialists, analysts, and engineers, who develop

with the increase in the demand to process high volumes
of data have led to the development of computer algorithms
that extract information and knowledge from different
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and maintain that code. An earlier report by McKinsey
Global Institute (MGI) in 2011 estimates that hundreds and
thousands of data-related jobs will be required in the next
few years [1]. This means that there is an absolute need
to train more data scientists to meet this ever-increasing
demand. To democratize training in this field, especially in
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universities, a high-powered delegation comprising 25 under-
graduate faculty members from a variety of institutions across
the US met to develop a series of curriculum guidelines for
an undergraduate data science course [2]. Drawn from the
three major disciplines; mathematics, statistics and computer
science, the guidelines stipulate that a graduating student
majoring in data science must be proficient in subjects such
as computational and statistical thinking, mathematics, model
building, algorithms, data modelling and communication.
Such guidelines define the skills that learners are supposed
to have after completion of the course [3].

As the report by MGI states, data is now a key asset for
companies, and data analytics can improve the company’s key
operations or help launch new business models to expand the
markets. Considering this goal, there are two ways to achieve
this: (i) engaging professional data scientists, or (ii) up-
skilling existing professionals who are not data scientists with
the necessary data-based skills required to meet the needs
of industry. Producing data scientists is straightforward,
students would graduate with a major specialization in
data science and are then deployed in various industries.
On the other hand, developing data literacy skills in graduate
students who do not have the pre-requisite programming
experience may be challenging due to the steep learning
curve of text-based programming languages that have been
traditionally used to teach or learn the practical aspect of
data science. However, a different programming paradigm
has been developed over the years. They rely on visual,
drag-and-drop, no-code computer programming tools, where
instructions are encapsulated in blocks, instead of text-based
formal languages. Several blocks can then be connected
sequentially to solve a programming problem. As we can
expect, such no-code models offer several advantages,
especially to new learners. Mainly, it enables the learner to
focus on algorithm development, instead of struggling with
the intricacies of the structure or style of the programming
language.

This work is motivated by our experiences in teaching Data
Science as a module in the Department of Applied Physics
and Telecommunications under the Faculty of Science and
Technology at Midlands State University in Zimbabwe.
The Department offers a four-year Bachelor of Engineering
Degree in Telecommunication Engineering, where Data
Science is offered in the final year. In the module, students
learn the fundamentals of data science as well as the
applications of data science and big data in various domains.
The Department also offers a four-year Bachelor of Science
Degree In Industrial Physics and Instrumentation. Of late,
data science has emerged as students’ favourites, with the
majority of them implementing data science concepts in
their final year projects. However, we realized that although
our students have a strong Mathematical background, the
majority of them, especially those from BSc Industrial
Physics and Instrumentation often struggle with developing
practical computer code. As a result, this has affected
the majority of students who intend to apply data science
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concepts in their final year projects. To assist our students,
we came across VPLs, that have helped them develop
data-related projects without actually worrying about the
intricacies of coding.

The primary motive driving the present work is the need
to reduce the data science learning curve for non-majors,
especially on the practical side, that is mainly characterized
by heavy programming. Currently, minimum effort has been
made to formally merge data science education with this new
visual programming tool, despite their promising advantages.
As of now, the two fields have existed in parallel with each
other, thereby failing to provide an adequate broad-based cur-
riculum required to support professional development in data
science. This paper presents a data curriculum initiative using
No-Code tools (NCTs). The curriculum has been designed
in such a way that the knowledge base, course structure
and content are similar, in principle to the curriculum that
is based on traditional programming languages. It should
be noted, however, that the proposed curriculum has not
added or removed content from the existing data science
curriculum, rather, the present work proposes the integration
of emerging and flexible programming environments in
data science education initiatives. We define the appropriate
teaching and evaluation methods that are suitable for this type
of programming. The primary objectives of our work are to
integrate data science education with NCTs and accelerate
data science education using such tools to reduce the
amount of time required to up-skill a non-data professional.
We summarize the key contributions of our work as follows:

1) We describe key features and processes for visual
programming approaches.

2) We demonstrate the feasibility of no-code paradigms
as a potential aid for programming in data science
education.

3) We evaluate the performance of visual programming
environments, and demonstrate that they are compara-
ble with text-based programming languages in terms of
data science education.

4) We provide a survey on NCTs, as well as empirical
evidence on the use of NCTs in education.

5) We demonstrate, through experiments, that NCTs are
enablers of student success, especially non-computer
science majors in data science programming.

This paper is organized as follows; Section II describes
the data science curriculum initiative. The need for a
supplementary data science programming tool and the current
state of visual programming and data science education are
discussed. Furthermore, empirical evidence on the use of
VPLs in formalized educational environments is presented.
In Section III, we discuss the data science topics that can be
implemented using VPLs as well as develop assessment items
for Python and visual programming languages. Chapter IV
discusses the teaching methods suitable for visual program-
ming languages and Chapter IV discusses the assessment
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methods. Results of the experiments conducted are presented
in Chapter VI. Finally, we conclude the paper in Chapter VII.

Il. THE DATA SCIENCE CURRICULUM INITIATIVE

This Chapter addresses the major concerns raised in the
literature about existing coding practices in data science
education and discusses the goal of integrating visual
programming languages in coding data science algorithms.
Next, the section presents the basic architecture of VPLs,
as well as key competencies students must have in Data
Science. Lastly, the section concludes by offering empirical
evidence on the use of NCTs/VPLs in Education.

A. THE NEED FOR A SUPPLEMENTARY DATA SCIENCE
PROGRAMMING ENVIRONMENT

Data science is usually offered as an independent degree
spanning a few years. The course features specializations
in subjects such as data structures, algorithms, statistics,
computer science, machine learning, and mathematics. There
is a need, however, to present this course as a condensed
module to students specializing in different fields such as
Physics, Engineering, Telecommunications or any field of
specialization to make data-driven decisions without having
extensive computer programming skills. To support non-
computer science majors in this field, special considerations
must be made to teach these students to apply a range of
data science technical skills in their areas of specialization.
In short, this study contributes to the development of the
objectives, subject content, teaching methods, and evaluation
instruments, as well as effective data science learning
outcomes for non-computer science audiences. Further,
we explore activities and learning strategies that demonstrate
the data science workflow using visual tools. This requires
simplifying the domain problem, knowledge of data formats,
and the appropriate analytical techniques. To achieve this, the
following three major questions arise:

1) Do non-computer science learners and professionals
find no-code development tools helpful?

2) Do visual programming tools provide the necessary
tools to equip learners with the knowledge and skills
to solve data science problems?

3) How should test items be structured to assess and
evaluate data science education based on NCTs?

The goal of this project was to define a set of no-code
data science curriculum structures and guidelines to be
incorporated into current and future undergraduate modules
to support effective skill acquisition and analytical thinking
for non-computer science majors. The proposed work is
intended to address key unknowns such as what to teach
and how to teach data science using no-code development
tools. We examined a set of work-flows on five key areas
of data science summarized by Hastie et al. [4] as data
acquisition and storage, data pre-processing and cleaning,
exploratory data analysis (EDA), predictive modelling and
machine learning, data visualization and communication
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FIGURE 1. The data science work-flow [8], [9]. The data science process
starts with the generation of data. This could be raw, real-world data or
synthetic data that is artificially created using mathematical models or
simulations to mimic real-world data. Next, according to Wing et al., not
all data generated will be used [8], so the following process concerns
systematically gathering of information from various sources. The
collected data is then processed. This may include conducting preparatory
steps on the raw data before analysis or modelling. Next, the data goes
through several stages, such as data cleaning, storage, transformation,
analysis, and visualization, all of which enable extraction of valuable
insights from the data.

using no-code software platforms. Potential tools include
(1) Orange developed by Demsar et al [5], (2) KNIME
from KNIME AG company [6], and Neural Designer from
Artelnics [7].

In this work, we present programming workflows imple-
mented in Orange [5], as well as a scaffolded project that
can be implemented using NCTs. This project highlights
the data-science life cycle as described by Wing [8] and
Zhang et al. [9], as shown in Figure 1, and it takes learners
through a practical-based learning experience, to assist them
in discovering patterns in the data, hence making valuable
insights.

B. CURRENT STATE OF VISUAL PROGRAMMING AND
DATA SCIENCE EDUCATION

1) VISUAL PROGRAMMING LANGUAGES

We intend to address the data science skills gap that exists,
especially during the current era of the rapid growth of data-
driven industries. We address this gap by outlining how an
emerging model of no-code computer programming tools
can support data science education, and help undergraduate
learners extract information from data in their relevant field.
Additionally, we hope that the uptake of such NCTs will help
in up-skilling existing data science tutors and professionals
alike in data-related roles in various industries. Determining
the strengths, limitations and the future of using such NCTs
will help us to achieve our objective. In this section, we survey
the literature for visual programming languages since they are
the same as NCTs, but different nomenclature.

A central feature of NCTs is that algorithms or functions
are encapsulated into containers called widgets. These are
the basic building blocks of the data analysis pipeline, and
they can be connected to create a visual workflow, as shown
in Figure 2. Although the appearance of a widget may vary
depending on the platform, their structure typically consists
of the following components, as shown in Table 1:

The classical definition of NCTs has been described
by early pioneers in the context of Visual Programming.
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TABLE 1. Components of a widget.

Component Description

Title Text or label that provides a name or describes the
widget. This is usually placed at the top of the widget
for identification.

Input Port This receives input from data sources or other widgets
for processing. The data transmitted through the input
port must be in a form compatible with the widget.

Output Port This transmits the data processed to other components
in the workflow.

Settings Settings of a widget enable the user to configure the
parameters or options that control its functionality.

Visualization or | This typically refers to how the widget presents data

Output Area to the user.

Communication link

between widgets

Input Port: Input
of the second wid-
get

First widget Output of the sec-
\ ond widget
-
A B

\

Second widget

Output Port: Out-
put of the first wid-
get

FIGURE 2. Basic layout and connection of widgets in NCTs. Two widgets
are connected sequentially via a communication link that relays
information between the two. In this workflow, widget A processes the
data, and transmits it to the next widget connected to it through its
output port. The input of widget B receives this data, processes it further,
and transmits using its output port. Depending on the configuration,
multiple widgets could be connected to one widget to reveal several
instances of the data.

In 1986, Myers defined this as any system that could be
programmed by the user in 2D or multiple dimensions [10].
This requires environments that use graphical techniques to
aid the entire processes of programming and developing com-
puter applications [10], [11]. Unlike conventional text-based
languages, visual programming is motivated by the ideology
that graphical techniques, particularly pictures, can convey
more information concisely, compared with 1-dimensional
linear programming languages [11]. In addition, pictures
can break the language barrier, simplifying the process
of programming for users regardless of the language they
speak [11]. In summary, graphical tools provide two things;
(i) a visual environment for programming, and (ii) a language
interface for expressing visual information flow [12]. These
are some of the predominant factors that have influenced the
development of no-code programming languages.

To establish a common understanding, Kuhail et al.
[13] combined Myers [10] and Burnett and Bakers [14]
taxonomies to divide existing VPLs into four broad areas:
form-based languages, diagram based, icon-based, and block-
based. According to the authors, form-based programming
allows end-user programmers to configure a graphical
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form, whereby parameters are added or changed using
drop-down menus or windows. Diagram-based languages
enable end-user developers to connect basic shapes such
as rectangles, parallelograms, circles, etc by arrows, lines
or connectors to represent programming constructs. On the
other hand, icon-based languages rely on the use of icons
to visualize the organization, design and flow of a program.
Lastly, block-based languages enable end-user developers to
drag and drop components of a program in the form of blocks.
Several blocks can then be connected to define program
flow. In general, using visual or graphical expressions
as a way of writing computer programs greatly reduces
syntax errors, and is easily comprehended by users of
diverse backgrounds, since the human visual system and
visual information processing is greatly optimized for multi-
dimensional data [10].

Many VPLs have been developed in the literature.
However, a large number of those do not possess the features
of a true VPL. Although there is no consensus on what
makes up a complete VPL [15], certain criteria must be
met first to be considered a VPL. It is generally agreed that
the language of a visual programming environment must be
able to convey meaningful information for programming,
rather than just cosmetic graphics [12], or rich graphical user
interface features. To extend the criteria, Burnett and Baker
develop a classification scheme for VPL research papers [14].
In their work, they highlight a set of important features of
a VPL, which can then be used for comparison. A detailed
criteria is presented by Kiper et al. [15]. They suggest that
VPLs can be assessed based on visual nature, functionality,
ease of comprehension, paradigm support, and scalability.

Although this field has received considerable interest in
the past, work is ongoing to address inherent problems that
have plagued early generations of visual programming tools.
In the past, researchers had faced difficulty developing large
programs or processing large datasets [12]. This problem
has been solved by recent advances in computer graphics,
abstraction and cloud computing. It is now possible to fit
a lot of blocks, icons or diagrams on the same computer
screen. Users are now able to navigate large programs
through the use of multiple sheets. The wide uptake of cloud
computing, and related services has played a crucial role in
processing large datasets efficiently, and hence improves the
functionality of visual programming tools. In other spheres,
early researchers have cited a lack of functionality as another
major drawback of early visual programming tools. Indeed,
even some modern VPLs are hindered by this problem.
Besides the lack of functionality, novice programmers may
face limited or no room at all to develop and integrate
customized program elements due to; proprietary software
and the steep learning curve of the tool. Another aspect that
characterized early generations of VPLs is inefficiency. This
was a major challenge due to slow program execution [12],
and large memory requirements. However, this is no longer
a problem, nowadays, as most tools leverage web-based
online environments to deliver programming tools with high
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FIGURE 3. Screenshot of the Orange Development Environment showing
widget repository and workspace. The workflow shown here presents a
scatter plot of the dataset provided by the file widget.

computational performances. Most platforms are developed
using high-level programming languages such as C/C++
which are widely known for managing memory capacity well.

a: PERFORMANCE OF VISUAL PROGRAMMING LANGUAGES
A key question that arises is the need to evaluate the
performances of VPLs against set metrics. A deficiency in
the literature, however, is an apparent lack of benchmarks for
comparing VPLs against text-based programming languages.
This is mainly due to the different architectures, and operating
principles of the programming environments. As already
discussed, VPLs can be assessed based on attributes such as
(i) visual nature, (ii) functionality, (iii) ease of comprehen-
sion, (iv) paradigm support, and (v) scalability [15]. There
is a need, however, to develop cross-platform evaluation
metrics to assess how VPLs fair against well-established and
well-supported high-level programming languages such as
C/C++, Python, JAVA, MATLAB etc. On the other hand,
it is possible to generate or export text-based code such as
Python or C/C++ from VPLs and run on supported hardware
or platforms just like any program written natively in that
code. This also paves the way for students to transition from
VPL-based to text-based programming.

These, and many more improvements, especially in
graphical techniques and data management, have motivated
the uptake of such tools in modern software development, and
we believe that they will be the cornerstone of data science
education for years to come.

2) ORANGE AS A VISUAL PROGRAMMING ENVIRONMENT
FOR DATA SCIENCE EDUCATION

The developers describe the Orange software as fruitful
and fun, offering a visual programming environment that
facilitates the implementation of the entire data science
programming chain with only a few steps. Aided by a vast
library of functions encapsulated in graphical blocks called
widgets, Orange allows users to drag and drop widgets
from different categories such as Data, Transform, Visualize,
Model, Evaluate, and Unsupervised, among others to build a
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TABLE 2. Some of the widgets that can be used to build programming
workflows in the Orange software.

Category Widgets

Data. File, CSV File Import, Datasets, SQL Table, Data Ta-
ble, Paint Data, Data Info, Rank, Edit Domain, Color,
Feature Statistics, Save Data.

Transform Data Sampler, Select Columns, Select Rows, Trans-
pose, Merge Data, Concatenate, Select by Data Index,
Unique, Aggregate Columns, Group by, Pivot Table,
Apply Domain, Preprocess, Impute, Continuize, Dis-
cretize, Randomize, Purge Domain, Melt, Formula,
Create Class, Create Instance, Python Script.

Visualize Tree Viewer, Box Plot, Violin Plot, Distributions, Scat-
ter Plot, Line Plot, Bar Plot, Sieve Diagram, Mo-
saic Display, FreeViz, Linear Projection, Radviz, Heat
Map, Venn Diagram, Silhouette Plot, Pythagorean
Tree, Pythagorean Forest, CN2 Rule Viewer, Nomo-

gram

Model Constant, CN2 Rule Induction, Calibrated Learner,
kNN, Tree, Random Forest, Gradient Boosting, SVM,
Linear Regression, Logistic Regression, Naive Bayes,
AdaBoost, PLS, Curve Fit, Neural Network, Stochas-
tic Gradient Descent, Stacking, Save Model, Load

Model.

Test and Score, Predictions, Confusion Matrix, ROC
Analysis, Performance Curve, Calibration Plot, Per-
mutation Plot

Evaluate

Unsupervised | Distance File, Distance Matrix, t-SNE, Correlations,
Distance Map, Hierarchical Clustering, k-Means, Lou-
vain Clustering, DBSCAN, Manifold Learning, Out-
liers, PCA, Neighbors, Correspondence Analysis, Dis-
tances, Distance Transformation, MDS, Save Distance
Matrix, Self-Organizing Map.

data science workflow. Some of the widgets that can be used
are shown in Table 2. Several VPLs exist, and to select the
“best” VPL, Dobesova et al. conducts a comparative study
to evaluate the performance of Orange software in teaching
machine learning tasks in the Department of Geoinformatics
at Palacky University Olomouc [16]. They show that the
graphic representation of the program workflow, as well as
the design procedures in the Orange application, is simple to
use and its visual language is semantically transparent [16]
compared with others. Multiple works in the literature
corroborated their statement [17], [18], [19], [20], and this
motivated our work to apply Orange as a programming aid
to our final-year students. An example workflow is shown in
Figure 3.

3) DATA SCIENCE EDUCATION

The concept of data science is not entirely new, in fact, the
evolution of data science can be attributed to the interdis-
ciplinary integration of various subjects such as statistics,
mathematics, computer science and domain knowledge [21].
To put into perspective, Conway [22] drafted what is to be
known as the “data science Venn diagram”, as shown in
Figure 4. This is a diagrammatic representation illustrating
the interdisciplinary nature of data science.
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Domain
knowledge

Computer
Science

Data
Science

Machine
Learning

Mathematics &
Statistics

FIGURE 4. Data science Venn diagram. The field of data science lies at the
intersection of three primary fields; domain knowledge, computer
science, and mathematics & statistics [22].

From the Venn diagram in Figure 4, it is quite evident that
the three fields existed independently before the introduction
of the data science nomenclature. It is only after the efforts
of several authors such as John Tukey [23], Chambers [24],
Cleveland [25] among others, who called for the establish-
ment of an interdisciplinary field that was based on the
expansion of statistics and integration with computer science
and domain knowledge [26], [27].

We have witnessed a rapid increase in the field of data
science over the past few years. The explosion of data,
advances in technology and the demand for data science
professionals are some of the major drivers behind this rapid
increase [28]. To bridge the gap between professional data
scientists and the data deluge, there have been concerted
efforts along two fronts to expedite data analytic training.
First, traditional educational institutions such as colleges and
universities throughout the world have introduced several
specializations in data science at various levels of education.
Apart from the mainstream formal data science education,
there has also been a significant push through massive online
open courses (MOOCs). The latter model offers several
online data-related programs, often for free, in collaboration
with tutors at major universities. This ensures customized and
flexible learning modes, which greatly appeal to learners who
are already working and might not have the time to commit
to a full-time or part-time formal educational system. Despite
the learning mode, every graduating data scientist must be
proficient with certain skills and knowledge, what we shall
refer to in this report as “‘key competencies in data science”.

a: KEY COMPETENCIES IN DATA SCIENCE

Studies on the core competencies required for the graduating
data scientist are scattered throughout the literature. However,
the work by Donoho, in their report on the 50 years of
data science articulates unambiguously the six data activities
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that can be studied or taught in a data science course: (i)
data exploration and preparation, (ii) data representation and
transformation, (iii) computing with data, (iv) data modelling,
(v) data visualization and presentation, and (vi) science about
data science [27].

The curriculum of data science courses offered by many
educational institutions throughout the world often revolve
around these activities. They may be different in wording or
nomenclature, but the fundamentals do not differ. Further,
Hazzan et al. suggested that such data activities promote
computational thinking, statistical/mathematical thinking,
and data thinking, which all have cognitive abilities [29].
In the report, “A Guide to Teaching Data Science”, Hicks et
al. present the five basic guiding principles for developing a
data science curriculum [26]. They suggest that: (i) the course
must be organized around a set of diverse case studies, (ii)
computing must be integrated into every facet of the course,
(iii) reliance on mathematical notation must be minimized,
while promoting abstraction, (iv) the course activities must be
structured to mimic a data scientist’s experience, and lastly,
(v) the importance of critical thinking must be demonstrated
through examples [26].

These guiding principles and activities have formed the
cornerstone of data science education for years. They have
been able to develop data literacy among students to gain
actionable insights and extract meaning from data. However,
In our view, one aspect that is often neglected in this process
is the challenge of developing computational thinking skills
among students. The challenge recognized here is the need to
simplify the development of computer code that supports the
entire processes of data analysis, especially for non-computer
science majors. Teaching programming has traditionally
relied on text-based languages, which has been cited by
many novice programmers as one of the barriers to entry
in programming [30], and consequently data science. Here,
we believe that using engaging learning environments, such
as NCTs, for programming will make developing computer
code manageable to a larger number of students, while still
developing key competencies in data science as text-based
programming languages.

4) EMPIRICAL EVIDENCE ON THE USE OF NCTS/VPLS IN
EDUCATION
This section seeks to establish the usefulness of NCTs to
early-stage learners and professionals. Then determines if
VPLs provide the necessary tools to equip learners with
the knowledge and skills required to solve programming
problems. Finally, the section establishes the effectiveness
of NCTs in facilitating the understanding of complex pro-
gramming concepts. To address these questions, we conduct
a short survey to review works that have implemented VPLs
in any formal educational activities, from junior to tertiary
education.

A significant effort to document the benefits of visual
programming languages, compared with textual languages
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is reported in [30]. In their work, Kelleher et al. survey
a variety of graphics-oriented programming languages that
can be used for different application areas. They cite syntax
and program style as primary barriers to programming and
demonstrate that simplifying the mechanics of programming,
especially for novice programmers, greatly reduces the
barrier to learning to program. Later in 2007, the authors
considered using storytelling to motivate programming [31].
In their later work, they attribute a falling interest in
Computer Science in the US to the uninspiring courses taught.
To inspire middle-school girls’ interest in programming,
they use the Storytelling Alice programming environment to
create custom 3D animated movies from in-built characters
and environments. Their results show most of the participants
were able to create a sequential program in Storytelling Alice
within just two hours of programming, while 87% were
able to create a program with multiple flow control mech-
anisms. Based on these results, the authors concluded that
offering computer programming in the form of storytelling
encouraged the target group to learn to develop computer
programs.

To support self-directed learning among young learners in
developing computer programs, Maloney et al. developed the
Scratch programming language and environment [32]. Mal-
oney’s programming environment allows students, especially
primary ages to create engaging projects such as animated
stories, games and simulations [32]. A distinguishing feature
of Scratch is that program flow is constructed sequentially
by joining together building blocks that represent actions or
flow control mechanisms. Its primary goal is to introduce
programming education to learners who have little or
no programming experience. This goal has motivated the
worldwide use of the tool, and by 2010, the program had
been offered in nearly fifty languages and had supported
almost two million users. By January 2024, the number of
subscribers has risen to over one hundred million registered
users [33], signifying the importance of graphical-based
teaching of computer programming. The program has been
so popular that it has been incorporated into formal education
streams, targeting early-stage programmers in different
fields.

A pilot study by Friss et al. at ORT Uruguay University
during the 2nd semester of 2007 experimented with Scratch in
two scenarios. They incorporated Scratch in; (i) a university
course and (ii) vocational studies environments to improve
students’ capabilities in computer science courses [34].
In their work entitled Scratch: Applications in Computer
Science 1, the authors conduct formative and summative
assessments on a group of students who were randomly
selected from the class. They administered scratch, over three
weeks with the control group solving the same programming
tasks manually. For their results, 88% of students who had
used the Scratch programming environment described their
learning experiences as ‘“‘motivating” or “‘easy’”’, while 80%
of the control group described their learning experiences as
“normal” or “difficult”.
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In perhaps an interesting and related application area,
Estevez et al. introduced Artificial Intelligence to high-school
students using Scratch. Their work is motivated by a strong
need to grasp the attention of young learners through the use
of interactive graphical programming tools in computational
sciences, which is usually characterized by a lack of appeal
of the presentations [35]. In their work, they teach young
learners two basic methods of Artificial Intelligence: data
clustering, and artificial neural networks learning. They
selected 37 students and followed a scaffolded teaching
approach, where they provided a pre-built template for the
students to fill the gaps among lines of code. Just like
the authors in the previous work, Estevez’s approach also
conducts a formative and summative assessment of the target
group. A quantitative analysis of the results reveals that the
students acquired confidence to understand the fundamentals
of Artificial Intelligence algorithms, and its holistic view.

A case study by Ase et al. to teach engineering modules
using computer-aided animations was conducted at the
University of Hertfordshire. The study focused on applying
visualization and 3D animations in automotive engineering
courses to help improve conventional teaching resources.
They explore the benefits of automation, with particular
emphasis on 3D computer-aided animation tools for auto-
motive studies. This is an innovative paradigm shift from
the conventional methods of delivery that are based on 1D
flowcharts, schematics and static objects. In their results,
they report that over 61% of the students reported a better
understanding of automotive engineering modules taught
using animations.

We have provided empirical evidence where VPL tools
have been applied successfully in education. Results show
that such programming environments are helpful to early-
stage learners, they have the necessary tools to foster learning.
Furthermore, it has been shown that such tools grasp the
attention of learners, promote their motivation to learn,
and improve their learning experiences, without focusing
on the mechanics and intricacies of programming, which
have been shown to be a barrier to programming. With
these results, we are convinced that such tools can also be
integrated with data science education to improve problem-
solving, creativity, motivation, collaboration and data science
communication at the tertiary level.

Ill. DATA SCIENCE PROGRAMMING USING NCTs

The following Chapter discusses the sections of the data
science curriculum and develops section-specific assessment
items for evaluating Python coding against NCT workflows
as shown in Table 4 — Table 12.

It should be noted, however, that the chapters for this
proposed curriculum have been adapted from the conven-
tional data science curriculum, as found in modern textbooks
such as [4] and [36], and teaching has been modified to
support data science education using no-code programming
environments. This was done to ensure learners would be
exposed to the same content that is offered in a conventional
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TABLE 3. Overview of the proposed curriculum: The proposed data science curriculum using NCTs, including the aims, knowledge area and learning
objectives in nine chapters. The design follows a typical data science structure for majors, except that the practical component does not rely on textual

programming.

Curiculum aims

Students will be able to:

1. understand the foundations of data science concepts, principles, and methodologies using NCTs.

2. Develop proficiency in NCTs and platforms used in data science, such as Orange, Neural Designer, or KNIME.

3. Develop practical data analysis skills by working hands-on with real-world datasets

4. Develop key competencies in data exploration, data transformation, and predictive modelling using NCTs.

5. Develop critical thinking and problem-solving skills in data science to help identify patterns, draw insights, and make data-driven decisions

6. Present their findings and insights to data science and non-data science audiences through visualizations and reports

Topic Learning Content

1. Introduction to Practical Data Science and NCTs
2. Data Collection and Preparation
3. Data Visualization

4. Unsupervised Learning

Introduction to popular no-code data science tools and platforms
Understanding data types, formats, and sources
Creating interactive and informative visualizations

Clustering algorithms (K-means, hierarchical clustering, DBSCAN.)

- Introduction to supervised learning algorithms (classification and regression)

5. Supervised Learning

- Training and evaluating models

- Techniques for creating and selecting relevant features

6. Feature Engineering and Selection

- Feature transformation and scaling

7. Model Deployment
8. Time Series Analysis

9. Introduction to Machine Learning Automation

Deploying models
Forecasting and trend analysis

Using no-code AutoML platforms for rapid model development

data science curriculum while being taught in dynamic and
interactive learning environments. This curriculum can also
be used by tutors who want to study introductory data science
using such tools.

A. CHAPTER 1: INTRODUCTION TO PRACTICAL DATA
SCIENCE AND NCTs
As shown in Table 3, the proposed curriculum begins with an
overview of practical data science approaches using NCTs.
This introduction takes learners through the fundamental
concepts of the application of data science and gives a
detailed discussion of the working principles of NCTs.
Additionally, this introductory part discusses the importance
of data science in industry, the opportunities, challenges,
future and the impacts of data science education using highly
abstractive frameworks. The learning objective of the first
module is to understand the most popular NCTs, in addition
to basic knowledge of data science and its applications,
especially in the student’s application area. At the end of the
first chapter, new learners must have developed a thorough
understanding of data science, and its application areas, along
with the knowledge of visual tools for developing data-centric
frameworks.

Table 4 shows some of the assessment items for the
introduction to practical data science and NCTs chapter.
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TABLE 4. Assessment items for Chapter 1.

Python-based Assessment Items VPL-based Assessment Items

— Discuss the applications of data
science in different areas.

— Discuss the applications of data
science in different areas.

—Download and install Python and
the related packages for machine
learning.

— Download and install Orange.

Here, the main emphasis is on introducing NCTs to the
learners and installing the software locally on their machines.

B. CHAPTER 2: DATA COLLECTION AND PREPARATION
The following chapter is by far the most critical. In fact,
some texts in the literature cite this phase as the most
time-intensive [37]. The data collection and preparation
phase requires a substantial investment of time, money, and
resources due to the intricacies of data, planning and design
processes, and ethical and legal considerations. It should be
noted, however, that data collection is not platform-specific.
It is the same across different platforms. On the other hand,
data preparation is different. It requires extensive knowledge
of the data structure and procedures to sort, and prepare it for
subsequent stages.

VOLUME 12, 2024



H. D. Mafukidze et al.: Development of a Modularized Undergraduate Data Science and Big Data Curricular

IEEE Access

TABLE 5. Assessment items for Chapter 2.

TABLE 6. Assessment items for Chapter 3.

Python-based Assessment Items

VPL-based Assessment Items

— Write Python code that takes a
dataset, and performs appropriate
transformations to clean and pre-
pare the dataset such as removing

— Use suitable widgets to load the
dataset into your workflow, clean
the data and visualize the dataset.

Python-based Assessment

Items

VPL-based Assessment Items

— Write a Python script that uses
matplotlib to create basic plots of
the dataset such as scatterplots,

— Drag and drop data visualiza-
tion widgets such as scatter plots,
bar plots or distributions into your

rows with missing values or adding
missing values.

Therefore, the curriculum for data collection and prepa-
ration focuses on students understanding the various data
types, formats, and pre-processing stages that are performed
on datasets using NCTs, especially very large datasets.

The starting point of any data-related problem is the
collection of usable, representable and unbiased data. This
is a critical process that requires (1) a prior understanding of
the problem at hand, (2) formulating research questions, and
(3) a thorough comprehension of the subsequent objectives of
the data analysis [38]. Several authors in the literature discuss
various principles and procedures that must be followed to
ensure data integrity, however, that is beyond the scope of
this work. A comprehensive overview is provided by [39].
In this chapter, we will only focus on working with the data
that has already been collected. However, the rule of thumb
is to ask “What data?”’. Navigating this space will require
identifying the relevant data sources and planning the data
collection and processing methods. On the contrary, research
shows that a lot of students and novice data scientists often
struggle with this part [40], hence the use of NCTs to simplify
the data collection and preparation process.

Table 5 shows some of the assessment items for the data
collection and preparation chapter. The primary focus is to
take learners through the processes of collecting data and
preparing it for the subsequent steps.

The learning outcomes of this chapter have been developed
as follows: (i) identify the sources of data for a particular
project, (ii) evaluate the reliability of data sources and the data
collection procedures, (iii) collect that data from different
sources and (iv) clean and pre-process the data to detect and
handle inconsistencies such as missing values, and outliers.

C. CHAPTER 3: DATA VISUALIZATION

Data visualization is considered to be one of the most
important topics in data science [41]. As such, a lot of empha-
sis has been placed on the development of programming
languages, visualization libraries and frameworks to enable
data-driven decision-making. Recent efforts are in huge graph
visualization with big data infrastructure [42].

The concept of data visualization can be traced back
centuries to ancient Greek mathematicians who utilized
latitude and longitude information to visualize geographic
information [43]. Subsequent developments in coordinate
systems and Cartesian graphs by scientists, mathematicians
and philosophers in the 17" Century are widely considered
to have laid the foundations of modern data visualization
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bar graphs or histograms workspace to visualize the data.

techniques [44]. However, it is in the 20" Century that data
visualization rose to prominence due to major developments
in computer graphics, technology, scientific visualization,
personal computers, and software tools [43]. The continual
developments in software tools into the 21* Century,
especially open-source tools, enabled users to create custom
visualizations using simple, yet powerful data visualization
libraries such as Pandas, Matplotlib and Seaborn [45], among
others.

The objectives of the data visualization stage in the
data processing pipeline vary depending on a lot of fac-
tors. However, any data-proficient student must be able
to effectively communicate insights and findings, support
informed decision-making, and identify patterns, trends, and
correlations derived from the data analysis, irrespective of the
platform. NCTs support data visualization through the use of
widgets that create visual elements such as scatter plots, line
plots, histograms, bar charts, and heat maps, among others.
At the end of this chapter, learners must be able to confidently
create interactive and informative visualizations that (1)
facilitate the understanding of relatively straightforward or
complex data and (2), provide a holistic view of the data, thus
facilitating more informed knowledge discovery.

Table 6 shows some of the assessment items for the data
visualization chapter. Here, the focus is on using relevant
widgets to visualize relations in the data.

D. CHAPTER 4: UNSUPERVISED LEARNING

The subject of unsupervised learning rose from a strong
need to detect anomalies or discover hidden structures or
trends in unlabeled datasets. A central feature of these
algorithms is that they do not require prior knowledge
or output labels of the datasets. In other words, they do
not require training datasets to learn data dependencies,
instead, they learn features on their own from uncategorized
data on the fly. This chapter aims to study a range of
unsupervised machine learning algorithms for clustering such
as K-means, hierarchical, and density-based spatial clustering
of noisy datasets. The chapter proceeds with a discussion
on dimensionality reduction techniques. These are a set of
algorithms that reduce the number of variables or features,
creating a lower dimensional representation of the dataset.
Principal component analysis is widely used for this. Lastly,
the chapter explores algorithms for anomaly detection. This
is a very critical and broad area that has witnessed significant
research over the years due to its capability of detecting
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TABLE 7. Assessment items for Chapter 4.

TABLE 8. Assessment items for Chapter 5.

Python-based
Items

Assessment

VPL-based Assessment Items

Python-based Assessment

Items

VPL-based Assessment Items

— Write a Python script that
uses the k-means clustering algo-
rithm from the scikit-learn library
to identify distinct clusters in a
dataset.

— Load an example dataset us-
ing the file widget and connect
it to the k-means clustering wid-
get to identify distinct clusters in
the dataset. Adjust the settings

of the k-means clustering widget
and use the scatter plot widget to
display the clustering results.

unusual or inconsistent data points in various applications.
These algorithms can be applied in areas such as network
security, fraud detection, and quality control, among others
to distinguish between normal and unexpected behaviour.
Finally, at this stage, we are only interested in three learning
outcomes for this chapter. Students must; (i) understand
unsupervised learning algorithms, (ii) apply unsupervised
learning models on real-world data and (iii) evaluate the
performance of unsupervised learning algorithms.

Table 7 shows some of the assessment items for the
unsupervised learning chapter. Learners can work with
different widgets such as k-means, DBSCAN, and PCA,
among others, to identify distinct clusters in the dataset.

E. CHAPTER 5: SUPERVISED LEARNING
Unlike unsupervised learning algorithms that do not require
prior knowledge of the data, there exists another learning
paradigm that requires knowledge of the class labels to make
predictions or decisions. Supervised learning algorithms
require a lot of training data that consists of input features and
their corresponding output labels. The goal is to put related
objects with identical features in the same class or label. The
algorithms then learn these features or study the patterns or
relationships between members of the same class. Training is
realized through an iterative process of adjusting the model’s
parameters based on minimizing the training error. Several
supervised learning algorithms have been developed in the
past, and some of the most popular include neural networks,
linear regression, support vector machines, and decision
trees, among others. After model training and evaluation, the
model is now ready to make predictions on new or unseen
datasets. It is a common goal for a well-trained model to make
accurate predictions on new datasets. The overarching aim
of this chapter is to take students through the entire process
of training, testing/validating, making predictions/inferences
and deploying supervised learning algorithms using NCTs.
Table 8 shows some of the assessment items for the
supervised learning chapter. These questions test the student’s
ability to create models that learn from the data.

F. CHAPTER 6: FEATURE ENGINEERING AND SCALING
The next chapter in the curriculum covers feature engi-
neering and selection using no-code tools. This is another
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— Write a Python script that uses
the scikit-learn library to create
a linear regression model and fit
it into a given dataset. Apply the
model to new data to make pre-
dictions.

— Write a Python script that
implements the SVM algorithm
from the scikit-learn library to
build a supervised machine learn-
ing model.

— Implement the confusion ma-
trix from the sklearn library to
evaluate the quality of classifica-
tion algorithms on a sample data

— Create a workflow that uses
the Linear Regression widget to
build a model that learns a lin-
ear function from the dataset. The
settings of the linear regression
widget can be changed to include
or exclude regularization param-
eters. You can use the Data Table
widget to view the calculated lin-
ear regression coefficients.

— Create a workflow that uses the
SVM widget to train the model
on a sample data set. Use the file
widget to import the data and the
scatter plot widget for visualiza-
tion. The settings of the SVM
widget can be changed to select
a suitable kernel and optimization
parameters.

— Experiment with different wid-
gets such as Test and Score, Pre-
dictions, and Confusion Matrix,
among others to observe the per-

set. formance of learning algorithms
on a sample data set.

important practice that involves creating or selecting better
representations or informative features in the dataset for
machine learning algorithms. A major advantage of selecting
features that carry more information is that the overall
performance of the machine-learning model is improved.
In addition to that, the overall computational cost and
memory requirements are reduced due to an overall reduction
in the number of variables. This is another research area
that has received considerable attention, and progress has
led to the development of algorithms that use computational
methods for automatic feature engineering and selection.
On another front, deep neural networks learn the relevant
features automatically, and this has wide applications in
image, video or speech processing. Although automated
feature engineering has shown considerable success in the
literature, there is a need for data science learners to grasp the
background knowledge of such an important aspect. As such,
the goal of this chapter is to equip students with the skills of
creating and selecting valuable features from the data, along
with feature transformation and scaling using NCTs.

Table 9 shows some of the assessment items for the feature
engineering and scaling chapter. The questions ask learners
to create new features from the dataset.

G. CHAPTER 7: MODEL EVALUATION AND DEPLOYMENT

After model development, a natural question that typically
follows is “How good is that model?” Although this is a
trivial question, there is a strong need to know if the model can
make accurate predictions on unseen data. If poorly trained,
machine learning models tend to memorize the training data
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TABLE 9. Assessment items for Chapter 6.

TABLE 11. Assessment items for Chapter 8.

Python-based
Items

Assessment

VPL-based Assessment Items

Python-based Assessment

Items

VPL-based Assessment Items

— Write a Python script that uses
numpy and pandas to construct
new features from existing data.

— Use various transformation and
combination widgets to create
new features for learning algo-
rithms.

TABLE 10. Assessment items for Chapter 7.

Python-based Assessment Items

VPL-based Assessment Items

— Deploy your model as a web ap-
plication using Python and Stream-
lit.

— Use the Save Model widget to
export your model in Python pickle
format. The model can be loaded
directly into Python for classifica-
tion and subsequent deployment.

very well, leading to poor predictions on new samples. This
is a huge problem, especially in safety-critical applications,
or the development of new algorithms. Answering this
question requires a scientific methodology that addresses a
specific question: “How do we evaluate the generalization
performance of machine learning models?

The next chapter in the curriculum discusses concepts of
model evaluation and deployment using NCTs. In simplest
terms, model evaluation refers to the process of determining
the performance of models using certain metrics or other
approaches. Typical evaluation metrics include but are not
limited to accuracy, precision, recall, and F1 score [46]. At the
end of this chapter, students must be able to assess machine
learning models using various metrics and techniques, along
with deployment in real-world scenarios.

Table 10 shows some of the assessment items for the model
evaluation and deployment chapter.

H. CHAPTER 8: TIME SERIES ANALYSIS

The content so far has only focused on modelling the spatial
relationships in the data. There is a certain area, however, that
studies the temporal dependencies in the data. For example,
problems such as power output forecasting, predicting stock
prices, weather prediction, energy usage, fuel consumption
monitoring, and many more, require historical data at
pre-determined intervals over a longer period to predict
future values. Time Series Analysis gives insights into
the behaviour or trends of time-varying observations. This
involves studying the temporal sequence of features using
statistical techniques, recurrent neural networks with memory
blocks, or 3-dimensional deep learning models. Several
architectures with different mechanisms for time series data
exist, and their performance has been widely documented
in multiple texts in the literature [47], [48]. Since this is a
large area with so many application scenarios, this curriculum
hopes to equip students with the knowledge of forecasting and
trend analysis of sequential data.
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— Use the pandas package to
read a time series dataset into a
dataframe, and use the matplotlib
package to visualise the series.
Identify and analyse long-term
trends in the data.

— Write Python code that imple-
ments a Recurrent Neural Net-
work (RNN) model from ten-
sorflow to forecast future values
based on historical data.

— Use the Time Series widgets
to identify and analyse long-term
trends in the data, and use the
Line Chart widget to visualize the
time series sequence.

—Use the Time Series widgets to
forecast future values from his-
torical data.

TABLE 12. Assessment items for Chapter 9.

Python-based
Items

Assessment

VPL-based Assessment Items

— Write Python code that uses the
h2o library to automatically build
and optimize machine learning

— Use no-code tools to automati-
cally build and optimize machine
learning models.

models.

Table 11 shows some of the assessment items for the time
series analysis chapter. The questions determine the student’s
ability to extract temporal information from the data.

I. CHAPTER 9: INTRODUCTION TO MACHINE LEARNING
AUTOMATION

The last component in this curriculum deals with machine
learning automation. This is a particularly interesting subject
that uses computer algorithms and tools to perform tasks
such as data preparation, feature engineering, best model
selection, training, and hyperparameter tuning, among others.
This came from an urgent need to address a pertinent question
in the literature: ‘“How can users design more efficient
and effective machine learning models?”” Although this is
a broad question, an answer to this has led to the removal
of “human-in-the-loop”, since some aspects of the machine
learning workflow rely on a trial and error basis, for example,
determining the best learning rate for the training dataset.
The aim of automating machine learning workflows is to
speed up the development and subsequent deployment of
machine learning models. This is helpful, especially to novice
data science professionals, however, human expertise is still
crucial in the process. At the end of this chapter, students
must be able to leverage the power of NCTs to develop and
implement automated machine learning workflows and use
the knowledge they have gained to interpret the results.

In this section, we have presented a nine-chapter syllabus
that takes students through the entire data analytic workflow
using NCTs. The data science curriculum based on NCTs is
not in any way different from the conventional curriculum.
Students still learn the basics of data science, but using a dif-
ferent tool for programming. The structure follows traditional
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content that consists of an introduction to data science,
data collection, data visualization, unsupervised learning,
supervised learning, feature engineering, model evaluation
and deployment, time series analysis, and machine learning
automation. In that regard, we believe that more emphasis
should be placed on developing teaching, assessment and
evaluation methods suitable for NCT-based education.

Table 12 shows some of the assessment items for the
machine learning automation chapter. The emphasis is on
testing student’s abilities to automate the entire process of
machine learning.

IV. TEACHING METHODS

A key pillar in the curriculum is teaching. In this Chapter,
we review the teaching methods that are suitable for NCTs
and provide relevant examples of their implementation.
We discuss lecture-based, instructor-led problem-based and
project-based learning approaches about their strengths, and
weaknesses and further give an example of implementing
project-based learning on a sample fall detection project.

There are several approaches to learning, and each
approach produces different outcomes [49]. Since the new
data science curriculum is composed mainly of theoreti-
cal and practical aspects, we believe that a combination
of multiple learning strategies is more suitable to teach
programming for data science using NCTs. We suggest a
combination of lecture-based, instructor-led problem-based
and project-based learning approaches. In the past, lecture-
based learning has been the primary mode of instruction
at most tertiary institutions. This instructional approach
traditionally involves a classroom set-up, where the lecturer
leads the class and presents information while the students
listen and take notes [50]. This model is relevant in this
curriculum since the students need organized and structured
background information and literature from the lecturer to
understand the basics. Although this mode offers efficient
delivery of information, it continues to be the subject of
criticism in various disciplines [51], [52]. Zhao and Potter
argue that lecture-based learning is mainly lecturer-centred,
and promotes the superficial acquisition of knowledge [52].
We believe that this criticism is valid, to a larger extent, if the
entire curriculum is based solely on this delivery method.

To reduce the gap between lecture material and practice,
problem-based learning led by an instructor is envisioned
to complement deficiencies in an all lecture-based learning
model. Problem-based pedagogy is an instructional method
that has origins in the medical field and has been reported
to foster active learning by creating a need to solve an
authentic problem [53]. This is a mainly student-centred
pedagogical approach where the starting point is to solve a
context-specific problem that the students can handle [53].
Problems can then be solved by the students in small
collaborative groups, often led by a lecturer [54]. This area
has had a long history and has received a lot of attention
in the literature. Different authors have proposed distinctive
guidelines for implementing and assessing problem-based
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TABLE 13. Methods of creating project-based learning workflow.

Reference | Methods

Grant Presents an anatomy of project-based learning.

(60] 1) Introduction (The introduction presents the subject
area and provides background to the project.)

2) Task

3) Resources

4) Process

5) Guidance and scaffolding

6) Collaborative learning

7) Reflection

Krajcik Project-based learning has the following features:

[61] 1) Start with a driving question

2) Students explore the driving question

3) Collaborative engagement between students and
teachers to find solutions to the question

4) Students are scaffolded with learning technologies
that help them participate

5) Students create tangible products that address the
driving question

learning in schools. In this curriculum, we adopt the
seven-step method described by Graaff et al. to help students
analyze the problem [55]. These are (i) clarify the concepts,
(ii) define the problem, (iii) analyze the problem, (iv) find
the explanation, (v) formulate the learning objective, (vi)
search for further information and (vii) report and test new
information [55]. This is envisaged to intrinsically motivate
students, improve communication and effective collaborative
skills, and provide a more enjoyable learning experience [56].

Project-based learning is another student-centred approach
to learning with particular emphasis on investigating
real-world systems and collaboration to gain knowledge [57].
Although it shares similar characteristics with other instruc-
tional approaches such as Problem-Based learning, here
the focus is on the use of projects to promote learn-
ing [58]. Condliffe argues that solving projects stimulates
learning [59]. This is aided by working on and implementing
the design principles that are being taught. Table 13 outlines
the methods of creating project-based learning workflows,
as described by two prominent authors, Grant [60] and
Krajcik [61]. Figure 5 presents an anatomy of a project-based
learning approach inspired by Grant [60]. This discusses
several steps that can be implemented using NCTs such
as Orange. We believe Grant offers a stronger approach to
project-based learning due to important and relevant stages.
We also provide an example of implementing project-based
learning using NCTs on a project to develop a real-time fall
detection and monitoring system for the elderly.

All these three instructional approaches will be adopted in
this curriculum to help new learners develop skills in data
science. In this curriculum, each chapter will begin with
conducting lectures, following the conventional lecture-based
method. As students understand the concepts, problem-based
learning is gradually introduced, and it covers the rest of the
chapter. Towards the end of the module, students are given
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a project to solve individually, or in groups. An example
project, along with the implementation layout is shown in
Figure 5.

V. ASSESSMENT METHODS

This Chapter addresses five important questions: (i) how
do you assess learners who use graphical tools for pro-
gramming?, (ii) who has reported on the use of visual
programming languages, especially in higher and tertiary
education scenarios?, (iii) has it been successful? (iv) what
were their recommendations?, and (v) how can this impact
our curriculum design?

The question of student assessment, especially in general
Andragogy, has been addressed thoroughly throughout the
literature [63], [64], [65]. This is mainly conducted to
evaluate how well students have performed against a set of
learning outcomes at various stages of learning. This provides
quantifiable evidence that can then be used by both students
and lecturers to evaluate the knowledge and skills gained
through learning [66]. In [67], Llamas-Nistal et al. discussed
the two main categories of assessment as continuous, and
summative assessment. Continuous assessment is usually
carried out during the instructional process to gather and
analyze information on student’s performance [68]. On the
other hand, summative assessment is carried out towards or
at the end of the learning process to evaluate cumulative
knowledge and skills gained [68].

According to the computing curriculum developed in
2013 by the Association for Computing Machinery — IEEE-
Computer Society, the generic learning outcome of any
programming course is to design, implement, test, and
debug a program that incorporates some basic programming
constructs [69]. This is a guideline that has been used
by many authors in the literature to assess students in
programming and has been used as a basis to judge the
coding abilities of first-year computer science students [70].
Assessing students who use graphical tools for programming
is not in any way different from assessing students who
use conventional programming tools. With VPL tools, tutors
can also test students’ main learning outcomes such as
designing, implementing, testing, and debugging a program
that incorporates basic to advanced programming constructs.
Here, students will connect various widgets of a VPL
to demonstrate program sequence, selection functions, and
iteration loops. Afterwards, the tutor will run their programs
to evaluate these concepts.

A. VPL-BASED CURRICULUM ASSESSMENT AND
EVALUATION

1) PARTICIPANTS

Participants were students enrolled in the Department of
Applied Physics and Telecommunications and the Depart-
ment of Computer Science under the Faculty of Science
and Technology at Midlands State University. Students were
enrolled in one of the 3 Degree programs: BEng Honors
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Elderly people are susceptible to falls as they age. This raises a
strong need to detect such falls early and provide timely medical
assistance. In the literature, several authors have addressed this
need using different methods such as invasive and non-invasive
techniques. Generally, invasive techniques involve attaching one
or more sensors on the person, thereby giving detailed, high-
resolution information about their movements. On the other hand,
non-invasive techniques do no attach sensors on the subject, they
instead use remote sensors to observe the parameters of a person
from a distance. This gives valuable information about the person
relative to the environment. The goal of this project is to develop
a real-time fall detection and monitoring system for the elderly.

Introduction

|
|
You will develop a prototype that uses four sensors; (i) accelerome- !

% ter, (ii) gyroscope, (iii) magnetometer and (iv) barometer to capture !
éﬁ the motion signals. After that you will develop machine learning !
algorithms to detect and classify the movements. !

|

] Fall detection system for the elderly - FallAlID: An open dataset
4 of human falls and activities of daily living for classical and
§ deep learning applications. The dataset contains 26 420 samples
2] collected using three data-loggers worn on the waist, wrist and
~ neck of the subjects. [62].

\
|
§ (1) Data acquisition, (2) Data cleaning, (3) EDA, (4) Modeling and 3
§ (5) Deployment. !
A |

!

| (1) What is the goal of your monitoring system? (2) How can you
| place your sensors on the person for optimal operation? (3) How
- ) would you collect, store, and process sensor readings in real time?
. é (4) How can your fall detection system differentiate between a
. @ fall and other movements? (5) How will the alerting system work?
. (6) Which machine learning algorithm is suitable for these sensor
! 5 readings? (7) How can you deploy your model? (8) Develop the
! project from the provided template.

1
i
|

! \
| |
! .E (1) Present your prototype to a group of fellow students and lectur- !
! g @ e, demonstrating its functionality. Also highlight your project’s !
I % = strengths and weaknesses, and discuss the data science concepts !
| = :cg included in your prototype. I
DS 3 |
\ /
Y/ \Y
| = |
| =] |
B |
| 131 8 . .
! é (1) Write a short report documenting your project. !
7]
- |
1 I
| |

FIGURE 5. Project-based learning implementation on a sample project.
The capstone project was developed as an example to assist students
through the workflow. The starting point is an introduction that presents
the subject area and provides the background of the project. Next, the
task presents several activities to be accomplished. The resources outline
the materials required to do the project. For this example, we used the
fall dataset for the elderly [62]. This is followed by processes, scaffolding,
collaborative learning and finally, reflection.
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in Telecommunication Engineering Degree, BSc Honors
Degree in Industrial Physics and Instrumentation and BSc
Honors Degree in Computer Systems Engineering. The study
targeted final-year students who were working on completing
their dissertation projects. Three classes from six different
semesters over three years were studied. Class sizes ranged
from 10 to 25 students. Most participants were male. All
participants completed a first-year introduction to computer
programming module. Participants from the Telecommu-
nications Engineering and Industrial Physics Degrees had
studied at least two computer science-related modules,
and are thus considered non-majors. Participants from the
Computer Science Degree have vast computer programming
experience, after having studied at least 20 computer science
modules, and are thus considered majors.

2) METHODS

The research process focused on implementing and assessing
the effectiveness of three pedagogical methods, a lecture-
based model [50], [51], [52], instructor-led problem-based
model [53], [54], [56], and the project-based model [57],
[58], [59], [60], [61] using VPLs on data science problems.
The research was implemented in two interventions. The
first intervention motivated this research, and it took place
over six semesters covering three years from March 2021 to
January 2024. Here, the study focused on qualitatively
observing students from BEng Honors in Telecommunication
Engineering class and BSc Honors in Industrial Physics and
Instrumentation class on their ability to implement final-year
dissertation projects using VPLs (project-based learning).
Post-interviews were conducted to determine the usefulness
of VPLs in solving data science and related programming
problems.

The second intervention centred on two academic
semesters from August 2023 to January 2024 of pedagogical
practice in data science education using the lecture-based
model and instructor-led problem-based model. Here, the
study focused on quantitatively observing students from
the three classes on the VPL assessment items mentioned
previously in Chapter III and post-study questionnaires.

VI. RESULTS

This Chapter presents the results of qualitative and quan-
titative data analysis of the first intervention performed on
the effectiveness of VPLs in teaching programming aspects
of data science. Specifically, the first research question,
“Do non-computer science learners and professionals find
no-code development tools helpful?”, is addressed by quali-
tatively assessing the performance of students in successfully
implementing a data science-related project using VPLs.
The second research question, “Do visual programming
tools provide the necessary tools to equip learners with the
knowledge and skills to solve data science problems?” is
answered through questionnaires on students’ experiences
with the VPL. Finally, the third research question, ‘“How
should test items be structured to assess and evaluate
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FIGURE 6. Students’ summaries of the responses to the questionnaire.

data science education based on NCTs?” is answered by
quantitatively assessing the performance of students on
sample assessment items.

A. STUDENT'S PERFORMANCE ON VPL-BASED
PROJECT-BASED LEARNING

The first research question is centred on the applica-
tion of qualitative analysis, observing the performance of
non-computer science students in implementing a final-year
dissertation project based on VPLs. Students were observed
throughout the development of the project, which allowed us
to evaluate the usefulness of VPLs. There were two groups of
students, the control group using Python code to develop and
implement a dissertation project, and the experimental group
using VPLs to develop and implement a slightly different
dissertation project. Results from observations revealed that
students who used Python code to build a project took longer
to complete, seeking assistance and asking a lot of questions
from lecturers, fellow students, online forums and tutorials.
On the other hand, students who used VPLs completed their
projects with minimum help. From the results, it can be stated
that NCTs or VPLs are useful, especially for students who do
not have vast programming experience.

B. VPLS’ ABILITY TO SOLVE DATA SCIENCE PROBLEMS
The second research question is focused on establishing
students’ views and experiences on the use of VPLs in
solving data science programming problems. To address this
question, quantitative data was collected from post-study
questionnaires. The questionnaires consisted of 10 questions,
as shown in Table 14 measuring students’ opinions, experi-
ences and motivation toward the use of VPLs in data science
education. A [1 — 5] numerical rating scale [71] “maximum”
(5), “minimum” (1) was used. 50 students completed the
post-study questionnaire.

From the responses to the questions in Table 14, 77% of
the experimental group students admitted to struggling with
writing their code using Python or C/C++ before the study,
while only 4% demonstrated proficiency in developing code.
88% of the students found the VPL tool to be easy to use,
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TABLE 14. Questions regarding students’ views and experiences on the
use of VPLs in their data science projects.

‘ Number ‘ Question

1 How proficient were you with writing your own code in
Python or C/C++?

2 As a student with minimum programming experience, how
would you rate the ease of use of VPLs for programming
compared to Python?

3 Did the VPL improve your understanding of data science
concepts?

4 Did the VPL facilitate the implementation of data science
algorithms in your project?

5 In your opinion, how important are VPLs as programming
tools for data science?

6 How satisfied are you with the widgets of the VPL?

How likely are you to continue using VPLs for program-
ming?

8 Would you recommend using VPLs for programming data
science concepts, especially for non-computer science ma-
jors?

9 Did the VPL provide a wide range of widgets and flexibility
for your project?

10 Finally, how satisfied are you with using VPLs for coding in
your data science project?

and 80% said VPLs facilitated the implementation of data
science algorithms in their projects. An impressive 96% of the
students from the experimental group highly recommended
using VPLs for programming to their fellow students who
did not have vast programming experience. The responses are
summarised in Figure 6.

C. ASSESSMENT AND EVALUATION OF DATA SCIENCE
PROGRAMMING USING PYTHON AND NCTs

The third research question uses the second intervention
which centres on quantitatively assessing and evaluating the
performance of students from the three classes; BEng Honors
in Telecommunication Engineering class, BSc Honors in
Industrial Physics and Instrumentation class and the BSc
Honors in Computer Systems Engineering class in Python
and VPL assessment items. The control group is drawn
from the BSc Honors in Computer Systems Engineering
class while the experimental group is drawn from the non-
majors (BEng Honors in Telecommunication Engineering
and the BSc Honors in Industrial Physics and Instrumentation
classes).

Code snippets of the assessment items of the two groups
were analyzed to assess their performance in developing code
using Python against VPLs. All sessions were supervised, and
they were conducted in a typical computer laboratory setup.
An analysis of the results is given in Table 15

The benefits of using visual programming languages
to develop code were also confirmed in how students
performed in VPL-based assessment items against standard
Python-based assessment items. The performance of the
students from the two groups was tested by a Two-Sample
t-Test and found significant differences between the control
group and the experimental group. The results obtained a
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TABLE 15. t-Test - Statistical analysis of the performance of
non-computer science majors (Physics and Telecommunications students)
on Python-based and VPL-based assessment items.

Experimental Control group
group score score
Mean 71.76 46.28
Variance 39.37 165.79
Observations 50 50
Hypothesized Mean Difference | 0
df 71
t Stat 12.57
P(T <= t) one-tail p < 0.0001
t Critical one-tail 1.67
P(T <= t) two-tail p < 0.0001
t Critical two-tail 1.99

t-value of 12.57, at a 0.05 significance level and a probability
‘p < 0.0001°. The results are shown in Table 15.

This provides sufficient evidence to suggest that the use of
visual programming languages increased students’ abilities to
develop code for solving data science challenges.

VII. CONCLUSION
As the data industry grows exponentially, so does the need
to train new professionals or upskill existing professionals
with data-related skills and new knowledge. This paper
has structured a modularized undergraduate curriculum for
data science education using no-code programming tools.
Modular in the sense that it makes only one component
of a course and the learning content is spread across one
university semester. Guided by well-established educational
philosophies, this curriculum adopts effective teaching
and learning methods that are interactive and student-
centred. Students benefit mainly from the advantages of
graphical-based tools for learning programming and also the
theoretical concepts of data science, which are delivered
using the conventional lecture-based approach. The main
teaching methods identified for the new method of learning
data science are discussed in detail. Moreover, this curriculum
adheres to the data science guidelines that define the key
competencies in data science for undergraduate learners.
This work demonstrates the benefits of using visual
programming languages to develop code for implementing
data science concepts. Overall, the student’s engagement in
learning data science increased, and their assessment marks
greatly improved. Notably, the control group obtained a mean
of 46.28% on Python questions, while the experimental group
obtained a mean of 71.76% on VPL-based questions. For the
sake of comparison, the computer science class obtained a
mean of 64.28% and 75.32% on Python and VPL questions
respectively. There was a small difference of 3.56% between
the means of non-computer science majors and computer
science majors who had used VPLs to solve data science
programming questions. This means that VPLs can assist
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FIGURE 7. Basic representation of an artificial neuron. The artificial
neuron is analogous in operation to the biological neuron. It has a bias
parameter (constant), and accepts two or more inputs, which are
multiplied by their respective coefficients (w;). These weighed inputs are
summed together to produce an output z = }°7_ w;x; which is then

passed through an activation function to produce y = f(z) [72].

non-computer science majors to achieve higher marks that are
comparable to the marks of computer science majors.

In this work, VPLs have shown great potential as a
pedagogical aid to data science students who do not have
a strong programming background. Research on assisting
learners to transition from no-code tools to text-based
programming languages is a work of further research.

In conclusion, the overarching contribution of this work
will support students, tutors, educational institutions and data
industries by (i) reducing the time and resources required
to learn data science programming, (ii) offering an alter-
native approach to text-based programming in data science
education, (iii) providing detailed procedures for developing
teaching, learning, evidence-based assessment and evaluation
methods using interactive learning environments.

APPENDIX A

OVERVIEW OF ARTIFICIAL NEURAL NETWORKS AND
DATA SCIENCE

The human brain consists of several interconnected cells that
transmit information encapsulated in electrical and chemical
signals from various parts of the brain. These cells or neurons
receive sensory inputs, process the signals and relay the
output to other neurons. Neurons can work together to learn
the solution to a problem by creating a neural pathway. This
pathway becomes more accurate through trial and error by
identifying neurons that regularly communicate. Through
regular practice, the brain learns to solve a problem.

This simple, yet complex operation is the fundamental
principle that has influenced the development of the artificial
neuron as shown in Figure 7. Each neuron can be seen as an
individual computing node that accepts one or more inputs
xi, and produces an output y based on an activation function
f(2). Non-linear functions Sigmoid functions are typically
used, however, several activation functions are sufficient for
this purpose. A summary of the most common activation
functions for neural networks is presented by et al. in [72].

A collection of these neurons form an artificial neural
network that learns from data by adjusting their parameters
and finding the correct solutions on their own, thereby
mimicking human intelligence. In what follows, we describe
the technical principles that govern the operation of artificial
neural networks.
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