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ABSTRACT Accurate segmentation of breast cancer (BC) in ultrasound images is a complicated task due to
the variable nature of ultrasound images. Recently, many techniques are suggested to accurately segment BC
using ultrasound imaging and deep learning. Amultiscale cascaded convolutionwith residual attention-based
double decoder network for BC segmentation is presented in this study. A multiscale cascaded convolution
operation-based encoder path is designed to overcome the problem of a single scale feature learning process.
The proposed multiscale convolution operation helps to extract the diverse semantic spatial features. In the
segmentation process, a residual attention-based double decoder network is proposed. The proposed attention
mechanism is implemented to take out the more prominent features from the tumor region and to suppress
the other information that can mislead the segmentation model during training. The double decoding
mechanisms are introduced to capture the highly diverse spatial features that are learned in the encoder path.
For experimental purposes two publically available ultrasound image datasets namely BUSI and UDIAT
are utilized. The proposed U-shaped multiscale cascaded convolution with residual attention-based double
decoder network achieved the segmentation dice of 91.38% with 81.67% of the Jaccard index, 94.43%
precision, and 87.76% recall score on the UDIAT dataset. A dice score of 90.55% is recorded with a
Jaccard of 80.87%, 93.53 % precision score, and 88.46% recall score on the BUSI dataset. The results of the
multiscale cascaded convolution with residual attention-based double decoder network validated that it can
effectively be used for breast cancer segmentation tasks.

INDEX TERMS Breast cancer, u-net, residual, encoder, segmentation.

I. INTRODUCTION
Breast cancer disease is being diagnosed on a large scale and
is mostly present in middle-aged women worldwide, which
has a very high mortality rate. BC was declared as one of the
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most frequently diagnosed cancers in females in 2020, statis-
tics of breast cancer show that newly diagnosed breast cancer
in females reaches the highest number of 2261419 cases with
many new deaths of 684996 [1]. Breast cancer disease is
declared as the highest death ratio disease after lung can-
cer according to a cancer survey [2]. Therefore, early and
accurate detection of BC can help to reduce the death ratio
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of this disease through early and proper treatment. Initial
diagnosis of BC is accomplished manually by using medical
imaging such as mammography and ultrasonography. The
final diagnosis of extracted specimens after surgery is then
carried out using microscopy by the pathologists [3]. At this
stage of the final diagnostic process, accurate classification of
breast cancer is highly required from the pathologists which
may lead to another surgery if not diagnosed properly. Due
to a lack of objective standards analyzing the visual results
of microscopic images is subjective and time taking [4]. The
high number of breast cancer patients worldwide necessitates
the computer-aided diagnosis of this deadly disease for early
detection. The death ratio of this deadly disease can be min-
imized with early and accurate detection before going to the
critical stage [5]. According to a survey, about 90 percent of
BC patients may be recovered if diagnosed early and treated
properly [6].

For initial diagnosis of this disease, breast ultrasound
(BUS) imaging is considered as the cheapest and safest
method. The BUS imaging-based manual detection of BC
is a complicated task, due to the complex nature of BUS
images [7]. Computer-aided diagnosis (CAD) of this disease
can be an alternative and effective solution to replace the
manual diagnosis process. Recently, with the advancements
in technology, many CADs are presented for the early exam-
ination of different diseases [8], [9]. A CAD solution based
on multi-scale dual attention mechanism is presented in [10]
using BUS images. Meraj et al [11] recently introduced a
study to accurately categorizing the BC using ultrasound
modality. A CNN with a quantization technique was intro-
duced as a U-shaped model for the segmentation task,
containing fusion mechanism. Yap et al. [12] introduced a
multi-model solution for BC segmentation fromBUS images.
Three different methods were utilized for BC segmentation
including transfer learning (TL) with alexnet and FCN, a U-
net-based method, and a multi-level patched-based method
using LeNet. This work also ensured the availability of breast
ultrasound dataset B for research purposes. Singh et al. [13]
recently developed a CAD system for BC segmentation and
shape classification. For BC localization task generator and
discriminator-based CNN model using an adversarial net-
work with encoding and decoding mechanism was proposed.
After the successful segmentation of the breast tumors in the
next step, the shape classification of the segmented tumors
was carried out with the help of the CNN model.

BC segmentation from BUS imaging requires an expert
radiologist for diagnosis due to the variable nature of BUS
images. Many DL-based methods to replace manual seg-
mentation of BC are presented in the literature. This study
proposed a multiscale cascaded convolution with a resid-
ual attention-based double decoder network to accurately
segment the BC from BUS images. The proposed method
introduced a cascaded convolution mechanism with differ-
ent receptive fields to handle the missed spatial information
problem that occurred due to fixed receptive fields in the
feature learning process. A residual attention mechanism

with double decoding implementation is developed to get
the highly discriminative image features from the tumor
region. In the first step, the BUS images are passed to the
proposed U-shaped multiscale cascaded convolution with
residual attention-based double decoder network which is
convolved through the multiscale cascaded convolution block
for feature learning in the encoder path. The learned highly
discriminative image features in the encoder network are then
transformed into the residual attention-based double decoder
network using skip connections. Finally, the segmented BUS
images with predicted segmentation are taken from the output
layer of 1 × 1 convolution. The experiments validated that
the proposed multiscale cascaded convolution with residual
attention-based double decoder network achieved the best
segmentation dice similarity coefficient (DSC) scores. The
main contributions of the multiscale cascaded convolution
with residual attention-based double decoder network are
presented below in bullets.

• This work designed a multiscale cascaded convolu-
tion operation block for highly discriminative feature
learning.

• This work introduced a residual attention mechanism
to enhance the segmentation performance by using an
attention mechanism in the double decoding fission.

• This work introduced a double decoding method with
residual skip connections to increase the segmentation
DSC.

II. RELATED WORK
Due to technological advancements, BC segmentation is
being carried out with the assistance of DL and machine
learning (ML) [14], [15]. Recently different methods that
utilized DL for early detection and classification of BC [16],
[17], [18], [19] are presented. A et al. [20] presented a
meta-heuristic procedure to fine-tune the CNN model to
accurately segment the breast tumor before classification.
A classification accuracy of 98% was achieved by their clas-
sification scheme. Vigil et al. [21] developed a dual-stage
convolution network for combined BC localization and clas-
sification with 85.3% of accuracy. Yan et al. [22] recently
introduced a DL solution for accurate segmentation of BC
from BUS images by using attention enhance u-net with
hybrid dilated convolution and reported a segmentation accu-
racy of 95.81%. A hybrid solution for BC segmentation by
implementing MobileNetv2 and VGG16 as encoder paths of
the u-shaped CNN was presented by [23]. Zhang et al. [24]
developed an attention-based network for BC segmentation.
In their work, two attention mechanisms including soft and
hard attentionwith themultitask learning convolutionmethod
were proposed. The contraction path of the segmentation
model was developed with dense layers and attention gates.
The binary classification of the segmented tumors was also
performed. Recently Inan et al. [25] introduced a technique
for BC classification guided by the segmentation method.
Different pre-trained CNN was utilized to perform the both
segmentation and classification of BC. A DSC of 63.4%

VOLUME 12, 2024 107889



M. J. Umer et al.: BC Segmentation From Ultrasound Images Using Multiscale Cascaded Convolution

was achieved by their method with a classification accuracy
of 78.92% in the classification stage. Lei et al. [26] intro-
duced a CAD system for BC diagnosis by implementing a
region-based convolutional network. Their method was com-
posed of five different parts or subnets and a dice of 85% was
recorded in the segmentation of breast tumors.

Recently, many DL-based solutions are developed to
replace the manual segmentation process of BC localization
tasks. Ilesanmi et al. [27] introduced a BC localization model
by first preprocessing the BUS images from the histogram
equalization technique followed by the variant-enhanced
mechanism before the concatenated convolution operations.
Their method achieved a DSC of 89.73% on the benign class
of breast tumors and a DSC of 89.62% on the malignant
class. Huang et al. [28] recently suggested a BC segmentation
solution using fuzzy logic. The breast segmentation process
was completed in two steps, in the initial step wavelet fea-
tures and contrast enhancement method were implemented
as a preprocessing step then the augmented BUS dataset was
converted into the fuzzy logic domain. Finally, the features
from the fuzzy domain model were post-processed using the
method of conditional random fields. Their method achieved
an intersection over union score of 81.29% in the breast seg-
mentation task. In another work, Kim et al. [29] introduced
a DL model for BC diagnosis by using multiple pre-trained
CNN models and reported the AUC value from 0.92 to 0.96.
Tong et al. [30] presented a study to automate the manual BC
localization process by introducing four integrated attention
loss functions in an attention-based network. In the encoder
path of the network, residual blocks were utilized for rich
feature learning and a segmentation accuracy of more than
80% was achieved by their proposed setup of BC segmen-
tation. Luo et al. [31] developed a BC classification method
using a segmentation attentionmechanism. In their work first,
the segmentation task was carried out, and then in the second
step, the segmented BUS images were fed to two deep CNN
models for the classification task, and an accuracy of 90.78%
was attained.

In another recent work, Zhang et al. [32] proposed an
ANN for BC localization and classification using the back-
propagation method. Their work reported a segmentation
accuracy of 97.3% inferring that their model achieved the
highest segmentation accuracy with hidden layers. Xue et al.
[33] introduced a method to implement the global guidance
mechanism for BC segmentation by developing a CNNmodel
containing global guidance blocks to extract the spatial and
channel-level features. To enhance the segmentation results
a shallow boundary detection method was implemented and
a dice coefficient of 87.1% was achieved. Ragab et al. [34]
introduced a segmentation-assisted classification framework
for BC diagnosis by using an ensemble of CNN models.
Yu at el. [35] developed another method for BC segmen-
tation by using the residual connection and dense block
in the encoder path. Punn and Agarwal [36] presented a
cross-spatial filter mechanism for BC segmentation with
attention and inceptionmodel by implementing cross residual

attention in the encoder path for better feature learning and
reported a dice of 0.93. Wang et al. [37] developed a BC seg-
mentation model from BUS images by using residual blocks
in the segmentation model and reported a dice coefficient
of 87.00%. Chen et al. [38] proposed a residuals cascaded
CNN model. A global guidance mechanism with attention
was also introduced in their work. Zhai et al. [39] developed a
BC localization solution by using two generators for feature
generation and one discriminator-based network. Pan et al.
[40] presented an LSTM method for BC segmentation from
BUS images by using an attention mechanism and reported
a dice score of 0.81. Karunanayake et al. [41] suggested an
intelligent fusion model for BC segmentation.

From the literature survey, it can be concluded that most of
the earlier work in BC segmentation was performed with the
limitation of fixed receptive [11], [12], [42] that can further
be improved by using a multiscale convolution mechanism.
In the previous BC segmentation methods, only a single
decoding mechanism was presented that can be improved
by using a dual decoding mechanism. In the previous BC
segmentation methods, residual connections-based models
were rarely discussed which can also be used to enhance BC
segmentation performance.

III. PROPOSED METHODOLOGY
This work proposed a BC segmentation model by intro-
ducing multi-scale cascaded convolution with a residual
attention-based decoder network. The proposed u-shaped
segmentation model is presented in Fig. 1, which shows
the encoder and decoder paths of the proposed multi-scale
cascaded convolution with a residual attention-based decoder
network in detail. The BUS images are inputted to the
proposed multi-scale cascaded convolution with a residual
attention-based double decoder network and the output BUS
images in the form of segmented images are taken from
the output layer. The proposed multi-scale cascaded con-
volution with a residual attention-based decoder network is
composed of four encoder blocks, one multiscale cascaded
convolution-based bridge block, and four decoder blocks.
After the decoder blocks, to get the segmented output a
1 × 1 convolution followed by sigmoid activation is utilized.
The encoder path of the proposed method is designed by
introducing multi-scale cascaded convolution operations to
learn the diverse image features. Each encoder structure is
composed of a 3 × 3 convolution block, 5 × 5 convolution
block, 7 × 7 convolution block, and max pooling operation
block. These multiscale convolution blocks in each encoder
are implemented in a cascaded order such that the output of
the one convolution operation block is the input of the next
multi-scale cascaded convolution operation. The decoder
blocks of the proposed multi-scale cascaded convolution with
a residual attention-based decoder network are comprised of
a transpose convolution operation, attention block, first con-
catenation operation, multiscale cascaded convolution block,
second concatenation block, and a 3 × 3 convolution block.
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FIGURE 1. The proposed multi-scale cascaded convolution with residual attention-based double decoder network internal structure
diagram.

The decoder path of our multi-scale cascaded convolution
with a residual attention-based double decoder network is
implemented with a residual attention mechanism by using
skip connections. The skip connections are utilized to transfer
the features that are learned in the encoder path to the
decoder path for the reconstruction of segmented images.
The proposed segmentation model utilized the residual skip
connections in which the learned features of the encoder
blocks are transformed to each corresponding decoder block
in two stages. The number of kernels in each decoder and
encoder block is increased gradually from 16 to 128. The
encoder path performed the down-sampling of the input
BUS image dataset to learn the discriminative spatial fea-
tures for the segmentation task while the decoder path
performed the up-sampling task to regenerate the BUS input
image into its original form to show the segmented tumor
region. The input image dimensions of our multi-scale cas-
caded convolution with residual attention decoder network is
128 × 128. In the first step of multi-scale cascaded convo-
lution with a residual attention-based decoder network, the
BUS images are inputted into the proposed segmentation
model. The input BUS images are convolved through the
different encoder blocks for feature learning. The input BUS
images are down-sampled in each encoder block to capture
the discriminative spatial image features. In the second step,
the down-sampled BUS images are sent to the decoder path
by using the bridge and skip connection mechanism for

up-sampling. The expansion or decoder path of the
multi-scale cascaded convolution with a residual attention-
based decoder network performed the up-sampling task to
regenerate the input BUS images. The output final segmented
BUS images are taken out from the output layer that is
implemented with 1 × 1 convolution and sigmoid activation
function.

A. MULTI SCALE CASCADED CONVOLUTION BLOCK
The proposed multi-scale cascaded convolution with a resid-
ual attention-based decoder network for BC segmentation
introduced a multiscale cascaded convolution mechanism to
get over the issue of a fixed receptive field. The proposed
multi-scale cascaded convolution process is implemented
with a three-scale convolution mechanism to capture the
diverse image features. The proposed multiscale cascaded
convolution block is presented in Fig. 2. In the first step of
the proposed cascaded convolution block, a 3×3 convolution
operation is implemented with a stride of two and the output
of this 3 × 3 operation is passed to the batch normalization
layer after applying a 50% dropout operation. After the batch
normalization layer, a ReLU function is implemented.

The output of the activation layer is then convolved again
with a 5 × 5-sized kernel followed by the 50% dropout,
batch normalization, and ReLU activation. In the last step
of the cascaded convolution block, a convolution operation
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FIGURE 2. The internal structural view of the proposed multi-scale cascaded convolution block.

of 7 × 7 is implemented with 50% dropout, batch normal-
ization, and ReLU activation. Different dropout values such
as 30%, 40%, 50%, and 60% are used and the best results
are generated by applying the 50% dropout. The proposed
multiscale cascaded convolution blocks significantly improve
the model performance in terms of the dice coefficient. Most
of the previous solutions for automatic BC localization uti-
lized fixed-sized convolution operations which are unable
to extract large spatial information. The variable size and
nature of breast tumors make it difficult to accurately seg-
ment the tumor region in this regard this work implemented
a multiscale cascaded convolution method to enhance the
segmentation performance. The multiscale convolution oper-
ation is mathematically defined in equations 1 to 4. Where
CasConv1 is the cascaded convolution operation with ϕ3×3

2,2
receptive field 3 × 3 and stride 2, CasConv2 is the cascaded
convolution operation with ϕ5×5

2,2 receptive field 5 × 5 and
stride 2, CasConv3 is the cascaded convolution operation with
ϕ7×7
2,2 receptive field 7 × 7 and stride 2, and BC inImg is the

input BUS image. W and δ represent the weight of the model
and bias and shows the cascaded concatenation operation.

CasConv1 =

(
ϕ3×3
2,2 X

(
BC inImg.W

)
+ δ

)
(1)

CasConv2 =

(
ϕ5×5
2,2 X (CasConv1.W ) + δ

)
(2)

CasConv3 =

(
ϕ7×7
2,2 X (CasConv2.W ) + δ

)
(3)

MsacleConv = (((CasConv1).CasConv2).CasConv3)) (4)

B. RESIDUAL ATTENTION BASED DECODER
This work introduced a residual attention-based two-
stage decoder network for accurate localization and

segmentation of BC fromBUS imaging datasets. The residual
attention-based decoder is presented in Fig. 3. The proposed
residual attention-based two-stage decoder network achieved
the best performance due to its residual attention mecha-
nism which gives more attention to the tumor region. The
multi-scale diverse features learned in the encoder path from
the encoder block of the multiscale convolution operation
block are inputted to the attention mechanism which takes
two inputs. The second input of the residual attention oper-
ation is the output of the transpose convolution operation.
Both inputs of the residual attention mechanism are summed
up with an element-wise summation after a 1×1 convoluting
operation. After this addition, a ReLU activation is applied
followed by the second 1 × 1 convolution operation. After
the second convolution operation, a sigmoid activation is
implemented and then resampling is carried out to multiply
this result with the encoder block learned features. After the
element-wise multiplication operation, a 3 × 3 convolution
operation is performed.

The result of this attention block is further sent as
input to the concatenation operation to concatenate it with
transpose convolution output. The concatenated output was
then passed to a multiscale cascaded convolution block for
further processing. The proposed multiscale cascaded con-
volution block performed the three convolution operations
with the different receptive fields. Each convolution oper-
ation of the multiscale block is followed by the dropout
operation, a batch normalization that works based on batch
size, and a ReLU activation operation. The computed out-
comes of the multiscale cascaded convolution block are
then processed by using the concatenation operation on the
encoder’s learned features as a second stage. Finally, the
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FIGURE 3. The internal structural view of residual attention-based double decoder network of proposed multi-scale cascaded convolution.

output of the concatenation step is processed through the final
3 × 3 convolution operation. The novelty of this proposed
method is the residual attention-based double decoder net-
work that is achieved by introducing the attention mechanism
in the residual connections-based decoder. The learned fea-
tures in the multiscale encoder network are transferred to the
attention mechanism as well as the concatenation layer to
achieve the residual function of the decoder for better seg-
mentation performance. In the concatenation step the residual
connections of multiscale cascaded convolution operation
and attention mechanism are concatenated to reconstruct the
BC segmented and localized output images. The results show
that the proposed residual attention-based double decoder
model achieved the best results on BUS imaging datasets.

C. DATASET
For the training and testing of multiscale cascaded convolu-
tion with a residual attention-based double decoder network,
two imaging repositories are used. Further details about the
utilized BUS imaging datasets are given below.

• BUSI Dataset: The first dataset that is utilized in
this work is the BUSI dataset. This dataset contained
BUS images with respective ground truth images and

is openly accessible for research analysis. This dataset
was contributed byAl-Dhabyani et al. [43]. The BUSI
repositorywas initially composed at BaheyaHospital for
research purposes and was annotated by an expert radi-
ologist. This data set is formed up of a total of 780 BUS
images from different six hundred female patients hav-
ing age ranges from 25 years to 75 years. The average
image size of this repository is 500 × 500.

• UDIAT Dataset: UDIAT dataset that was provided by
Yap et al. [12] is openly accessible for research analysis
and is the second BUS image dataset that is utilized
in this work. This dataset is a small BC segmenta-
tion dataset that only contains 163 BUS PNG images
and ground truths. The dataset was prepared in UDIAT
diagnostic Centre and annotated by expert radiologists.
The average image resolution of this repository is about
560×500. The sample dataset images from both utilized
BUS image datasets with respective ground truth are
presented in Fig. 4.

IV. RESULTS
The experimental outcomes of the proposed multiscale
cascaded convolution with residual attention-based double
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FIGURE 4. The sample BUS datasets images that are utilized to test the proposed BC segmentation model.

decoder network are given in this section. The results are cal-
culated by using two BUS imaging datasets including BUSI
and UDIAT. The datasets were partitioned into three parts
such as training testing and validation sets by using 60, 20,
and 20 percent of the data respectively. The implementation
of the proposed multiscale cascaded convolution with resid-
ual attention-based double decoder network is accomplished
by using the Dell Precision M4800 system which has 20 GB
of RAM, and 2GB of dedicated NVidia graphic card Quadro
K100M. The proposed segmentationmodel was implemented
by using Python 3.6 and tensor flow. The hyperparameters
for the training of the proposed model are set as, the initial
learning rate in model training is 0.001 with Adam optimizer
and momentum rate of 0.9 the learning rate is reduced with
the patience of 6 epochs dynamically, the mini_batch size is
set to 8, and the model was trained for 100 epochs with the
early stopping condition.

A. EXPERIMENTAL OUTCOMES USING UDIAT DATASET
The experimental outcomes by utilizing the proposed mul-
tiscale cascaded convolution with residual attention double
decoder network on the UDIAT dataset are presented in
Table 1. These results are generated and presented by
using four different configurations of the proposed multi-
scale cascaded convolution with residual attention double
decoder network. In the first order of the experiment, to
show the importance of each component of the proposed
model the segmentation results are generated by implement-
ing the fixed-sized receptive field convolution operation.
A DSC of 82.35% was achieved on the UDIAT dataset by
using the fixed-sized convolution method. A DSC of 85.38%
was achieved by implementing the multiscale cascaded con-
volution operation in proposed methodology. Thirdly, the
results were collected by using the residual attention mech-
anism and a DSC of 87.88% was recorded. Finally, in the
last configuration, the results were generated by using the
proposed multiscale cascaded convolution operation with
residual attention-based double decoder, and the highest seg-
mentation DSC of 91.38 % was achieved. The complete
results includingAC,DSC, JSC, Pre, and Rec on the first used
BUS imaging repository are presented in Table 1.

To show the higher performance of the proposedmultiscale
cascaded convolution with residual attention-based double
decoder network the visual outcomes on the UDIAT BUS
image dataset are given in Figure. 5. The visual outcomes of
the proposed multiscale cascaded convolution with residual
attention-based double decoder network method are pre-
sented with the DSC score of each output image. The visual
comparison of the proposed segmentation model is presented
to show the difference between predicted segmented and
ground truths.

B. EXPERIMENTAL OUTCOMES USING BUSI DATASET
The breast cancer localization outcomes of the proposed mul-
tiscale cascaded convolution with residual attention-based
double decoder network using BUSI dataset are given in
detail in Table 2. All BC segmentation results on this dataset
were computed by using AC, DSC, JSC, Pre, and Rec evalu-
ation metrics in percent. In this experiment, the highest DSC
of 90.55 was recorded with the proposed multiscale cascaded
convolution plus residual attention-based dual decoder. The
lowest segmentation DSCwas achievedwith a fixed receptive
field mechanism.

The visual segmentation results by using the multiscale
cascaded convolution with residual attention-based dual
decoder model on the BUSI ultrasounds are shown in
Figure. 6. These comparisons are computed by randomly
selecting the eighteen BUS images from the testing set
and are presented to show the difference between predicted
results from multiscale cascaded convolution with residual
attention-based dual decoder network and ground truths. The
DSC score of each tested BUS sample is also given with each
resulting BUS image.

C. COMPERISON WITH EXISTING METHODS ON THE
UDIAT DATASET
The segmentation results computed by using the multi-
scale cascaded convolution with residual attention-based
dual decoder network method and existing BC segmentation
approaches on the UDIAT repository are given in Table 3.
The segmentation results of the proposed multiscale cas-
caded convolution with residual attention-based dual decoder
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TABLE 1. The segmentation outcomes of multi-scale cascaded convolution with residual attention-based double decoder network using the UDIAT
dataset.

FIGURE 5. The visual segmentation outcome comparison of randomly selected BUS images with ground truths using the proposed
multiscale cascaded convolution with residual attention-based dual decoder network on the UDIAT dataset, DSC score of each tested image
is present with each image.

network are compared by implementing the well-known
existing deep learning-based segmentation methods. The
U-Net by Ronneberger et al. [42] produced a dice coefficient
of 77.98% while U-Net++ which is an extended version of
U-Net and was presented by Zhou et al. [44] produced a
dice of 73.64%. A segmentation Dice of 83.36% is achieved
with DeepLabv3+ which was introduced by Chen et al. [45],
and a dice score of 75.76% is produced by PSP-Net [46].
The MSU-Net which was developed in [47] produced a dice
score of 83.01%. The comparative analysis of the multiscale
cascaded convolution and residual attention-based double
decoder network with existing studies on reported results
without implementation including [48], [49], [50], [51], [52],
[53] are also given in Table 3.

The comparative analysis represented that the pro-
posed multiscale cascaded convolution with residual
attention-based dual decoder produced the best DSC of
91.38 % on the first utilized BUS imaging dataset. The
graphical representation of the comparison of the multiscale
cascaded convolution with residual attention-based double
decoder network is given in Fig. 7. The output images-based
comparison of the proposed segmentation method with
five existing implemented models is given in Fig. 8. This
comparison was accomplished by using four breast sam-
ples taken from the UDIAT dataset which showed that
the proposed multiscale cascaded convolution with residual
attention-based dual decoding strategy achieved the best DSC
score.
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TABLE 2. The proposed multi-scale cascaded convolution with residual attention-based double decoder network segmentation results using the BUSI
dataset.

FIGURE 6. The visual segmentation outcome comparison of randomly selected BUS images with ground truths using the proposed
multiscale cascaded convolution with residual attention-based dual decoder network on the BUSI dataset.

D. COMPERISON WITH EXISTING METHODS ON THE
BUSI DATASET
The segmentation results generated by using the pro-
posed multiscale cascaded convolution with residual
attention-based dual decoder network method and exist-
ing methods on the BUSI repository are given in Table 4.
The segmentation results of the proposed multiscale cas-
caded convolution with residual attention-based dual decoder
network are compared by implementing the well-known
existing deep learning-based segmentation methods. The
U-Net which was introduced by Ronneberger et al. [42]
produced a dice coefficient of 73.90% with a precision score
of 86.12% while U-Net++ which is an extended version
of U-Net and was presented by Zhou et al. [44] produced a
dice of 72.15%. A segmentation Dice of 80.12% is achieved

with DeepLabv3+ which was introduced by Chen et al. [45],
and a dice score of 74.60% and JSC of62.25% is produced
by PSP-Net [46]. The MSU-Net which was developed in
study [47] produced a dice score of 82.09%. The comparative
analysis of the multiscale cascaded convolution and residual
attention-based double decoder network with existing studies
on reported results without implementation including [48],
[49], [51], [52], [53] also given in Table 4. From these
segmentation results, it can be concluded that the highest
DSC of 90.55% was achieved by the proposed multiscale
cascaded convolution with residual attention-based double
decoder network. The graphical comparison in the form
of line graphs of the multiscale cascaded convolution with
residual attention-based double decoder network is given in
Fig. 9.
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TABLE 3. Comparative analysis of the multi-scale cascaded convolution and residual attention-based double decoder network for BC segmentation with
existing models on the UDIAT dataset.

FIGURE 7. The graphical representation of the multiscale cascaded convolution with residual attention-based double decoder network
using the UDIAT dataset.

The output images-based comparison of the proposed mul-
tiscale cascaded convolution and residual attention-based

dual decoder network with five implemented models using
the BUSI repository is given in Fig. 10. This comparison
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FIGURE 8. The visual segmentation outcome comparison of randomly selected BUS with existing studies using the proposed multiscale
cascaded convolution with residual attention-based dual decoder network on the UDIAT dataset, DSC score of each tested image is present
with each image.

TABLE 4. The segmentation results comparison of the proposed multi-scale cascaded convolution with residual attention-based double decoder network
for BC segmentation with existing studies using the BUSI dataset.

was performed by using the four breast samples from the
BUSI dataset which showed that the proposed multiscale

cascaded convolution with residual attention-based double
decoder achieved the best DSC scores. The DSC scores of
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FIGURE 9. The comparison line graphs of proposed multiscale cascaded convolution with residual attention-based double decoder
network using BUSI dataset.

FIGURE 10. The visual segmentation outcome comparison of randomly selected BUS with previous studies using the proposed multiscale
cascaded convolution with residual attention-based dual decoder on the BUSI dataset, DSC score of each tested image is present with each
image.

each tested BUS image with implemented existing models
are also shown with each tested image. The comparison
shows that the proposed multiscale feature learning mecha-
nism with residual attention method significantly enhanced

the segmentation performance that was not used in previous
studies.

Furthermore, the comparison highlighted that multi-
scale feature learning method with dual decoding strategy
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outperformed the existing methods due to diverse feature
learning.

V. DISCUSSION
Segmentation of the BC by using BUS images is a com-
plicated task due to the thermal noise of the ultrasound
instrument. Different studies have been proposed that utilize
deep learning for the automation of the manual segmenta-
tion process. Most of the earlier segmentation methods tried
to automate the segmentation process by implementing the
fixed receptive field-based convolution operations. The fixed
receptive field convolution methods are unable to capture
the high-level spatial image features. Some of the previous
methods applied the attention mechanism to enhance breast
cancer localization performance by giving more weightage to
the tumor region. This work proposed a multiscale cascaded
convolution with a residual attention-based double decoding
mechanism for breast cancer segmentation from the BUS
dataset. To overcome the problem of a fixed receptive field
a multiscale cascaded convolution block is introduced in the
proposed method. The results of multiscale cascaded con-
volution with residual attention-based dual decoder network
method show that multiscale cascaded convolution signif-
icantly increases the segmentation performance. Secondly,
a residual attention-based double decoder networkwas imple-
mented in this work. The multiscale cascaded convolution
with residual attention-based double decoder network pro-
duced the best DSC of 91.38% using UDIAT dataset and
DSC of 90.55% using BUSI repository which shows that our
method can effectively be used for the BC segmentation task.

VI. CONCLUSION
This work proposed a U-shaped multiscale cascaded convo-
lution with residual attention-based double decoder network
to accurately segment the input BUS image datasets. The
proposed method comprised four encoder blocks, one bridge
block, and four decoder blocks. The encoder blocks were
implemented with the multiscale cascaded convolution pro-
cedure. The output of the encoder block in the form of
learning image features is transformed into decoder blocks
by using the bridge and skip connection. For the segmentation
of BUS images, a residual attention process is developed in
decoder blocks. The residual attentionwith a double decoding
mechanism is implemented to capture the high-level diverse
spatial features from the tumor regions. For experiments, two
publicly available BUS image datasets were utilized. The
proposed U-shaped multiscale cascaded convolution with
residual attention-based double decoder network for BC seg-
mentation achieved the best segmentation results. A DSC of
91.38% was attained using UDIAT dataset while a DSC of
90.55% was reported on the BUSI dataset. This work will
further be enhanced in the future to apply the GANnetwork in
contraction and expansion paths to improve the segmentation
accuracy.
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