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ABSTRACT In the contemporary world, where the escalating demand for energy and the imperative for
sustainable sources, notably solar energy, have taken precedence, the investigation into solar radiation (SR)
has become indispensable. Characterized by its intermittency and volatility, SRmay experience considerable
fluctuations, exerting a significant influence on energy supply security. Consequently, the precise prediction
of SR has become imperative, particularly in the context of the potential proliferation of photovoltaic
panels and the need for optimized energy management. Several works in the existing literature review
the state of the art in SR prediction, focusing on trends identified using machine learning (ML) or deep
learning (DL) techniques. However, there is a gap in the literature regarding the integration of optimization
algorithms with ML and DL techniques for SR prediction. This systematic review addresses this gap by
studying prediction models for SR that leverage metaheuristic optimization algorithms alongside artificial
intelligence (AI) techniques, aiming primarily for maximum prediction accuracy. Metaheuristic algorithms
such as Particle SwarmOptimization (PSO) and Genetic Algorithm (GA) have featured in 29% and 12.1% of
the analyzed articles, respectively, while intelligent approaches like Convolutional Neural Networks (CNN),
Extreme Learning Machine (ELM), and Multilayer Perceptron (MLP) have emerged as the predominant
choices, collectively accounting for 43.9% of the studies. Analysis has encompassed studies examining SR
across hourly, daily, and monthly intervals, with daily intervals representing 48.7% of the focus. Noteworthy
variables including temperature, humidity, wind speed, and atmospheric pressure have surfaced, capturing
proportions of 90%, 68.2%, 56%, and 41.4%, respectively, within the reviewed literature.

INDEX TERMS Forecasting, metaheuristics, optimization, solar radiation, time-series.

I. INTRODUCTION
Energy have played a crucial role in a growing society, with
solar energy having emerged as a promising and sustainable
alternative [1]. The increasing dependence on technology and
the scarcity of traditional energy resources have driven the
search for solutions, underscoring the importance of accurate
prediction of global solar radiation (GSR) for efficient solar
energy capture [2]. In many countries, especially those in
development, the high cost of GSRmeasurement instruments
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have hindered obtaining precise data. To address this
challenge, various SR predictionmodels have been developed
employing a variety of techniques, such as Machine Learning
(ML), Deep Learning (DL), and optimization algorithms,
utilizing meteorological data and satellite images. While ML
models have demonstrated remarkable performance, it have
been crucial to highlight that parametric search have become
essential in constructing the underlying structure of any ML
model. This had been achieved by incorporating optimization
methods that had allowed fine-tuning and refining the model
parameters, playing a crucial role in its effectiveness and
accuracy [3].
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Metaheuristic algorithms have significantly contributed to
enhancing various machine learning models, such as random
forest (RF) [4] and Support Vector Regression (SVR) [5],
by facilitating the attainment of optimal parameters for each
model. Similarly, they have positively impacted deep learning
models, such as convolutional neural networks (CNN) [6]
or multilayer perceptron (MLP) [7], substantially improving
their efficacy in SR prediction.

The aim of this article is to conduct an examination
of the latest methods utilized in the research and devel-
opment in the field of SR forecasting, especially through
the implementation of hybrid models based on ML, DL,
and metaheuristic algorithms. These approaches have been
designed to mitigate the computational burden required,
constituting a key contribution in terms of efficiency and
accuracy [8]. The fundamental purpose of conducting a
systematic review have lain in obtaining a broader and
more detailed view of the current state of model opti-
mization through the use of metaheuristic algorithms for
SR prediction. This analysis have encompassed both ML
and DL techniques, in addition to considering the most
commonly used meteorological variables in these models.
Furthermore, it have examined the prediction time horizon
adopted by such models, as well as the evaluation metrics
employed to demonstrate their effectiveness. This approach
have allowed discerning both the effectiveness of the models
and some of the key configurations used in their development.
Additionally, it have sought to understand the underlying
purpose of the optimization algorithms employed in the
various reviewed research works.

According to the existing literature, several works review
the state of the art in solar radiation prediction. Some of
these works specialize in identifying trends using machine
learning or deep learning techniques [9], [10], [11], [12].
Other works analyze specific techniques such as SVM with
search algorithms [13]. However, ML and DL techniques
for prediction have not been addressed from the perspective
of the integration of optimization algorithms. Therefore, the
main objective of this article is to study prediction techniques
in time series with optimization algorithms.

This article also endeavors to address the following pivotal
inquiries:

• Which metaheuristic algorithms and AI models are
frequently employed in SR prediction?

• What variables and time horizons are predominantly
utilized in SR prediction?

• How do metaheuristic algorithms enhance the accuracy
of SR prediction when integrated with AI models?

• What future research directions can be inferred from the
current trends in SR prediction methodologies?

The article is organized as follows. Section I provides an
introduction to the topic, highlighting its significance and
background, while also outlining the intended contributions
of this article. Section II offers a concise overview of
time-series forecasting, bioinspired optimization algorithms,
artificial neural networks (ANN), and performance metrics.

In Section III, themethodological framework utilized for con-
ducting the systematic review of the literature is elaborated.
Section IV presents a summary of articles focusing on ML
or DL prediction of SR with metaheuristic optimization tech-
niques. Section V outlines the key characteristics employed
in SR prediction, including commonly used variables,
metaheuristic algorithms, AI models, and time horizons.
Section VI offers conclusions drawn from this article,
suggestions for future research endeavors, clarifications of
terminologies, and, finally, a list of bibliographic references.

II. THEORETICAL BACKGROUND
This section has focused on exploring the application of DL
and ML models optimized by metaheuristic algorithms for
predicting SR using time series data. The research has delved
into concepts related to time series analysis, SR prediction,
bioinspired optimization algorithms, and DL. Additionally,
the study has aimed to examine the interaction between
these elements, including the role of bioinspired optimization
algorithms in optimizing DL and ML models to achieve
accurate predictions of SR. It has also investigated the impact
of these algorithms on the performance and reliability of the
predictive model.

A. TIME-SERIES FORECASTING
Temporal series methods, a cornerstone of statistical analysis,
stand as one of the primary techniques employed in
estimating SR. Typically, temporal series models have shown
considerable efficacy in SR estimation, using historical SR
data to make predictions [14].

A temporal series consists of observations, each point
recorded at specific moments. Each temporal series can be
identified by important components such as trend, indicating
the overall movement upward or downward, cyclically,
implying a repetitive pattern without a fixed period, and
seasonality, referring to periodic fluctuations in the temporal
series [15].
A temporal series is considered stationary when its

statistical properties, such as mean and standard deviation,
remain constant over time. This aspect is of great importance
as stationary suggests a high probability of the temporal
series reproducing its behavior in the future. Consequently,
predicting a stationary series is considerably facilitated [16].
The field of predicting temporal series encompasses a wide

spectrum of methodologies. These range from automated
parametric model selection to conventional ML techniques
such as kernel regression and support vector regression.
Additionally, Gaussian processes have beenwidely employed
in temporal series prediction. Recent advancements in this
area include the emergence of deep Gaussian processes and
the incorporation of parallelization in ML through neural
processes [17].
In addition to metaheuristic optimization, AI techniques

are often utilized due to the efficacy of cutting-edge
models, such as recurrent neural networks (RNN), including
long short-term memory (LSTM) networks, which excel at
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capturing intricate temporal dependencies [17], [18], [19],
[20]. These techniques are valuable in determining the
appropriate hyper-parameters and selecting the most suitable
frameworks [21], [22], particularly time series Transformers,
for tasks such as forecasting, anomaly detection, and classi-
fication [23]. Their effectiveness is largely attributed to their
ability to capture long-range dependencies and interactions.

1) SOLAR RADIATION PREDICTION
SR is highly intermittent and chaotic; even small fluctuations
in solar radiation can significantly impact the security of
energy supply. This requires increasingly accurate predictive
models, especially given the potential rise in the use of
solar energy supplied by photovoltaic panels [24]. Therefore,
creating a predictive model for global solar radiation is
crucial for ensuring optimal energy dispatch andmanagement
practices [6]. According to the state of the art, various models
have been developed using machine learning techniques
such as SVR [25], [26], [27] and RF [4], [28], as well as
deep learning techniques like RNN [29], [30], MLP [6],
[31], [32],which have gained significant relevance in recent
years [33].

B. BIOINSPIRED OPTIMIZATION ALGORITHMS
Optimization is the process of obtaining optimal values for
a set of variables regarding the objective of the function,
which can be constrained or unconstrained. Any set of values
assigned to the variables always produces an output, but
the optimal set produces the optimal output. The problem
objectives and constraints can be formulated in terms of
functions or mathematical equations. The mathematical
expression representing the optimization objective is called
the objective function. The objective function may be defined
for maximization or minimization depending on the problem
domain.

Bioinspired algorithms are metaheuristic algorithms devel-
oped based on principles of biological evolution, swarm
behavior, and physical and chemical processes. They are
a bioinspired computational intelligence technique as they
incorporate intelligence into algorithms. Popular bioinspired
algorithms used for time series forecasting include the Jaya
Algorithm (JAYA), FireHawkOptimizer (FHO),WhaleOpti-
mization Algorithm (WOA), Grey Wolf Optimizer (GWO)
[34], Social Spider Optimization (SSO), Bat Algorithm (BA),
Genetic Algorithm (GA) [35], Differential Evolution (DE),
Simulated Annealing (SA), and Particle Swarm Optimization
(PSO) [36]. Some fields where bioinspired algorithms
are used include engineering, especially computer science,
economics, and mechanical design [37].

C. ARTIFICIAL NEURAL NETWORK (ANN)
Artificial Neural Networks (ANNs) represent parallel net-
works characterized by strong interconnections among neu-
rons (nodes). These networks are structured hierarchically
and designed to interact with real-world objects, mirroring the

functionality of biological nervous systems [38]. Within the
realm of computer science, ANNs are mathematical models
governed by various parameters. The model comprises
multiple nested functions, incorporating equation 1 itera-
tively. Effective algorithms for learning in neural networks
are typically supported by mathematical demonstrations.
A classic example of a neural network is the perceptron,
a binary classifier composed of two layers of neurons.
The input layer serves as the recipient of external signals,
forwarding them to the output layer housing an M-P neuron,
commonly known as a threshold logical unit [39].

yj = f (
∑
i

WiXi − θ) (1)

Various types of artificial neural networks (ANN) utilized
in solar radiation (SR) prediction encompass a diverse range.
Notably, the Extreme Learning Machine (ELM) stands out as
a variant of feed-forward neural networks characterized by
a solitary hidden layer [40]. Additionally, recurrent neural
networks (RNN), convolutional neural networks (CNN),
and multilayer perceptron (MLP) represent other prominent
examples in this domain [41].

D. HYPERPARAMETER OPTIMIZATION
Hyperparameter optimization is a critical process in ML and
DL that involves selecting the best set of hyperparameters
for a given model [42]. As shown in Fig. 1 illustrates
the common process for hyperparameter optimization using
metaheuristic algorithms. Hyperparameters are the adjustable
parameters that control the training process and the structure
of the model, such as learning rate, number of hidden
layers, and batch size for artificial neural networks, and other
hyperparameters for specific ML models like C for SVR
and the maximum number of levels in each decision tree for
RF [43].
Unlike model parameters, which are learned during train-

ing, hyperparameters must be set before the learning process
begins [44]. Effective hyperparameter optimization enhances
model performance by finding the optimal configuration
that minimizes error and improves predictive accuracy. This
process often employs various techniques, including grid
search, random search, and advanced methods like Bayesian
optimization and metaheuristic algorithms, to efficiently
navigate the vast hyperparameter space and identify the most
effective settings [45].

E. PERFORMANCE METRICS
When creating an artificial intelligence model, it is necessary
to evaluate the quality of the model, which is how well
the model was trained with the training data with which
it was built and how accurate it is in predicting new test
observations [46].
Because solar energy monitoring systems require the

ability to analyze complex atmospheric datasets, optimization
algorithms are employed to selectively choose the necessary
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FIGURE 1. Common methodologies for ML/DL model hyperparameters tuning using metaheuristic
algorithms, where x1,x2 to xn are input variables.

information. This selection is carried out by eliminating irrel-
evant features to prevent model performance degradation [6].
For this, different model evaluation metrics are needed,

some of them are the following:
• R2 is a measure representing the proportion of variation
in the outcome that can be attributed to the predictor
variables. Inmultiple regressionmodels,R2 indicates the
squared correlation between the observed output values
and the predictor values utilized in the model. A higher
R2 value suggests better performance of the model.

• Root Mean Squared Error (RMSE) evaluates the typical
error of the model in forecasting observation outcomes.
It is mathematically derived as the square root of the
Mean Squared Error (MSE), representing the variance
between the actual observed values and the model’s
predicted values. A lower RMSE indicates higher model
accuracy.

• Mean Absolute Error (MAE) quantifies prediction accu-
racy, similar to RMSE. It computes the average absolute
disparity between observed and predicted values. Its
normalized version (nMAE or NMAE) is commonly
used to facilitate comparison across different scales [47].
MAE exhibits lower sensitivity to outliers compared to
RMSE.

• Mean Absolute Percentage Error (MAPE) obtained
by 2, [7].

MAPE =
100
N

N∑
i=1

∣∣∣∣GSim,i − GAct,i

XAct,i

∣∣∣∣ (2)

• NormalizedMean Absolute Percentage Error (NMAPE)
caculated with equation 3 [48]:

NMAPE =

1
N

∑N
i=1

∣∣∣X̂season,i − Xseason,i
∣∣∣

1
N

∑N
i=1 Xseason,i

(3)

• Relative Root Mean Squared Error (rRMSE) obtained
as 4 [7]:

rRMSE =
1

GAct

√∑N
i=1(GSim,i − GAct,i)2

N
(4)

• Mean Bias Error (MBE) [49]

• Nash-Sutcliffe Efficiency (NSE) based on 5 [50].

NSE = 1 −

∑N
i=1 [(SR0)i − (SRc)i]2∑N
i=1

[
(SR0)i − SR0

]2 , (5)

−∞ < NSE ≤ 1 (6)

• Normalized Root Mean Squared Error (NRMSE)
obtained by 7

NRMSE =
100
x

√√√√ 1
T

T∑
t=1

(xt − x̂t )2, (7)

• Root Mean Square Deviation (RMSD) calculed by 8,
[51].

RMSD =

√√√√ 1
m

m∑
i=1

(Yi,o − Yi,p)2 (8)

III. MATERIALS AND METHODS
In this section the methodological framework employed to
conduct the systematic literature review is detailed. The
process of searching for relevant literature, the inclusion
and exclusion criteria applied, as well as the databases
and analytical tools used are outlined. Fig. 2 shows an
analysis of the number of documents published annually
between 2018 and 2024. This timeframe was chosen to
ensure the inclusion of the most recent and relevant studies
in the field of solar radiation prediction using metaheuristic
optimization algorithms and artificial intelligence. This graph
is essential for understanding the evolution and growing
interest in the search for better hybrid models for predicting
SR, highlighting how the quantity of research has increased
over the years.

A systematic review was carried out using the method-
ological framework established by Preferred Reporting Items
for Systematic Reviews and Meta-Analyses (PRISMA) [52].
This rigorous approach ensures transparency and quality
in conducting the review. To determine the eligibility of
articles, inclusion criteria were applied focusing on the
presence of specific keywords such as ‘‘solar radiation’’,
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FIGURE 2. Publication report from 2018 to 2024, presenting the
documents published per year on Scopus.

‘‘metaheuristics’’, ‘‘optimization algorithms’’ and the pre-
diction of weather variables using metaheuristic algorithms.
This strategic approach ensured the inclusion of relevant and
high-quality studies in the analysis.

Selected works were extracted from reputable publishers in
the academic and scientific fields, including Elsevier, IEEE,
Springer, Wiley, and Taylor and Francis. These publishers
are recognized for their excellence in publishing cutting-edge
research and their contribution to advancing knowledge
in various disciplines. The choice of high-quality sources
ensured the reliability and validity of the data collected in this
systematic review.

In addition, exclusion criteria were established to further
refine the scope of the review. These criteria included
restricting the language to Spanish and English, thus ensuring
linguistic coherence and accessibility of the reviewed materi-
als. Additionally, the inclusion of articles published between
2018 and 2024 was limited, allowing a focus on recent and
relevant research for the topic at hand.

To conduct the search for relevant articles, the Scopus
platform was used, known for its extensive coverage and
comprehensive academic database. This search yielded a
total of 79 relevant publications, carefully selected to address
specific aspects related to the prediction of SR. Articles
exploring topics such as ML, and DL were prioritized, while
those dealingwith unrelated areas such asmedicine, business,
arts, economics, chemistry, mathematics, and sociology were
excluded.

Moreover, specific keywords such as ‘‘solar radiation,’’
‘‘forecasting,’’ ‘‘prediction,’’ ‘‘solar radiation predictions,’’ as
well as names of ML and ML models, were incorporated to
ensure the comprehensiveness of the search and the inclusion
of studies relevant to the review objectives. This refined
search strategy ensured the collection of a representative
and relevant selection of available scientific literature on the
topic.

The methodology used to identify relevant articles was
designed as follows: TITLE((solar AND radiation) OR
(irradiance)) AND TITLE-ABS-KEY((prediction OR fore-
casting) AND ((machine AND learning) OR prediction)
OR (neural AND networks) OR (deep and learning)) AND

FIGURE 3. Adapted PRISMA 2020 flow diagram.

PUBYEAR > 2017 AND PUBYEAR < 2025 AND NOT
(power OR ultraviolet) AND PUBYEAR > 2017 AND
PUBYEAR < 2025 AND (LIMIT-TO (SRCTYPE,‘‘j’’))
AND (LIMIT-TO (DOCTYPE,‘‘ar’’ )).

To filter the obtained articles, the diagram represented in
Fig. 3 was applied. Out of the 76 articles initially gathered,
only 41 met the established criteria. Among the reasons for
exclusion were the lack of information on SR acquisition, the
absence of anymetaheuristic optimization algorithm, non-use
of the English language, unavailability of an article, and the
review nature of other articles.

The visual representation of keywords in the authors’
bibliometric network reveals five recognized clusters,
as depicted in Fig. 4. This visualization encapsulates
the relationships and clustering of keywords, providing
an intuitive understanding of the thematic structure and
interrelations of the research topics covered in this review.
The red cluster pertains to algorithms and machine learning
related to solar energy. The yellow cluster consists of nodes
related to the precision of solar radiation model predictions
with time series. The purple cluster encompasses nodes
associated with solar irradiation, regression analysis, and
temperature. The green cluster linksmachine learningmodels
to optimization and evaluation metrics such as MSE, along
with climate models. Lastly, the most significant cluster,
depicted in blue, includes primary nodes such as solar
radiation and prediction, along with keywords like climate
models and daily global solar radiation.

IV. RESULTS
This section describes various studies in the literature for
predicting SR using ML or DL models optimized with an
optimization algorithm, such as MLP, CNN, RNN, RF, SVR,
ELM, from which their results, the variables used, their
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FIGURE 4. Bibliometric network of authors’ keywords in solar radiation prediction literature.

prediction time horizon, and some characteristics of their
models will be obtained.

A. MLP
Multiple studies have been investigated that have imple-
mented MLP along with various metaheuristic optimization
algorithms to enhance the accuracy and efficiency of predic-
tions, as illustrated in Table 1. Each article selected for this
review has applied a combination of metaheuristic techniques
with MLP, aiming to optimize from feature selection to
model parameter tuning. The methodology, results obtained,
and relevance of each approach have been analyzed, thus
providing a comprehensive insight into how these hybrid
methods can be employed to achieve more robust and reliable
predictions.

Reference [31] developed a model for predicting global
horizontal solar irradiance (GHI) in North Carolina, USA.
They used genetic algorithms (GA) and particle swarm
optimization (PSO). It was observed that GA demonstrated
better performance in optimizing a neural network with
15 hidden layers of MLP type, with an initial population
and maximum iterations of 50. The identified optimal
activation function was the hyperbolic tangent sigmoidal.
The model achieved a root mean square error (RMSE)
of 47.6955 Wh/m2 and a mean absolute error (MAE) of
24.7772 Wh/m2. Additionally, model validation tests were
conducted for periods of 24 hours, 4 days, and one week.

Reference [30] compared MLP, CNN, and RNN models
for solar irradiance (SI) prediction, aiming to minimize the
error between the actual and predicted values. In this study,
a hybrid approach was employed that combines the Deer

Hunting Optimization Algorithm (DHOA) and Grey Wolf
Optimization (GWO) to optimize the number of hidden
neurons in the neural networks. The results showed an RMSE
of 212.27 Wh/m2 and a MAE of 136.51 Wh/m2.
Reference [55] conducted a study to improve the accuracy

in daily prediction of GSR in the arid northwest of China
using a Backpropagation Neural Network (BP) and a BP
optimized by PSO algorithm (PSO-BP), in order to optimize
critical network parameters such as weights and biases.
It was found that PSO-BP models (with a coefficient of
determination R2 of 0.7649-0.9678) were more accurate than
BP models (R2 of 0.7215-0.9632) for daily GSR prediction
in the four subzones of the arid northwest of China.

Reference [7] implemented an MLP with 5 hidden layers,
using the Tansig activation function in the hidden layers and
Pureline in the output layer. This model was used to predict
daily GSR in Algeria. The firefly algorithm was employed
with a population of 10 and a maximum of 50 generations
to select the best features for neural network training. The
obtained results were R = 0.9321 W/m2, rRMSE% = 11.96,
and MAPE% = 8.26.

Reference [47] developed a model to predict monthly SR
in semi-arid and humid regions of Iran. In their study, they
compared MLP and ANFIS models, which were optimized
using the Grasshopper algorithm, with a population of
300 individuals. This approach resulted in the best objective
function value of 3.12 (KWh/m2/day), with an nMAE of 0.54.
Reference [54] utilizes a Feed-Forward Artificial Neural

Network (FFANN) wich is a type of MLP, optimized
with various metaheuristic algorithms, including Equilib-
rium Optimization (EO), Optical Inspired Optimization
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TABLE 1. Works where MLP are used for SR prediction.

(OIO),Wind-Driven Optimization (WDO), and Social Spider
Algorithm (SOSA). The FFANN has a configuration of
(8,6,1), meaning it has 8 neurons in the input layer, 6 in
the hidden layer, and 1 in the output layer, using Tansig
and Purelin as activation functions. The results showed that
the EO-FFANN outperformed the other models in terms of
accuracy, with an RMSE of 142.38 W/m2 in training and
141.61 W/m2 in testing, an MAE of 110.09 W/m2 in training
and 108.07 W/m2 in testing, and an R2 of 0.91. The EO
optimizes the weights and biases of the FFANN to minimize
the prediction error.

To summarize, the implementation of MLP models
combinedwith variousmetaheuristic optimization algorithms
has significantly improved the accuracy and efficiency of
solar radiation predictions. Studies reviewed in this section
demonstrate the effective use of genetic algorithms, particle
swarm optimization, deer hunting optimization, gray wolf
optimization, firefly algorithm, and grasshopper algorithm
to optimize different aspects of MLP models, from feature
selection to parameter tuning. The results highlight the
robustness of these hybrid methods, with notable improve-
ments in key metrics such as RMSE, MAE, and R2 across
different geographical regions and time horizons, reinforcing
the potential of these advanced techniques to improve
predictive performance in SR forecasting.

B. CNN
Studies have focused on integrating CNN with various meta-
heuristic optimization algorithms to refine feature selection
and optimize model parameters, aiming to improve the
accuracy and efficiency of predictions, as demonstrated in
Table 2. Through a detailed analysis, it has been discussed
how different research has implemented these techniques to
address specific challenges in solar prediction, evaluating
their methodologies, results, and key contributions.

[6] developed an advanced hybrid model for GSR
prediction integrating CNN and utilizing Harris Hawks
Optimization (HHO) for effective feature selection, notable
for its optimal performance with a population of 250, which
proved to be the most effective. This model was tested on
various solar farms across Australia, demonstrating superior
predictive capability compared to conventional ML such

as MLP, ELM, Deep Belief Network (DBN), Deep Neural
Network (DNN), and Multivariate Adaptive Regression
Splines (MARS). In the Dunblane solar farm, the model
achieved an R of 0.960, an RMSE of 2.118 MJ m2/day, and
an MAE of 1.587 MJ m2/day.
In the study by [56], a hybrid model for GSR prediction

was developed combining CNN, LSTM, and MLP, where
ReLU was used as the activation function, along with Slime
Mould Algorithm (SMA) optimization for feature selection.
This approach was applied to solar farms in Queensland,
Australia, demonstrating superior performance on all selected
farms compared to ML, including ANN, RF, and SADE-
ELM. With an R value between 0.880 and 0.935, along
with an RMSE between 2.207 and 2.792 MJ/m2/day across
different farms.

In the study conducted by [57], a hybrid model for
GSR prediction in Queensland, Australia, was proposed
by integrating a CNN with three convolutional layers,
using ReLU as the activation function. For optimal feature
selection, the Atom Search Optimization (ASO) algorithm
was used, and hyperparameters were optimized using the
HyperOpt method. The model’s performance was evaluated
on six solar farms, demonstrating superiority over various
alternative models in both ML and DL such as LSTM,
RBF, DBN, M5TREE, and MARS. Specifically, the model
achieved an RMSE ranging from 2.172 to 3.305 MJ m2/day
and an MAE ranging from 1.624 to 2.370 MJ m2/day.

Reference [30] developed a hybrid model for solar irra-
diation prediction using MLP, CNN, and RNN, optimizing
the number of hidden neurons using a hybrid algorithm that
combines DHOA and GWO, called GU-DHOA. The GU-
DHOA-CNNmodel obtained solar irradiation predictionwith
an RMSE of 2.11 × 102 and MAE of 166.53.

The study by [58] introduced a SR prediction model
based on Hybrid Deep Learning Arithmetic Optimization
(AOHDL-SRP), utilizing a CNN with attention-oriented
long-term memory (ALSTM). Hyperparameter optimization
was performed using the Arithmetic Optimization Algorithm
(AOA), highlighting its approach in three stages: preprocess-
ing, prediction, and hyperparameter optimization, with an
R2 of 100% andMSE, RMSE, andMAE values of 0.18, 0.43,
and 0.32 respectively.
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TABLE 2. Works where CNN are used for SR prediction.

The article by [59] analyzes the improvement in Direct
Normal Irradiance (DNI) prediction for concentrated solar
power systems, through a hybrid model combining Varia-
tional Mode Decomposition (VMD), Swarm Decomposition
Algorithm (SWD) used for time series decomposition, feature
selection with Random Forest (RF), and Deep Convolutional
Neural Networks (DCNN). This model was tested in four
regions with different climatic conditions, demonstrating
outstanding accuracy with low prediction errors in terms of
NRMSE ranging from 0.75% to 3.4% for one-hour-ahead
forecasts.

To summarize, the integration of CNN with various
metaheuristic optimization algorithms has shown significant
advancements in SR prediction accuracy and efficiency.
The studies reviewed illustrate the successful application of
optimization techniques such as Harris Hawks Optimiza-
tion, Slime Mould Algorithm, Atom Search Optimization,
and Arithmetic Optimization Algorithm to enhance fea-
ture selection and model parameter tuning. These hybrid
approaches, applied across diverse geographical locations
and conditions, have consistently outperformed traditional
machine learning models, achieving impressive results in
key metrics such as RMSE, MAE, and R2. This highlights
the robustness and potential of these advanced CNN-based
methods in improving predictive performance for SR
forecasting.

C. RECURRENT NEURAL NETWORKS
The exploration has focused on how RNNs, combined
with various metaheuristic optimization techniques, have
been applied to enhance the accuracy of SR predictions,
which are presented in Table 3. Each reviewed study
contributes to understanding the effectiveness of RNNs in
this field, providing insights into the most effective model
configurations and optimization strategies that have yielded
the best predictive results.

The study conducted by [60] presented an approach to
improving the efficiency of SR prediction using a hybrid
model that integrates an Adaptive Dynamic Search Squirrel
OptimizationAlgorithm (ADSSOA)with LSTM. This hybrid

model, called ADSSOA-LSTM, was designed to optimize
SR prediction using climatic factors, notable for its ability
to handle complex temporal dependencies in SR data.
Specifically, the ADSSOA-LSTM model achieved an RMSE
of 0.000388 compared to the RMSE of 0.001221 for the
standard LSTM model.

The article by [61] presents an advanced method for SR
prediction using Satin Bowerbird Optimization (SBO) with
Modified Deep Learning, specifically a hybrid model of
Modified Bidirectional Gated Recurrent Unit (BGRU) and
Online Sequential Extreme Learning Machine (OSELM),
called OMBGRU-SRP. This model incorporates attention
mechanisms and skip connections to optimize SR prediction,
achieving anMSE of 10.231, RMSE of 3.199, MAE of 1.748,
and an R-squared coefficient of 0.974, along with a Mean
Absolute Percentage Error (MAPE) of 11.856

Reference [30] developed a hybrid model for solar irra-
diation prediction using MLP, CNN, and RNN, optimizing
the number of hidden neurons through a hybrid algorithm
combining DHOA and GWO, called GU-DHOA. The GU-
DHOA-RNNmodel obtained solar irradiation predictionwith
an RMSE of 3.15 × 102 and MAE of 223.32.

The study by [62] developed a solar irradiation prediction
model using a Long Short-Term Memory Neural Network
(LSTM) optimized by a hybrid Chicken Swarm Optimization
(CSO) and GWO algorithm, called LSTM-CSO-GWO. This
model focuses on predicting solar irradiation at different
time scales: hourly, daily, and weekly, employing a multitask
learning approach to effectively share resources between each
task. In terms of statistical metrics, for the hourly time scale,
themodel achieved anMSE of 0.2392 and anMAE of 0.3562.

[63] analyzes solar irradiation forecasts using hybrid
models that combine PSO with three independent mod-
els: XGboost (PSO-XGboost), PSO-LSTM, and Gradient
Boosting Regression Algorithm (PSO-GBRT), applied to a
combined cold and electricity generation microgrid in Tahiti.
The hybrid models were compared with other independent
models such as ANN, CNN, Random Forests (RF), LSTM,
GBRT, and XGboost. This model achieved an MAE of
99.37 W/m2, an RMSE of 154.84 W/m2, and R2 of 0.82.
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TABLE 3. The following articles employ some optimized recurrent neural networks models.

To summarize, the application of RNNs combined with
various metaheuristic optimization techniques has signif-
icantly enhanced the accuracy of SR predictions. The
studies reviewed demonstrate the effectiveness of hybrid
models, such as ADSSOA-LSTM, OMBGRU-SRP, and
LSTM-CSO-GWO, in optimizing temporal dependencies
and feature selection for SR data. These advanced methods
have consistently outperformed standard models, achieving
impressive results in key metrics such as RMSE,MAE,MSE,
and R2. This highlights the potential of RNN-based hybrid
models in providing robust and accurate SR predictions
across different temporal horizons and geographical regions.

D. OTHER ML MODELS
Beyond conventional neural network models, various other
ML approaches have been successfully applied in SR
prediction. Several studies have examined the utilization of
various models, such as Support Vector Machines (SVM),
Random Forest (RF), among others, all optimized with meta-
heuristic techniques to enhance their predictive performance,
as summarized in Table 4.

Each of these models has offered unique advantages in
terms of handling different types of data and complexities
of the problem. It has been explored how researchers imple-
mented these alternative models, integrating optimization
algorithms to fine-tune their structures and parameters, with
the aim of obtaining more accurate and effective predictions
of SR. Additionally, model configurations and optimization
strategies that have been shown to be most effective in the
specific context of SR prediction have been discussed.

The study by [55] presents a hybrid model for daily SR
prediction, combining ELM optimized by Bat Algorithm
(BA), with the use of Wavelet Transform (WT) and Principal
Component Analysis (PCA). Evaluated in various cities
such as Beijing, New York, Melbourne, and Sao Paulo,
it particularly excelled in Beijing for its accuracy. This model
includes a network with one hidden layer and 10 hidden
neurons, using a sigmoidal activation function. Optimization
using BA was configured with an initial population of 10 and
up to 500 iterations to adjust the input weight and bias of the
hidden layer. WT helps decompose and clean the SR time

series, while PCA reduces the dimensionality of the input
data. The model yielded results of MAE 0.14, MAPE 2.2%,
RMSE 0.028, and an R2 coefficient of 0.99.
The article by [64] introduces an Elephant Herding

Optimization with Deep Extreme Learning Machine (EHO-
DELM) model for SR prediction using weather forecasts.
The neural network structure includes an input layer with
4 neurons, 6 hidden layers with 10 neurons each, and an
output layer with one neuron, using the logistic sigmoid
activation function. The Elephant Herding Optimization
algorithm (EHO) is employed to optimally adjust the weights
and biases of the DELM model, improving predictive
accuracy, with an MSE of 265.8546 W/m2 and an RMSE of
16.30 W/m2. Comparison with other models highlights the
effectiveness of EHO-DELM, outperforming techniques such
as SVR, RFR, GBR, and XGB in SR prediction.

The study by [49] proposes a SR prediction model based
on the Sine Cosine Algorithm (ASCA). This optimized
ensemble model consists of preprocessing and training
phases, using K-Nearest Neighbors (KNN) regression for
ensemble model training. It is evaluated compared to various
algorithms, including PSO, Whale Optimization Algorithm
(WOA), GA, with an RMSE of 0.00175482, MAE of
0.00161235, and MBE of -0.00036521.

Reference [40] developed a SR prediction model using
WT, Complete Ensemble Empirical Decomposition with
Adaptive Noise (CEEMDAN), Improved Atom Search
Optimization (IASO), and Outlier-Robust Extreme Learning
Machine (ORELM) with a hyperbolic tangent sigmoidal acti-
vation function. The model uses WT for noise removal and
CEEMDAN to decompose data into intrinsic modes. Then,
IASO optimizes the weights and thresholds of ORELM, with
a population of 50 and a maximum of 30 iterations. This
hybrid approach achieved an RMSE of 26.1022 W/m2, MAE
of 13.9023 W/m2, an R of 0.9939, and a MAPE of 0.2209.
The study presented in the article by [50] focuses on

SR prediction using an enhanced version of the Multi-Verse
Optimizer Algorithm (IMVO), integrated with Least Squares
Support VectorMachine (LSSVM). This combination is com-
pared with other configurations using different optimization
algorithms with LSSVM, including GA, PSO, and others.
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TABLE 4. The following articles employ some optimized ML models.

The research was conducted using data from two stations
located in the southeast region of China. The main features
of the neural network in this study include the use of LSSVM
as the primarymodel for prediction, with IMVObeing used to
fine-tune the hyperparameters of the LSSVM model. In one
of the stations and a data split scenario of 75% for training
and 25% for testing, the LSSVM-IMVO model achieved an
RMSE of 0.748, MAE of 0.574, R2 of 0.969, and NSE of
0.964, standing out as the most effective approach among
those analyzed.

The article by [4] analyzes SR forecast using a hybrid
model, integrating Multivariate Empirical Mode Decom-
position (MEMD), Ant Colony Optimization (ACO), and
Random Forests (RF). Significant features were selected
using ACO, employing 1000 trees and 10 predictors for
splitting in the RFmodel, achieving an RMSE of 0.89MJ/m2,
MAE of 0.69 MJ/m2, and an R of approximately 0.984 at the
Springfield site.

For the article [65], the primary focus is on accurately
predicting hourly GSR using datasets from eight locations
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in Xinjiang province, China. The method is built upon
joint learning with a Random Subspace (RS) method to
split the original data into several covariate subspaces.
A new covariate selection method called Smoothly Trimmed
Absolute Deviation Square Root (SRSCAD) is introduced,
applied to each subspace for relevant covariate extraction.
To combine predictions obtained through RS and SRSCAD,
a Firefly Algorithm (FA) is used to estimate weights
assigned to individual forecasts, with RMSE ranging between
13.11 and 18.79 W/m2 for 24-hour ahead prediction and
between 17.79 and 21.12W/m2 for 48-hour ahead prediction,
and MAE ranging from 0.044 to 0.086, outperforming other
comparedmethods such as Elman neural networks, SVM, and
Angstrom-Prescott empirical models.

The study by [66] proposes a hybrid model for SR pre-
diction, named OVMD-PACF-ISSA-DBN-OSELM, which
incorporates Optimal Variational Modal Decomposition
(OVMD), Partial Autocorrelation Function (PACF), and a
hybrid model of Deep Belief Neural Network (DBN) with
Online Sequential Extreme Learning Machine (OSELM),
optimized by an Improved Sparrow Search Algorithm
(ISSA). Themodel achieves anRMSEof 23.153W/m2,MAE
of 13.225 W/m2, and R of 0.9923.
Reference [5] developed a model to predict SR using

Support Vector Regression (SVR) with radial kernel function
and an Improved Particle Swarm Optimization (IPSO)
algorithm with a population of 40 particles. This study
focused on enhancing the global search capability of the PSO
algorithm and integrating SVR with IPSO to obtain optimal
SVR parameter values. Two SR stations in Turkey were
considered to evaluate the model, along with various com-
parative models, including M5 tree model (M5T), Genetic
Programming (GP), SVR integrated with other optimization
algorithms, and Multivariate Adaptive Regression Splines
(MARS), with an RMSE of 9.01 and MAE of 4.10 for the
Antakya station.

The study by [67] optimized SVM models for GSR
prediction in different climatic zones of China, using ACO,
CS, and GWO algorithms to tune SVM’s internal parameters.
Among independent models, SVM demonstrated the highest
accuracy in all zones, followed by Decision Tree (DT)
model and BP. Hybrid models, especially GWO-SVM and
CS-SVM, outperformed the standalone SVM model in all
climatic zones, where GWO-SVM emerged as the most
effective model, achieving an R2 of up to 0.959, RMSE
from 1.341 MJ/m2/day, and NSE up to 0.956 in daily GSR
prediction.

In the study by [68], four AI technologies were developed
to estimate GSR in Zhengzhou, China. These technologies
include ELM, a hybrid model combining Least Squares
Support Vector Machine with PSO (PSO-LSSVM), where
PSO is used to optimize LSSVM parameters with radial basis
kernel function, Back Propagation Neural Network (BPNN),
and Generalized Regression Neural Network (GRNN). Six
meteorological variables were selected as evaluation indices,
with daily GSR as output. For the PSO-LSSVM model,

the R for training, testing datasets, and all samples is
0.9812, 0.9773, and 0.9793, respectively, RMSE of 0.6324,
0.7524, and 0.7425, respectively, and for MAE are 0.5128,
0.7257, and 0.6228. These results demonstrate that the
PSO-LSSVM model performs superiorly and is ranked in
order of performance as PSO-LSSVM > ELM > BPNN >
GRNN. Thus, the hybrid PSO-LSSVM model can be used
to predict daily GSR with high accuracy in Zhengzhou,
China.

The study by [27] employed an approach combining
PSO for feature selection, with 500 maximum iterations,
a population range of 100 to 1000, and Maximal Overlap
Discrete Wavelet Transform (moDWT) for data decom-
position in three Australian solar cities: Alice Springs,
Coburg, and Perth. This method allowed tuning SVR model
hyperparameters with Grid Search, achieving a notable
correlation between predictions and observations for R from
0.982 to 0.995.

In this study, [69] developed a learning approach for
SR prediction using a Decomposition-Clustering-Ensemble
(DCE) method in Beijing, employing Ensemble Empirical
Mode Decomposition (EEMD) to decompose original SR
data. For individual prediction and component assembly,
Least Squares Support Vector Regression (LSSVR) was
used, optimized by Gravitational Search Algorithm (GSA).
Clustering was performed with the Kmeans method, applying
a second LSSVR-GSA method for final assembly, based on
cluster assemblyweights, achieving aNormalized RootMean
Square Error (NRMSE) of 2.96%, MAPE of 2.83%, and DS
of 88.24% for one-day-ahead prediction.

In the study conducted by [70], a new hybrid model named
ABC-LS-SVMwas proposed for global solar radiation (GHI)
prediction several hours in advance, using Artificial Bee
Colony Algorithm (ABC) to optimize free parameters of
LS-SVM model. This approach was validated with data
measured over five years, from 2013 to 2017, at the
Renewable Energies Applied Research Unit (URAER) in
Ghardaïa, southern Algeria. The prediction results of GHI
with 12 hours in advance using the ABC-LS-SVM model
led to an RMSE of 116.22 Wh/m2 and an R of 94.3%.
In comparison, the classical LS-SVM model obtained an
RMSE of 117.73 Wh/m2 and an R of 92.42%, while the
combination of CS with LS-SVM resulted in an RMSE of
116.89 Wh/m2 and an R of 93.78%.
The study [71] presents a deep generative model, the

Convolutional Graph Autoencoder (CGAE), to predict spa-
tiotemporal probabilistic solar irradiance using a deep neural
network. It captures spatiotemporal features of historical
SR observations to generate samples estimating future
solar irradiaerms once. The CGAE model demonstrated
superior performance in terms of reliability, sharpness, and
Continuous Ranked Probability Score (CRPS) compared to
both temporal and spatiotemporal reference methods. CGAE
achieved a 3.64% to 4.49% improvement in reliability over
the best temporal model (ELM) for one-hour and six-hour
ahead predictions, respectively.
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The article [72] develops an approach to improve SR
predictions using global climate models and advanced ML
methods, specifically ANFIS combined with metaheuristic
algorithms such as GA, PSO, GWO, and HHO. Initial
populations of 500 and maximum iterations of 1000 are
used to efficiently adjust their internal parameters. Using
temperature data as the sole input variable, various data split
configurations for training and testing were compared, find-
ing that the enhanced ANFIS with optimization algorithms
showed superior accuracy in SR prediction. In particular,
ANFIS combined with GWO optimization (ANFIS-GWO)
proved to be the most effective, with an R2 of 0.959 and
the lowest RMSE and MAE errors of 1.489 MJ/m2 and
1.248 MJ/m2, respectively, for the Adana station with an
80%-20% training-testing data split.

The article [3] analyzes a solar irradiance prediction
model using Extreme Gradient Boosting (XGB) technique
with 100 to 1000 trees and a maximum depth of 5,
optimized through metaheuristic algorithms such as Moth
Flame Optimization (MFO) and GWO. Five population
sizes (50, 100, 150, 200, and 500) and 100 maximum
iterations were experimented with to refine the XGB model
hyperparameters, aiming to maximize prediction accuracy
of solar irradiance at a specific location. Highlighted results
include an R2 of 0.9337 for GHI, using the XGB-GWO
model, with an RMSE of 76.29 W/m2.
The article by [48] proposes a model for predicting

solar irradiance over a 24-hour horizon. For this prediction,
Variational Mode Decomposition (VMD) techniques and the
STACK algorithm with 200 neurons in the first hidden layer
and 500 in the second are used, along with VMD parameter
optimization using the Salp Swarm Algorithm (SSA). It is
emphasized that seasonal data partitioning and proper VMD
parameter selection through SSA are crucial for improving
prediction accuracy. The results show a Normalized Root
Mean Square Error (NRMSE) of 3.87% and a Normalized
Mean Absolute Percentage Error (NMAPE) of 1.58% for
cloudy days.

In the article by [73], a prediction model based on
Kernel Extreme Learning Machine (KELM) optimized using
Chaotic Gravitational Search Algorithm (CGSA) is proposed
to forecast solar irradiance, crucial for photovoltaic energy
management. The optimized model, called OKELM, signifi-
cantly reduces parameter selection process by optimizing ker-
nel variables, achieving more precise and efficient prediction.
It is validated using data from a 1 MW photovoltaic plant in
India, with outstanding results in solar irradiance prediction
under various weather conditions. The KELM model, before
optimization, does not require defining the number of hidden
nodes, reducing result variability. CGSA implementation
improves model generalization and stability, demonstrated by
metrics such as MAPE, which in the optimized case reaches
a value of 0.71% for the summer season.

The article [51] analyzes the prediction of daily Diffuse
Solar Radiation (DSR) in polluted regions using hybrid
support vector machines with heuristic algorithms: PSO, BA,

and WOA. These models are compared with standard SVM
models, Multivariate Adaptive Regression Splines (MARS),
and Extreme Gradient Boosting (XGBoost). Results indicate
that incorporating air pollution variables (PM2.5, PM10,
O3) significantly improves model accuracy in predicting
daily DSR, with average relative decreases in Root Mean
Square Deviation (RMSD) of 11.1%, 10.0%, and 10.4%.
Moreover, the SVM-BAT model outperformed SVM-PSO
and SVM-WOA models, as well as standard SVM, MARS,
and XGBoost models, proving to be the most effective
for predicting daily DSR, especially in regions with high
atmospheric pollution.

The study by [74] focuses on improving daily and monthly
GSR predictions in Northeast China by optimizing PSO
algorithms integrated with a Gaussian exponential model
(GEM). The PSO-GEM model is compared with four other
ML models and two empirical models using daily weather
data from 1997 to 2016 from four stations in Northeast China.
It achieved an RMSE between 1.045 and 1.719 MJ m2 d−1,
rRMSE from 7.6 to 12.7%, MAE from 0.801 to 1.283 MJ
m2 d−1, R2 from 0.953 to 0.981 for daily estimations. For
monthly estimations, PSO-GEM also showed the highest
accuracy with RMSE from 0.197 to 0.575 MJ m2 d−1,
rRMSE from 1.5 to 7.0%, MAE from 0.137 to 0.499 MJ
m2 d−1, R2 from 0.999 to 1.
Reference [3] developed an advanced model for solar

irradiance prediction using ML models like SVR, MLP, and
RFR, optimized with MFO, GWO, and Evolve Class Topper
Optimization (ECTO). For SVR, optimal parameters include
an RBF kernel function and a regularization parameter
C optimized to 0.01. For MLP, 100 hidden layers were
identified as optimal with ReLu activation function. RFR
showed superior performance with 100 trees and a maximum
depth of 5. It was observed that the RFR-ECTO model
outperformed others, offering the highest R2 values of
0.9402 with the lowest RMSE value of 75.8613 W/m2.

Reference [75] developed a prediction technique for SR
and wind speed using a deep learning-based random forest
approach, optimized by a novel Coot algorithm (CA). This
model outperformed the PSO algorithm in terms of accuracy.
The study managed to reduce RMSE to 0.0366 for solar
irradiance and 0.0602 for wind speed, while MAPE stood at
2.98% and 4.78% respectively.

In summary, various ML models, including SVM, RF,
and others, have been successfully applied to SR prediction,
each enhanced bymetaheuristic optimization techniques. The
studies reviewed demonstrate the unique advantages of these
models in handling diverse data types and problem complexi-
ties. Through optimization algorithms such as Bat Algorithm,
Elephant Herding Optimization, Sine Cosine Algorithm,
and more, these models have achieved significant improve-
ments in predictive accuracy and efficiency. The results
highlight the most effective configurations and strategies,
showcasing their potential to provide robust and precise SR
predictions across different geographical locations and time
horizons.
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FIGURE 5. The number of works utilizing the different optimization algorithms.

FIGURE 6. The number of studies utilizing the different AI models
reviewed in the literature.

FIGURE 7. The number of works utilizing the different temporal horizons
reviewed in the literature.

V. DISCUSSION
As shown in Fig. 5, the PSO algorithm has stood out as
the most widely used optimizer in the scientific literature,
having appeared in a total of 12 studies, representing 29%
of the reviewed literature. This highlights its importance
and effectiveness in solving a wide range of problems.
Close behind is the GA, which has been present in
5 occasions, representing 12.1%, confirming its popularity
and applicability in various contexts.

Other optimization methods, such as ACO, ASO, BAT,
CS, GSA, GWO, HHO, MFO, SSA, WOA, and WT, have

FIGURE 8. The number of studies utilizing the different meteorological
variables.

also been employed in 2 works each, although some of them
were only mentioned in their respective articles. This array
of approaches reflects the diversity of available tools and
the ongoing quest for effective methods to address complex
problems.

In the field of SR prediction, as illustrated in Fig. 6, it has
been observed that CNN, ELM, and MLP have emerged
as the most used models, representing 43.9% of the works,
suggesting their ability to capture complex patterns in solar
data.

Regarding the time horizons utilized in the studies
shown in Fig. 7, it is noteworthy that the daily period
has been the most frequently referenced, with a total of
20 mentions, constituting 48.7% of the reviewed literature.
This indicates a significant emphasis on short-term prediction
and the optimization of energy management for production,
consumption, and network operations. This emphasis under-
scores the importance of addressing immediate operational
needs. Subsequently, the intra-hourly and hourly periods
have garnered 10 mentions, accounting for 24.3% of the
references. This suggests a keen interest in predictions
across various time scales for effective power management
and system safety considerations. Conversely, the monthly
period has received comparatively less attention, with only
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FIGURE 9. Main techniques of AI for predicting solar radiation with optimization algorithms.

5 mentions. This may imply its diminished relevance in
certain contexts within the field of solar radiation research.

The distribution of works based on the utilization of
various meteorological variables, as reviewed in the lit-
erature, has been depicted in Fig. 8. An analysis of the
most frequently employed variables reveals the consistent
inclusion of solar data across all studies, reflecting its
pivotal role in SR prediction. Temperature has emerged
as a widely studied variable, mentioned 37 times, rep-
resenting 90% of the cases, underscoring its significance
in prediction models. Additionally, humidity, wind speed,
and atmospheric pressure have emerged prominently, with
28, 23, and 17 mentions, respectively, constituting 68.2%,
56%, and 41.4% of the cases. These findings highlight the
importance of these variables in the modeling and prediction
of SR.

According to the review conducted, algorithms such as
MLP, CNN, and RNN, including LSTM and GRU, are widely
used due to their effectiveness when integrated with specific
optimization strategies such as PSO, FFA, and GWO. In this
context, MLP shows adaptability when combined with PSO
and FFA, due to its ability to optimize solutions in complex
predictions. Meanwhile, CNN, when integrated with AOA
and GWO, facilitates the identification of relevant spatial and
temporal characteristics, enabling the discovery of complex
patterns in solar radiation prediction. It is also important to
highlight the effectiveness of the ADSSOA-LSTM model,
which achieves an RMSE of 0.000388, making it one of the
best-performing models in the literature. Furthermore, meth-
ods like GWO, known for their robustness in optimization,
strengthen adaptation in dynamic environments, Fig. 9 was
created to summarize this information.

Additionally, RNN, when combined with algorithms such
as ADSSOA and PSO, allows for the precise adjustment
of pattern-based event predictions to the models, thus
improving the model’s adaptability to new conditions without
compromising accuracy. The use of transformation tech-
niques such as the Wavelet Transform (WT) facilitates the
decomposition of solar radiation time series into more man-
ageable components, enhancing the accuracy of predictive
models. According to these approaches, the diversity of
models not only provides adaptability and efficiency in data
processing but also improves the accuracy of predictions,
which significantly impacts the management of renewable
energy resources.

Among the most commonly used AI techniques for time
series prediction were MLP, LSTM, and, more recently,
Transformer, which typically included an attention layer
in the neural model. MLP stood out in several reviewed
studies, highlighting its effectiveness in SR prediction when
combined with metaheuristic algorithms. However, LSTM
and Transformer were not featured as frequently. This
suggests that while MLP had been widely adopted, there is
an opportunity to further explore the potential of LSTM and
Transformer in this specific field.

VI. CONCLUSION
In this study, the application of metaheuristic algorithms
for the prediction of SR has been extensively explored.
The results have highlighted the predominant efficacy of the
PSO algorithm, which has been demonstrated to be the
optimizer most used, representing 29% in the reviewed
literature, closely followed by the GA with 12.1%. This
preference indicates the robustness and adaptability of these
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algorithms against a diverse range of scenarios and challenges
in solar prediction and optimization, particularly emphasizing
the ADSSOA-LSTM model, which achieves an RMSE of
0.000388. This outcome not only underscores the effec-
tiveness of combining metaheuristic optimization algorithms
with ML techniques, but also emphasizes the importance
of properly selecting hyperparameters and features in solar
prediction models [76].

Furthermore, it has been observed that models such as
PSO-LSSVM and SVM-BAT have also shown promising
results, highlighting the relevance of hybrid strategies in
improving predictive accuracy under different environmental
and temporal conditions. The variability in the effectiveness
of these models suggests that model selection may have
been critically dependent on the specific context and
characteristics of the dataset used.

Moreover, comparative evaluation with advanced ML
models has revealed that techniques such as CNN, ELM
and MLP have emerged as promising tools due to their
ability to capture complex patterns in SR data. These models
have been identified as the most widely used AI models
in this review, representing 43.9% of the works, and are
crucial for improving the accuracy of short- and long-
term predictions. This reflects a significant advancement
in prediction methodology, opening new directions for
future research that could focus on the integration of these
models.

Based on the findings and discussion in the study on the
use of metaheuristic algorithms and ML techniques in SR
prediction, several directions for future research have been
suggested that could expand and deepen the impact and
application of these technologies:

• Investigate the integration of advanced hybrid predictive
models, such as CNN and ELM, optimized through
PSO and GA. Integrated with real-time intelligent
control systems, these models would not only improve
SR prediction but also allow automatic and real-time
adjustments of system parameters to maximize energy
efficiency.

• Explore the development of new hybrid algorithms that
merge the advantages of other unexplored metaheuristic
algorithms with ML techniques. This approach would
focus on refining accuracy in SR predictions and
real-time optimization efficiency, opening possibilities
for practical applications in solar energy systems.

• Investigate how hybrid algorithms such as PSO-CNN,
PSO-ELM, GA-CNN, and GA-ELM could be adapted
to optimize energy management and distribution in
microgrids. This study would be particularly relevant for
remote areas or regions with limited access to central-
ized electrical infrastructure, improving the resilience
and efficiency of these systems.

• Include studies using attention mechanisms in DL mod-
els. Attention mechanisms have shown great promise in
enhancing the performance of DL models by allowing
the model to focus on the most relevant parts of the input

data, potentially improving the accuracy and robustness
of SR predictions.

This analysis underscores the importance of continued
development and adaptation of metaheuristic algorithms
and ML models to effectively address the challenges of
solar energy management [77]. The integration of these
hybrid models into practical applications could potentially
revolutionize the accuracy of SR predictions, which is vital
for optimizing the performance of solar energy systems and
efficient energy management [78].
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