
Received 24 June 2024, accepted 10 July 2024, date of publication 16 July 2024, date of current version 26 July 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3429290

Harnessing the Power of LLMs for Service Quality
Assessment From User-Generated Content
TAHA FALATOURI 1,2,3, DENISA HRUŠECKÁ1, AND THOMAS FISCHER 2,3
1Faculty of Management and Economics, Tomas Bata University in Zlín, 760 01 Zlín, Czech Republic
2Department for Logistics, University of Applied Sciences Upper Austria, 4400 Steyr, Austria
3Josef Ressel-Centre for Predictive Value Network Intelligence, 4400 Steyr, Austria

Corresponding author: Taha Falatouri (taha.falatouri@fh-steyr.at)

This work was supported by the Christian Doppler Research Association as part of the Josef Ressel Centre for Predictive Value Network
Intelligence (JRC PREVAIL).

ABSTRACT Adopting Large Language Models (LLMs) creates opportunities for organizations to increase
efficiency, particularly in sentiment analysis and information extraction tasks. This study explores the
efficiency of LLMs in real-world applications, focusing on sentiment analysis and service quality dimension
extraction from user-generated content (UGC). For this purpose, we compare the performance of two LLMs
(ChatGPT 3.5 and Claude 3) and three traditional NLP methods using two datasets of customer reviews (one
in English and one in Persian). The results indicate that LLMs can achieve notable accuracy in information
extraction (76% accuracy for ChatGPT and 68% for Claude 3) and sentiment analysis (substantial agreement
with human raters for ChatGPT and moderate agreement with human raters for Claude 3), demonstrating an
improvement compared to other AI models. However, challenges persist, including discrepancies between
model predictions and human judgments and limitations in extracting specific dimensions from unstructured
text. Whereas LLMs can streamline the SQ assessment process, human supervision remains essential to
ensure reliability.

INDEX TERMS ChatGPT, cloud 3, large language models (LLMs), natural language processing (NLP),
sentiment analysis, service quality assessment.

I. INTRODUCTION
In the era of online businesses, there is growing recognition
of service quality (SQ) shaping customer satisfaction [1].
User-generated content (UGC) can be a crucial resource for
companies aiming to gain deeper insights into their SQ [2].
UGC has been recognized as a critical component of online
word-of-mouth (WOM), enabling customer feedback collec-
tion before, during, and after service interactions [3]. The
trend of using pre-trained language representations in natural
language processing (NLP) systems has received colossal
attention recently [4]. Companies are also trying to benefit
from Large language models (LLMs) in their daily busi-
ness [5]. Despite the importance of SQ and the widespread
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use of LLMs, the effectiveness of these methods in this area
has not been investigated [1].

Most of the literature related to assessing SQ has employed
pre-defined questionnaires, limiting surveys to common
dimensions. In contrast, UGC is often developed under less
controlled circumstances and frequently after considerable
contemplation, resulting in broader outcomes. In addition,
UGC minimizes potential biases as the contributors are
unaware of their participant role [1], [6]. Nevertheless,
although UGC presents appealing opportunities, its use in
assessing service quality remains limited [7]. A potential
explanation for this circumstance is the need to deal with a
large quantity of loosely structured data when trying to derive
insights from UGC.

Hence, data analytic advancements are needed that enable
an analysis of this kind of data, allowing domain experts
(e.g., sales experts or marketing managers) who may not
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have the technical expertise to implement the complex pro-
cedures themselves. In the present Artificial Intelligence (AI)
era, advanced language models such as OpenAI’s ChatGPT
present a promising avenue for text classification and sen-
timent analysis [8]. Having undergone rigorous training on
diverse datasets, these advanced models have demonstrated
exceptional proficiency in understanding and generating text
that closely mirrors human language [9], [10]. Before LLMs,
the conventional approach for text mining tasks involved
data preparation and computationally intensive fine-tuning.
Generative LLMs eliminate the need for fine-tuning by using
specific prompts, smoothing the process [11]. As this cate-
gory of applications has now also widely arrived in the daily
business of large companies worldwide (e.g., with 92% of
Fortune 500 members incorporating ChatGPT into their daily
tasks, 12), the question arises whether LLMs can be a way to
deal with UGC for company representatives to get a better
idea of the service quality perceptions of their customers.
Even though they demonstrate poorer performance when
tackling complex tasks [13].

Related to these research interests and the need for fur-
ther investigation into the role of UGC and LLMs in the
assessment of service quality, we aim to answer the follow-
ing research questions as part of the study presented in this
article:

RQ: How can an LLM contribute to the assessment of SQ
from UGC?

II. RESEARCH BACKGROUND
A. SERVICE QUALITY (SQ) ASSESSMENT
Over the past decades, the growth of e-commerce and
increased competitiveness in the retail market have prompted
market participants to operate more efficiently than before.
Retailers are now compelled to emphasize customer satisfac-
tion more than in the past. In service industries, customer
satisfaction and service quality have emerged as primary
focal points over the last two decades [14]. It is widely
recognized that service quality is essential for achieving cus-
tomer satisfaction. This requires ongoing efforts to attract,
satisfy, and retain customers in profit and non-profit organiza-
tions [15]. These efforts rely on data that enables managers to
track current customer perceptions of service quality. For this
purpose, various measurement models and related self-report
instruments have been developed.

One of the initial methods to assess Service Quality
is the Gap model formulated by Parasuraman et al. [16]
called SERVQUAL [16]. Following the conceptualization
and measurement of SERVQUAL, Cronin and Taylor [17]
introduced SERVPERF. This approach sees service quality
as a consumer attitude, advocating for a performance-only
measurement as a more effective way to assess SQ [17].
Dabholkar et al. [18] proposed an alternative SQ model
for technology-based self-service options, incorporating
dimensions such as physical aspects, reliability, personal

interaction, and problem-solving and policy measures
(RSQS). They highlighted that RSQS emphasizes customers’
perceptions of a service rather than their expectations [18].
CALSUPER incorporates service level and product quality
into the SQ framework; this model is particularly applicable
in supermarket settings [19]. Finally, the E-S-Qual and E-
RecS-QUAL have been introduced to assess the SQ in online
stores, with adding dimensions focusing on online availabil-
ity and fulfillment [20], [21]. More recent papers attempt to
evaluate the importance and usability of these dimensions
in different areas, as shown by Mamakou et al. [22], who
explored the interaction between electronic service qual-
ity and user experience; key dimensions of service quality
in mobile shopping (m-shopping) have been evaluated by
Zhang et al. [23], the impact of particular dimensions of logis-
tics services on product satisfaction within the e-commerce
sector was investigated by Rashid and Rasheed [24].
It is apparent that specific models and measurement

instruments are available for a wide variety of different
sub-domains of service quality, mainly depending on the
context that one is interested in (e.g., supermarket setting
compared to online retail). These potential differences in the
dimensionality of service quality and the effort required to
gather data based on self-reports continuously raise the need
for more flexible and less obtrusive ways to gather informa-
tion on customers’ SQ perceptions. A viable approach in this
context is the use of less structured sources of data that are
directly created by customers, such as customer reviews of
products, commonly referred to as UGC.

UGC refers to content created by everyday individuals
who willingly provide data, facts, or media, which is then
shared with others in a beneficial or enjoyable manner, typ-
ically on the internet. Examples include restaurant reviews,
collaborative websites, and videos [25]. These contents can
differ widely in terms of their characteristics; for example,
they may involve different languages, use different jargon,
or include more subtle aspects of language such as sarcasm.
Further, these forms of content can often be more than pure
text (e.g., emojis and gifs can be included). These variations
are further complicated by platform-specific options and data
entry limitations (e.g., allowed text patterns and lengths).
Hence, data analytic approaches are needed to make sense of
this type of data. For example, content analysis [26], [27] and
topic modeling [28], [29] are common methods in this area.
More recently, machine learning models have been proposed
to enhance the speed and quality of UGC [30]. As a further
step in making such forms of analysis more approachable
for domain experts, LLMs are investigated as another data
analytic avenue as part of the research presented in this
article.

B. LARGE LANGUAGE MODELS (LLMS)
Traditional natural language processing (NLP) models have
beenwidely used and studied for decades and are still relevant
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in some contexts (see, for example, 8 for an overview). How-
ever, they often require manual feature engineering and may
struggle to capture complex linguistic patterns compared to
deep learning models like LLMs. Traditional models typi-
cally rely on features, rule-based systems [31], or statistical
techniques such as N-gram models that predict the prob-
ability of a word given the previous (n-1) words and are
mainly used for text correcting. Another example is rule-
based models, which use linguistic knowledge and heuristic
rules to process and analyze text, such as through regular
expressions [32]. Rule-based models are characterized by
their simplicity, relying on manually designed rules and sen-
tence patterns. Thesemodels are limited by the predetermined
knowledge base and rules provided to them. Statistical meth-
ods are the most widely used language models, like TF-IDF
(Term Frequency-Inverse Document Frequency) [33] and
vector space techniques used to represent language elements
as vectors positioned within specific vector spaces. These
models are commonly used for document retrieval, ranking,
and search engine indexing tasks.

Large Language Models are advanced AI models designed
to understand and generate human-like text [34]. LLMs like
GPT (Generative Pre-trained Transformer) and pre-trained
language models like BERT (Bidirectional Encoder Repre-
sentations from Transformers) are trained on vast amounts
of text data. They can perform various NLP tasks such
as text generation, language translation, sentiment analy-
sis, question answering, and more. They have significantly
advanced the state-of-the-art in NLP and are widely used
in various applications and research fields. By Utilizing
the self-attention mechanism1 LLMs enhance the scalabil-
ity and efficiency of textual analysis [35]. Some examples
of current LLMs are BERT [34], RoBERTa [36], or Ope-
nAI’s solution series, which further expanded the abilities of
LLMs by incorporating the self-attention mechanism [37],
[38], [39]. It has been argued that LLMs amplify the capac-
ity of systems to analyze and manipulate text [40], which
has also been demonstrated for various applications that
deal with textual data, such as machine translation, lan-
guage translation, text summarization, and natural language
processing [37].

C. POTENTIAL OF LLMS FOR SQ ASSESSMENT
How SQ assessment can be supported by LLMs now depends
on the tasks that are regarded as part of SQ assessment and
their respective requirements. SQ assessment generally iden-
tifies the gap between customer expectations and perceived
service [16]. To identify and measure this gap, we define two
steps: (1) Determine if service quality is being addressed and,
ideally, specify which aspect of service quality; (2) Assess
how well the service quality (and its aspects) meets customer
expectations. Data analytic approaches using LLMs can be

1The self-attention mechanism efficiently takes into account the represen-
tations of the positional relationships or distances among elements within a
sequence (Shaw, Uszkoreit, & Vaswani, 2018).

implemented for both. As an additional condition, we want to
use already existing, user-generated data as the input for these
steps, as they can be an excellent source to identify service
quality-related issues (e.g., 41).

The first step, the Extraction of SQ-related Content, could
be implemented using content analysis [27] or traditional
NLP models [42]. Alternatively, LLMs are able to cate-
gorize text into predefined categories or classes [34]. This
can be done by providing some examples for specific cate-
gories [43]. The potential of such an approach, also based
on UGC, has, for example, been previously demonstrated
by Alexander et al. [44] in the context of healthcare service
feedback.

For the second step, we want to assess whether customers
were satisfied with the aspects of service quality mentioned
in the input data based on the results of step 1. For this pur-
pose, we are interested in the potential of sentiment analysis
to be implemented using LLMs. Sentiment analysis deals
with assessing affective responses (e.g., positive or negative)
through text analysis, which can be of great potential value in
the context of the large amounts of UGC created online [45],
[46]. Extracting this kind of polarity from text has also been
demonstrated to be possible in principle using LLMs by
previous research [34], [47]. As there is initial evidence for
the usefulness of LLMs, we also want to demonstrate their
practicality for this purpose. We, therefore, use UGC to more
closely reflect the already available data to many compa-
nies to assess their service quality. In addition, we also use
cross-lingual data to reflect the potential international origin
of the customer base of many companies. LLMs are also
helpful in this specific context, as they can undergo training
on datasets containing multiple languages, enabling them to
classify text across various linguistic contexts [48]. The par-
ticular linguistic context we are investigating here, in addition
to English, is a Middle Eastern language, namely Persian,
as most of the literature in the context of NLP has so far
focused on Western languages, and there is limited research
on their application in middle eastern languages [49], [50].

III. RESEARCH METHODOLOGY
To assess the suitability of an LLM for SQ assessment,
we extracted and analyzed SQ-related comments directly
fromUGC. Traditionally, text mining processes for extracting
and analyzing comments consist of a multi-step approach.
Regardless of the specific task, the data preparation first
involves a tokenization process, where the entire document
is divided into words, and stop words are removed using var-
ious libraries. Additionally, stemming is employed, typically
transforming verbs into their roots. Finally, there is a step
involving themodification of the part of speech [51].Whereas
the new generation of text mining libraries has automated
the process, these generic methods often present numerous
difficulties and may inadvertently remove meaningful parts
of the text. On the other hand, using pre-trained LLMs can
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FIGURE 1. Steps in text mining – overview.

ease this process [52]. The steps leading to this objective are
illustrated in Figure 1.

A. USE CASE DEFINITION AND PREPARATION OF THE
DATASET
We gathered two datasets to demonstrate the suitability of
LLMs for SQ assessment, including customer reviews of
mobile apps, with Dataset 1 being in English and Dataset
2 being in Persian. Dataset 1 is available on Kaggle,2

includes more than 12,000 reviews of mobile apps drawn
from Google’s Playstore. Dataset 2 includes more than
8,000 reviews of the mobile app of an Iranian supermarket
(OKALA) andmore than 1,000 reviews of the app for the cus-
tomer club of the same supermarket (OK Club). The reviews
were gathered from cafebazaar.ir, which is Iran’s most pop-
ular website for rating Android apps (see Figure 2 For an
example of the web interface). This dataset was acquired
in February 2022 and covers reviews from April 2019 to
February 2022. The reviews obtained had a maximum length
of 300 characters (due to a length limitation of the website
the reviews were gathered from).

Both datasets include ID, username, comment, star rating,
and date. The comment could vary from a space char-
acter to a full text, including emojis and other graphical
elements.

In the initial cleaning stage, we removed comments
containing no text. Using state-of-the-art LLM, further
data preprocessing is not needed as the model itself
can eliminate unrelated textual data. In addition, retain-
ing emojis and other non-textual elements can also be
retained and might even help to reveal the sentiment
of the writer.

B. MODEL SELECTION
We selected a range of LLMs andmore traditional NLPmeth-
ods to evaluate the usefulness of LLMs for SQ assessment.
For LLMs, we opted to use ChatGPT 3.5 by OpenAI [53]
as it is the most recent freely available version of this tool,
which has previously been shown to have a beneficial impact
on organizational performance [5].We also included a current
competitor to compare our results and explore the potential of
LLMs beyond ChatGPT.

We selected Claude 3 by AI Unicron Anthropic, whose
developers claim it can outperform OpenAI’s LLM [54]. The
Claude series is a group of LLMs using generative pre-trained
transformer (GPT) architectures. Initiated in March 2023 and
further expanded with Claude 3 in March 2024, this series

2https://www.kaggle.com/datasets/prakharrathi25/google-play-store-
reviews

FIGURE 2. Cafebazaar website.

introduces capabilities for analyzing text and visual data [55].
We chose to use these already trained models (over models
specifically trained for a determined purpose such as senti-
ment analysis in our case), to assess further how LLMs can
be used in a practical scenario (e.g., by domain experts in
organizations who want to augment their work using Chat-
GPT’s capabilities). In addition, the APIs for these LLMs
are compatible with widely used programming languages like
Python, further simplifying their accessibility.

To have a further comparison of the results that can be
created using the two selected LLMs, we also applied some
more traditional text processing models. For this purpose,
we applied three additional models to the second step in
our methodology (Sentiment Analysis). We applied TextBlob,
a Python library for natural language processing tasks [56],
which uses the Naive Bayes classifier and probabilistic mod-
els [57]. VADER(Valence Aware Dictionary and sEntiment
Reasoner), a rule-based sentiment analysis tool designed
specifically for analyzing sentiment in text using the Lexicon
approach [58], and Transformers, a type of deep learning
model processing, which utilizes attention mechanisms to
capture relationships between words in a sequence [59].

C. PROMPT DEFINITION
Choosing the right prompt for an LLM is critical, as it directly
impacts the quality of the model’s responses. To ensure the
efficacy of the prompt, we conducted tests with various
prompts tailored to each specific use case (i.e., identifica-
tion of SQ-related content and sentiment of the review).
Our approach involved drawing examples from Zhang et
al. [60], adhering to the OpenAI API [61] guideline, and
emphasizing the formulation of clear and straightforward
prompts.

Our prompts consist of two distinct components. The first
part is the command or query used to interact with the model
and elicit a response. In specific use cases, such as categoriz-
ing comments and performing sentiment analysis, the second
part involves the data the model needs to process to generate
the desired outcome. This data is transformed into a JSON
string. We provide an example of such an interaction below:
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Here are customer reviews for an Iranian Omnichannel
retailer in the given json string. Based on the review answer
following questions in English.
In one word what type of service quality dimension has

been mentioned in the text?
What is the sentiment of the text based on these three

classes: positive, neutral, or negative?
Print your result in a json string including ‘ReviewId’,

‘Channel’, ‘Service_Quality_Dimension’, ‘Main_Concern’,
‘Sentiment’, ‘Satisfaction_Source’. Just print a json string
nothing else.

Our process starts by reading reviews from an Excel file
into a Pandas dataframe. We then use a crafted prompt
to instruct Claude and ChatGPT to categorize the feed-
back. Through Python, we orchestrate batch requests to the
Anthropic and OpenAI APIs, sending groups of 10 reviews
at a time and receiving insights in JSON format. This
systematic approach enables efficient processing and aggre-
gation of data, highlighting the integration of cutting-edge AI
with practical data analysis techniques to extract actionable
insights from textual feedback.

The sentiment analysis process with the three selected
traditional models starts with importing the necessary Python
libraries and modules. In our case, we have utilized the
Natural Language Toolkit (NLTK), specifically the VADER
sentiment analysis tool, TextBlob, and Pandas for handling
data operations. For VADER, the ‘vader_lexicon’ has been
downloaded to access sentiment based on lexical features.
The CSVfile has been imported into Python; this file contains
the text data (reviews or comments) to be analyzed. Initial-
izing the Sentiment Analyzer involves creating an instance
of SentimentIntensityAnalyzer. This tool computes sentiment
scores for the text data based on the intensity of both positive
and negative words. The compound score is then used to
classify the overall sentiment as ‘positive,’ ’negative,’ or ‘neu-
tral.’ The sentiment classification and the compound score are
stored in new columns within the DataFrame by splitting the
returned tuple from the function into two separate columns.
Sentiment analysis with Transformers differs slightly as it
involves utilizing the ‘pipeline’ and ‘DistilBertTokenizer’
from the Transformers library to handle sentiment analysis
and tokenization. The process begins by setting up the sen-
timent analysis pipeline using the ‘pipeline’ function from
the Transformers library, which is specifically designed for
sentiment analysis tasks. Then, the ‘DistilBertTokenizer’ is

FIGURE 3. The most common SQ dimension extracted by ChatGPT
(dataset 1).

loaded to handle text preprocessing. This involves a function
called ‘analyze_sentiment_transformers’ that takes a string of
text as input. Within this function, the tokenizer is used to
prepare the text for the model by truncating it to a maximum
length (512 tokens in this case) and converting it to the format
required by the model. After preprocessing, the text is passed
to the sentiment analysis pipeline to predict the sentiment and
corresponding confidence score.

D. EVALUATION
We finally put in place routines to assess the quality of the
output that is created by the employed LLMs and the more
traditional text processing models to ensure the reliability of
the created results, before their actual content is interpreted
and compared in more detail.

For the first step (Extraction of SQ-related content),
we assessed the type of SQ dimension extracted by the
employed methods. This was first done on the complete set
of samples for both datasets to see what the result would
look like if the LLMs were used without further guidance.
Then, a subsample of reviews was randomly drawn from
both datasets (the Persian reviews drawn were translated to
English) and assessed by human reviewers based on a given
set of dimensions (detailed in the RESULTS Section). Two
researchers independently assessed the reviews, and to avoid
personal bias, only instances where both reviewers agreed
on the identified SQ dimension have been taken into con-
sideration. This was done until a sample of 450 reviews was
reached, of which 87 were subsequently excluded because
both reviewers agreed that they were not related to SQ, which
resulted in a final sample of 363 reviews. These reviews were
then used to assess how reliably both LLMs could assess
whether a review was related to SQ and which dimension of
SQ it was mainly related to.

For the second step (Sentiment analysis), the same
sub-sample of reviews related to SQ (n = 363) was used
and its sentiment (negative, neutral, positive) was assessed by
the two same researchers. The resulting groundtruth sample
(based on human judgment) was then used to assess the
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FIGURE 4. The most common SQ dimension extracted by Claude 3
(dataset 1).

FIGURE 5. The most common SQ dimension extracted by ChatGPT
(dataset 2).

interrater agreement of each text mining method with human
raters based on Cohen’s Kappa [62], [63].

IV. RESULTS
A. EXTRACTION OF SQ-RELATED CONTENT
For dataset 1, running the prompt ‘‘In one word, what type
of service quality dimension has been mentioned in the
text?’’ resulted in 171 different outcomes from ChatGPT
and 148 different outcomes from Claude 3. In the case of
ChatGPT, the 15 most common outcomes (i.e., applied to
at least 1% of the reviews each) covered roughly 60% of
the cases (see Figure 3), whereas for Claude 3, the ten most
common outcomes (i.e., applied to at least 1% of the reviews
each) covered more than 80% of the cases (see Figure 4). For
this dataset, only around 7% of cases were not classified by
ChatGPT (i.e., resulting in ‘‘N/A’’).

For dataset 2, running the prompt ‘‘In one word, what
type of service quality dimension has been mentioned in
the text?’’ resulted in 580 different outcomes from ChatGPT
and 338 different outcomes from Claude 3. In the case of
ChatGPT, the 13 most common outcomes (i.e., applied to
at least 1% of the reviews each) covered more than 60% of
the cases (see Figure 5), whereas for Claude 3, the 16 most
common outcomes (i.e., applied to at least 1% of the reviews
each) covered more than 70% of the cases (see Figure 6). The
results differ substantially in some regards, including a high

FIGURE 6. The most common SQ dimension extracted by Claude 3
(dataset 2).

level of reviews that could not be classified into SQ dimen-
sions by ChatGPT (i.e., ‘‘N/A’’ the most common outcome
with 19.28% of all cases) compared to just under 1% of such
cases for Claude 3.

Further observations can be made regarding the content
and phrasing of the dimensions provided by both LLMs.
In contrast, many comments have been correctly classified
into well-known service quality dimensions, and numerous
others have been categorized into AI-generated groups with-
out any contextual background (e.g., ‘‘decoration’’ rather
than ‘‘physical aspects’’ or ‘‘speed’’ instead of ‘‘reliability’’).
Similarly, although we have asked the AI to provide a sum-
mary of the service quality in one word, in some mixed
cases, Claude 3 extracted a combination of dimensions, for
instance, ‘‘You made your goods more expensive. Also, the
cost of its transportation. The quality of the meat is also good.
He did not bring me a kilo of beans, you did not follow up at
all’’ Claude 3 extracted [Product Quality, Pricing, Customer
Service]. The comparison table is provided in APPENDIX B.
Aside from these more qualitative observations that can

give us an initial overview of the types of outputs the LLMs
can provide, we also tried to compare their results more
systematically. For this purpose, we inspected a sub-sample
of n = 363 reviews (as mentioned in EVALUATION section)
and the dimensions that were assigned to them by both LLMs.
First, though, we also looked at the 87 reviews that had
to be removed initially as they were unrelated to SQ. The
goal was to identify which of the different strategies by both
LLMs regarding handling non-SQ-related content was more
accurate. ChatGPT assigned a ‘‘N/A’’ label to a larger portion
of reviews (e.g., 22% in dataset 1). At the same time, Claude
barely uses this approach and instead assigns a label to almost
every review. For instance, for those that we could not allocate
any SQ, the outcome of LLMs is shown in TABLE 1 For the
Persian Dataset.

We then investigated whether the resulting dimensions
show a fit with prominent theoretical models of SQ and can,
therefore, be compared to the outputs generated by more
environment standardized methods such as questionnaires.
To find appropriate theoretical SQ dimensions, we referred
to the sources discussed in the SERVICE QUALITY (SQ)
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TABLE 1. Undefinable SQ sample.

ASSESSMENT section and found that the CALSUPER
model [19] fits closest to the more specific case of super-
market retail that is represented by our second dataset. The
dimensions included in this model are physical aspects,
which refer to the physical aspects of the service environ-
ment, facilities, and equipment; reliability, which refers to
the ability to deliver promised services dependably, accu-
rately, and consistently; personal interaction, which refers to
the direct communication and engagement between service
providers and customers throughout the service delivery; and
policies, which refers to the consistency and fairness of a
service provider’s rules, regulations, and procedures. As the
supermarket represented in dataset 2 offers a mobile app and
mobile loyalty app, some application-related comments could
not be allocated to any other dimension. In response, we have
added a new dimension called online service. We also created
an ‘overall service’ dimension to capture comments where
the customer mentioned the service in general terms without
specifying any particular aspects of it and simply expressed a
positive or negative opinion.

To assess the similarity between the outcomes generated
by the LLMs and those found in the literature, we utilized
the Jaccard Similarity test [64], represented by formula 1.
Here, the greater extent of dimensions generated based on
dataset 2 (580 for ChatGPT and 338 for Claude 3 – see also
the Supplementary Material for a full list of all dimensions
created by both LLMs for both datasets) was used as the input
and compared to the dimensions of the chosen theoretical
model. The similarity result is less than two percent for
both methods, indicating a significant difference between the
initial outcomes of ChatGPT and the literature.

J (A,B) =
|A ∩ B|

|A ∪ B|
(1)

In the next step, we abstracted the dimensions that can be
mapped to more general theoretical models of SQ. For this
purpose, we had to allocate the outcomes of the LLMs to
the SQ, as mentioned above dimensions. Two independent
researchers did This allocation manually and assigned the
outputs for dataset 2 generated by both LLMs to the cho-
sen theoretical SQ dimensions. In different evaluations, the
results were discussed until a consensus was reached. Exem-
plary phrases used by the two LLMs for each SQ dimension
are presented in TABLE 2.

TABLE 2. Common phrases used by LLMS for each SQ dimension.

This mapping was then used to analyze the SQ dimen-
sions that were assigned to each of the previously labeled
363 reviews. The resulting distribution of the mentioned SQ
dimensions is shown in Figure 7. Based on this mapping and
the comparison with the labels of human raters, we find that
76% of reviews have dimensions classified correctly by Chat-
GPT. In comparison, Claude 3 could identify dimensions with
68% accuracy. In this context, we observed some differences
that are related to short comments where Claude 3 assigns
theOverall Service dimension, which is not absolutely wrong
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FIGURE 7. Service quality dimension allocation.

but may not add significant value. A further comparison
of the distribution of the assigned dimensions based on the
results depicted in Figure 7 Using the Kolmogorov-Smirnov
(KS) does not show any significant difference (P = 0.93),
which does not indicate any further more obvious system-
atic differences in the results provided by both LLMs at
this point.

B. SENTIMENT ANALYSIS
For the second step in our analysis, we again used the
previously mentioned sub-sample of 363 reviews that deal
with SQ, which have also been rated for their sentiment
(negative, neutral, positive) by two independent researchers.
In case of differing views, the results were again discussed
until a consensus was reached. In addition to the two LLMs,
we included the results of three sentiment analysis methods:
TextBlob [56], VADER [58], and a neural network-based
approach using transformers provided via the Hugging Face
libraries [59]. The first drawback of these libraries was
the lack of support for the Persian language. Consequently,
we had to translate the Persian language comments into
English.3 After translating all the comments, we fed the
Python script with the translated outcomes.

In the subsequent part of the prompt, the LLMs were
tasked to assess the sentiment (negative, neutral, positive) in
customer reviews for a retail store. The output of the more
traditional NLP methods and the LLMs were then compared
to the human judgments. For this, we used Cohen’s Kappa
statistic. The Cohen’s Kappa index metric shows agreement
levels between themodels’ outcomes and expert reviews [62],
[63]. In TABLE 3, the overall classifications (i.e., for all
363 reviews, independent of which dataset they belong to;
examples for reviews and their evaluation by each method
are provided in Appendix A), and the Kappa scores for
each data of each method and dataset are shown. We can
see that whereas all methods achieve a performance greater
than chance alone, the LLMs outperform the more traditional
methods.

3For this purpose, we used www.onlinedoctranslator.com/en/.

TABLE 3. Interrater agreement for human raters and text mining methods.

Only the employed Transformer came close to the per-
formance of the LLMs on the second dataset. Based on the
categorization of the strength of agreement by Landis and
Koch [62], we can add that ChatGPT achieves substantial
agreement on both datasets, and Claude 3 achieves moderate
agreement on both datasets. The remaining methods achieve
fair tomoderate agreements. A further interesting observation
that can be made is that the performance on both datasets is
roughly equivalent. Though also the Persian reviews (dataset
2) had to be translated to English for traditional models,
further adaptations were not made, and therefore, additional
differences that could stem from different cultural customs,
manners of expression, or other contextual differences did not
substantially impact the performance of employed methods.

To finally demonstrate the type of output that managers
could expect in practice from applying an LLM for the assess-
ment of SQ, we then also applied the previously generated
mapping of LLM output dimensions to theoretical SQ dimen-
sions to all reviews in dataset 2. We chose dataset 2 due to the
greater extent of dimensions created by both LLMs for this
dataset. We focused solely on the classifications by ChatGPT
as it was shown to perform better both in the extraction of
SQ dimensions (76% of correct labels compared to 68% by
Claude) and the analysis of sentiment (Kappa index of.64 on
dataset 2 compared to.57 by Claude 3). To analyze the overall
sentiment for each SQ dimension, we created a sentiment
score for each dimension, assigning a score of 1 to positive
comments, −1 to negative comments, and 0 to neutral com-
ments. The result is displayed in TABLE 4.

V. DISCUSSION
This study dealt with the question of how current LLMs
can contribute to handling large amounts of user-generated
content in the context of SQ assessment.Whereas we find that
the final result of applying such models can look comparable
to what we might expect from the application of more stan-
dardized methods like questionnaires (see TABLE 3), from a
practical point of view, we have to consider what effort was
put into this process and what utility it provides to potential
users.
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TABLE 4. Sentiment analysis for SQ dimensions based on ChatGPT and
dataset 2.

In general, we tried to apply a text mining approach that is
as generic as possible to see how the employed LLMs perform
without further specialized prompting or feedback loops to
perhaps explain and improve their results. Still, for the first
step in the SQ assessment process (i.e., dimension extraction),
arguably the more complex step, we find that the LLMs can
deal with the largely unstructured UGC that was acceptably
provided. Here, we must consider, though, that the generated
SQ dimensions may not entirely fit the expectations of human
users. Therefore, in our case, an intermediate step was needed
to map the created dimensions to SQ dimensions established
in extensive research. Yet, even the worst case that we had
to deal with (i.e., 580 outcome dimensions by ChatGPT
on dataset 2) is still substantially smaller in magnitude if
compared to the size of the original dataset (i.e., more than
9,000 reviews). Hence, a reduction in effort can be achieved.
In addition, this mapping can provide us with further infor-
mation on the important topics within each dimension (see,
for example). TABLE 2), which generates further insights
into the issues that may drive SQ-related reviews and goes
above and beyond what could be an expected output from a
standardized questionnaire.

A. EXTRACTION OF SQ-RELATED DIMENSIONS
For SQ dimension extraction specifically, we have to be
conscious of potential problems that may impact the accuracy
of the employed LLMs. As our evaluation on a sub-sample
of reviews showed, both ChatGPT, with 76%, and Claude 3,
with 68%, achieve commendable accuracy in labeling the
reviews even without providing them with a classification
system, which is in line with results in previous research [4].
Although we did not find any systematic differences between
both LLMs in terms of their overall results, there are nonethe-
less differences that will be important to practitioners. First,
it will be important for practitioners to be able to initially
assert whether reviews used for SQ assessment reference any
topics related to SQ. Therefore, the chosen method should
be able to indicate whether a review is not relevant to the
task. In this regard, the two chosen LLMs show different
approaches, with ChatGPT not classifying reviews if they
seemingly cannot be labeled with an SQ dimension, whereas
Claude 3 still gave reviews a label. Through analysis of a

sub-sample evaluated by human raters, we found that Chat-
GPT performs better in identifying non-relevant reviews, with
68% of the comments that cannot be allocated from the expert
view being identified as #N/A by it in contrast less than
around 5% of them have been allocated correctly by Claude
3 and near 50% of them have been assigned to Overall service
correctly.

Second, though we tried to somewhat force the assignment
of a specific label by purposefully prompting the LLMs
to assign only one SQ dimension to each review, which
ChatGPT adhered to, consumer reviews can simultaneously
address more than one SQ-related issue. Accordingly, rather
than using the closest fitting SQ dimension as a label, which
was the strategy chosen by ChatGPT, Claude 3 resorted to
creating labels that combined multiple dimensions, reflecting
the ambiguity of the multitude of topics potentially contained
in one review. Here, it depends on the use case and further
processing of the results, which approach practitioners should
prefer. Whereas the approach chosen by ChatGPT allows
for faster data processing, as one label can be assumed for
each review, the approach by Claude 3 may closer reflect the
actual content of a review if multiple topics are addressed
frequently within consumer reviews. In their current state,
though, ChatGPT still performed slightly better in identifying
the best fitting SQ dimension (76% compared to 68% by
Claude 3) if that is the approach to be chosen by practitioners.

B. SENTIMENT ANALYSIS
When identifying the sentiment expressed in a review, both
LLMs substantially outperformed all the employed more tra-
ditional NLP methods, both on a dataset initially in English
and one originally in Persian. In particular, ChatGPT showed
substantial agreement with two human raters who had evalu-
ated a subset of reviews to create a ground truth against which
the performance of the models could be compared. This
finding aligns with other recent studies, such as Fatouros et al.
[47] or Leippold [40], which also argued that LLMs show
reliable performance on standardized text analysis tasks such
as sentiment analysis. An additional observation that can be
made if the results of this task are compared to the results of
the previous task is that when labels are already provided.
Hence, the task is further limited in its scope (i.e., in the
first task, the LLMs not only had to assign a label for an
SQ dimension but also come up with the dimensions on their
own), the expected performance can already be satisfactory
without the need for any intermediate steps (e.g., the mapping
we implemented to fit the generated SQ dimensions into a
theoretical model).

Overall, the results are intriguing and have potential utility
in the business domain. However, out of the box, that is,
without further specific training and adaptations of the model
to a given task, there is still a need for human supervision.
For example, consider that both LLMs labeled a review that
contained the phrase ‘‘Dan Birthday Oct 28’’ with the SQ
dimension Reliability. As it is not apparent what led to this
label, further inquiries of the LLM are needed to extract
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the reasoning behind it. In turn, potential adaptations of the
prompting scheme might be needed to enhance the accuracy
of the SQ assessment. Hence, whereas we can conclude that
LLMs can undoubtedly help to streamline the process of
SQ assessment, in particular, if we want to make use of the
enormous extent of UGC that is now available, further tuning
is needed to turn a publicly available LLM into a reliable
means to automate a greater extent of this process.

C. LIMITATIONS AND FURTHER RESEARCH
As we tried to apply an approach to SQ assessment that is not
specific to a given dataset or a theoretical model, we exhibited
limitations in the resulting accuracies that could potentially
be overcome with further adaptations of the methodology.
For example, mentioned by Alexander et al. [44], incorpo-
rating domain knowledge into text mining approaches is an
important step to ensure their quality. In the case of the
specific tasks covered as part of this study, domain knowl-
edge could, for example, be used to construct the set of SQ
dimensions that the LLM subsequently uses to label reviews
or, if practitioners want not to restrict themselves to just a
set of dimensions, domain knowledge could play a role when
constructing a mapping that is then provided to the LLM
again to reanalyze the data. In addition, further prompting
could be used to explore the reasoning behind the assignment
of a label (e.g., which word combinations most strongly
influenced the assignment), which could also provide the
domain experts with further insights into topics that might
also be important for a specific SQ dimension outside of
what they might have considered. As the study reported here
was supposed to be an initial test of the utility of LLMs for
SQ assessment with potentially as few adaptations made by
practitioners as possible, as they might not be familiar with
the mechanisms behind an LLM, such further adaptations of
the prompting approach, in particular, are subject for future
research (e.g., refer to Han et al. [65] for an approach to
sentiment analysis with ChatGPT that provides even better
accuracy than the simple approach reported here).

Aside from the methodology employed by the user of an
LLM, it should also be noted that we employed widely avail-
able, multi-purpose LLMs that may not be ideally suited for
each task in this study. For example, Rostami et al. [66] report
on the development of the model for information extraction
specifically suited for Persian and English datasets, which
might exhibit better accuracies in the specific use cases that
were the basis for this study or consider Wei et al. [67] who
created a system based on ChatGPT that could also provide
better accuracies on information extraction tasks than a basic
version of ChatGPT.

VI. CONCLUSION
The widespread introduction of LLMs has marked a fun-
damental paradigm shift in data preprocessing and coding
procedures. Now, with prompt management, individuals can
efficiently execute models quickly. Embracing this change
can positively impact management’s overall quality of data

TABLE 5. Example of review sentiment.

99764 VOLUME 12, 2024



T. Falatouri et al.: Harnessing the Power of LLMs for Service Quality Assessment From User-Generated Content

TABLE 6. Dimension comparison.

utilization. We have investigated the capability of Large
Language Models for a real-world business application,
specifically focusing on tasks like topic modeling and senti-
ment analysis in the context of SQ assessment. Our choice of
LLMswas ChatGPT and Claude 3, a cutting-edgemodel built
on the transformer architecture. Upon evaluating the LLMs’
performance, our findings indicate they can attain commend-
able accuracy and quality, showcasing their practicality and
adaptability for real-world data applications. Additionally,
our study illustrates that ChatGPT exhibits proficiency in

managing diverse languages and data formats, including
Persian.

APPENDIX A
SAMPLE OF SENTIMENT ANALYSIS RESULTS
See Table 5.

APPENDIX B
MOST COMMON DIMENSION COMPARISON
See Table 6.
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