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ABSTRACT The continuous-time linear equalizer (CTLE) is a key component in receivers for improving
the achievable bit error rate. Available CTLE background adaptation methods are limited to adjusting a
single parameter, such as the source resistance or capacitance. In contrast, this paper presents a background
adaptation method capable of concurrently finding near-optimal source resistance and capacitance values
for multiple CTLE configurations in baud rate communication. Moreover, this paper presents a sequential
method for adjusting both short and long-tail CTLE parameters, ensuring effective system control. The
multiple loop interactions are considered with recent DSP-based receivers main building blocks, such as
the clock and data recovery (CDR) and automatic gain control (AGC). A relatively simple logic based on
inter-symbol interference (ISI) taps is employed, similar to conventional Mueller-Muller methods, which
does not impose significant hardware overhead compared to previous publications. Simulations using real
channel models demonstrate the proposed adaptation’s performance across a wide range of insertion loss
channels and various modulations.

INDEX TERMS Adaptation, equalization, linear equalizer, receiver, digital signal processing.

I. INTRODUCTION
Data-intensive applications are becoming more prevalent
with the continuous advancement of state-of-the-art tech-
nologies, such as artificial intelligence, big data analytics
and cloud computing. A 224Gb/s per-lane transceiver has
already been published [1], [2], and the per-lane data rate
trend indicates a doubling every 3-4 years in wireline
applications [1]. In contrast, communication interfaces must
support legacy channels to avoid expensive infrastructure
upgrades, which may suffer from significant insertion loss
(IL) and cross-talk interference [3].
Fig. 1(a) shows the channel response along with the

near-end crosstalk (NEXT) and far-end crosstalk (FEXT) of
a backplane channel [4] where, at 40 GHz, NEXT crosstalk
surpasses the through port, causing unreliable communica-
tion. Increasing pulse-amplitude modulation (PAM) orders
can reduce the required bandwidth for the same data rates,
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avoiding low signal-to-noise ratio (SNR) frequency regions.
For instance, by looking into Fig. 1(a), it could be better
to have a PAM-4 signal with 25 GHz bandwidth rather
than a PAM-2 signal with 50 GHz bandwidth to avoid
the negative SNR region. However, higher PAM orders
also elevate the inter-symbol interference (ISI) correction
requirements. The analog-to-digital converter based on a
digital signal processor (ADC-DSP-based) receivers have
been preferred for high-loss, high-data-rate setups due to
their flexibility, technology scaling, and robustness against
process, voltage, and temperature variations (PVT) [1], [3],
[5], [6], [7]. Nevertheless, an analog receiver has been
published for a comparable target [8]. Fig. 1(b) depicts a
block diagram of a typical ADC-DSP-based receiver for baud
rate systems, incorporating clock-to-data recovery (CDR),
continuous-time linear equalizer (CTLE), automatic gain
control (AGC), feed-forward equalizer (FFE), and decision
feedback equalizer (DFE) adaptation loops. Moreover, the
employment of an additional CTLE for long-tail ISI (also
denoted as mid-CTLE in this paper) is becoming popular [6],
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FIGURE 1. (a) Frequency response of a backplane channel [9] through port, far-end crosstalk (FEXT) and near-end crosstalk (NEXT). The standard
required ADC SNR for a PAM-4 receiver is also highlighted along with the negative SNR region and the CTLE equalization task to recover the input
high-frequency magnitude before the ADC noise is added. (b) The main building blocks of an ADC-DSP-based receiver. A channel delivers a signal to the
receiver termination, high-CTLE, mid-CTLE and AGC in the analog domain and the TI-ADC samples it in the mixed domain. In this paper, the short and
long-tail CTLEs are denoted as high-CTLE and mid-CTLE, respectively. Furthermore, the signal is digitally processed by the FFE, DFE and CDR in the digital
domain. The processed samples are used for the adaptation of all the main building blocks in the receiver.

[14], [15]. The standard CTLE with frequency peaking at
the Nyquist frequency (half of the sampling frequency)
is denoted as high-CTLE in this paper. The mixed-style
scheme in Fig. 1(b) employs equalization in both analog
and digital domains. Fig. 1(a) also shows the SNR line for
a 5 effective number of bits (ENOB) ADC, the standard
resolution for recent ADC-DSP-based PAM-4 receivers [16],
[17]. The CTLE mitigates ISI, reducing the impact of
ADC quantization and thermal noise boosted by the FFE.
Designing a high ENOB ADC at very high frequencies
is challenging due to jitter and linearity limitations [17],
[18], [19]. Additionally, the CTLE plays a crucial role in
optimizing the CDR by improving the gain-to-noise ratio
(KNR) and jitter tolerance (JTOL) [20].
There are a few published methods for the CTLE

adaptation. Fig. 2 illustrates good representatives of available
CTLE techniques [10], [11], [12], [13], [21]. In [10], a CTLE
adaptation method is presented where low-pass and high-pass
filters compare the low and high-frequency magnitudes of
the input signal to detect the equalization amount as shown
in Fig. 2(a). However, the implementation of filters adds
parasitics at the input path which may limit the achievable
bandwidth. In [21], a similar concept is presented. Moreover,
the comparison of low and high-frequency magnitudes
supplies only one degree of freedom for adaptation control.
In [11], a CTLE adaptation method is presented where
the eye transition statistics are measured to estimate the
equalization amount. The optimum code is considered to
be found when the transition samples standard deviation is
minimized as shown in Fig. 2(b). The main drawback lies
in the need for over-sampling (not baud rate) to extract the
eye transition statistics. Likewise, the single error information
limits the calibration degree of freedom as it only tunes the
source resistance. In [12], a sign-sign least-mean-squares
(SSLMS) is employed to minimize the sum of the post-taps
f4 and f5 as shown in Fig. 2(c). The considered taps for
minimization are based on the DFE correction capability over
the channel characteristics and this adaptation only controls

FIGURE 2. Representative methods of available CTLE adaptation
techniques. (a) Comparison of low and high-frequency magnitudes using
filters and integrators [10], (b) Measurement of eye edge transitions
standard deviation through signal transition oversampling [11],
(c) Minimization of the sum of f4 and f5 post-taps using SSLMS
adaptation [12] and (d) Genetic algorithm with a fitness function based
on eye-opening [13].

the CTLE source resistance. In [13], a complete receiver
front-end adaptation is presented which calibrates multiple
parameters through a genetic algorithm by taking the receiver
eye-opening as the error function as shown in Fig. 2(d). The
genetic algorithm is beneficial to find a good solution to the
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FIGURE 3. Block diagram representation of the receiver main adaptation
loops and data path.

complicated multi-parameter problem. However, the genetic
algorithm may be unreliable for background calibration
during some error function checking points as it needs to visit
many solutions far from optimal.

This paper proposes a multiple CTLE background cali-
bration that can concurrently tune the source resistance and
capacitance of short and long-tail CTLEs. The proposed
method is ADC-DSP-based receiver-friendly as it utilizes
multiple ISI tap estimations. Therefore, multiple calibration
degrees of freedom can be achieved. The error estimation
hardware has a similar logic to conventional Mueller-Muller
adaptation methods. Hence, the hardware complexity is
greatly alleviated as in [12]. The developed method considers
the interaction with multiple receiver building blocks such as
AGC and CDR. In consequence, the proposed work paves the
way to fully background adaptive receivers in state-of-the-art
interfaces.

Section II presents the system model utilized throughout
the paper with brief descriptions of the receiver’s main
building blocks. Likewise, Section II discusses the noise
interaction between the CTLE, ADC and FFE. Section III
presents the proposed adaptation algorithm for CTLEs and
analyzes the multiloop interaction with the other receiver’s
main building blocks. A custom logic is proposed to solve the
control problem between two CTLEs. Moreover, Section III
presents an intuitive analogy for the proposed adaptation
algorithm. Section IV validates the proposed work by
showing numerical results with a wide range of real channel
models. Finally, Section V concludes this article.

II. SYSTEM MODEL
Fig. 3 shows a simplified model of the receiver depicted
in Fig. 1(b) along with a detailed illustration of the
adaptation loops commonly employed by the state-of-the-art

publications [12], [22], [23], [24]. The received signal can be
represented as [25]

x(t) =

∞∑
k=−∞

a[k]fc(t − kT ) + mc(t), (1)

where a[k] is a random transmitted symbol, which is assumed
to be the k-th transmitted symbol, fc(t) represents the single
pulse response of the channel where f = (hc∗c) with hc being
the channel impulse response and c the linear modulator (a
unit pulse) [26] defined as c(t) = 1 for |t| < 1/2 and 0,
otherwise. T represents the symbol period. Likewise, mc(t)
is a zero-mean Gaussian noise process, representing the
diverse sources of noise such as jitter, thermal, crosstalk,
etc. In a communication without ISI, fc(t − kT ) = 0 for
all k ̸= 0. Moreover, the received signal depends on a
linear combination of the transmitted symbols a[k] and the
weighting factors fc(t − kT ). The equalized and sampled
signal can be represented as

y[n] = g[n]

(
∞∑

k=−∞

a[k]f ((n− k)T − φ[n]) + m(nT )

)
,

(2)

where g[n] is a conditioning factor representing the AGC
gain control at sample n, the f (t) is the result of the
convolution between the channel pulse response fc(t) and
the receiver CTLE controlled by the parameter Rs[n], the
φ[n] is the phase control of the CDR adaptation and the
m(t) is the simplification of all the noise sources including
quantization noise. The y[n] models the sampling of the
ADC in the receiver. Moreover, the samples pass through the
FFE/DFE for digital equalization. The structure of FFE/DFE
equalization can be viewed as a combination of finite impulse
response (FIR) and infinite impulse response (IIR) filters [24]
as

â[n] =

k=α−1∑
k=0

y[n− k]wk [n] +

k=β∑
k=1

ã[n− k ]̂fk [n]. (3)

Here, α, β, wk , and f̂k represent the FFE length, DFE length,
k-th estimated filter weight, and k-th estimated ISI tap after
FFE correction, respectively. The â denotes the equalized
received sample before the slicer decision and ã denotes
the slicer symbol decision from â. The weights of the FFE
and DFE can be updated by minimizing the cross-correlation
between the output sample and the error with

wk [n] = wk [n− 1] + µwy[n− k](ã[n] − â[n]) (4)

and

f̂k [n] = f̂k [n− 1] + µf̂ ã[n− k](ã[n] − â[n]). (5)

Here,µw andµf̂ represent the adaptation weights for the FFE
and DFE, respectively. The channel ISI taps before the FFE
can be estimated as

f̃k = E[ã[n− k]y[n]], (6)

where E[.] refers to the expectation operator.
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In Fig. 3, the AGC gain control is simplified by a
multiplication with the weight g[n]. In general, the AGC gain
can be controlled to match the channel reference levels with
the main tap (f0) magnitude [23] as

g[n] = g[n− 1] + µgã[n](ã[n] − y[n]), (7)

where ã represents the estimated symbol sequence, µg
the gain adaptation coefficient. Furthermore, the CDR is
responsible for estimating the eye center sampling position
for the ADC. The dominant approach for phase control on
baud rate receivers is the Mueller-Muller logic [22] due to
its simplicity and fast adaptation. The Mueller-Muller phase
detector (MMPD) minimizes the difference between the pre-
tap (f−1) and the post-tap (f1) as

φ[n] = φ[n− 1] + µφ(y[n]ã[n− 1] − y[n− 1]ã[n]), (8)

where φ represents the ADC sampling phase and µφ

represents the phase adaptation step. The MMPD does not
guarantee the sampling phase with the smallest ISI condi-
tions. However, theMMPD remains a highly efficient method
that can yield acceptable results. Dual-loop ADC-DSP based
receivers with independent digital equalization paths have
been proposed to achieve both effective equalization and
reduced loop latency for improved JTOL [5], [6], [20].
Alternatively, it is also possible to estimate the CDR taps
directly from the ADC output [27], [28], [29]. Fig. 3 also
shows the adaptation loop employed by [12]. The CTLE
source resistance is updated by estimating the summation of
the post-taps f̂4 and f̂5 as

Rs[n] = Rs[n− 1] + µRs
(
ã[n− 4](â[n] − ã[n])

+ ã[n− 5](â[n] − ã[n])
)
, (9)

where µRs is the adaptation step of Rs and â[n] is utilized
instead of y[n] because [12] takes into account the DFE
equalization for the update of the CTLE. In [12] there is no
FFE (α = 0) and a single tap DFE is employed (β = 1).
The update of the CTLE weight can also use the output of
the ADC directly to avoid loop interactions with the digital
equalization. The limitation of [12] lies in the control of
a single parameter (Rs) for a single CTLE in the receiver.
Furthermore, the CTLE and channel model will be discussed
in more detail.

A. CTLE MODEL
Fig. 4(a) illustrates the most common implementation of a
CTLE [5], [6], [30]. The frequency response of the CTLE can
be represented as

CTLE(s) =
gm( 1

CsRs
+ s)

Cl( 1
ClRl

+ s)( 1+gmRsCsRs
+ s)

, (10)

where Rl , Cl , Rs, Cs and gm stand for the load resistance,
load capacitance, source resistance, source capacitance and
transconductance, respectively. In Fig. 4(b), the frequency
response of the CTLE is shown by varying both Cs and Rs.
The DC gain and the amount of high-frequency peaking are

FIGURE 4. (a) A common CTLE implementation with programmable
degeneration resistance and capacitance. (b) The CTLE frequency
response when varying the source resistance and capacitance. (c) The
CTLE impulse response when varying the source resistance and
capacitance and (d) the CTLE pulse response when varying the source
resistance and capacitance.

controlled by Rs. On the other hand, Cs determines the start
of the roll-off frequency by shifting a zero-pole pair to the
left. Another CTLE tuning method involves adjusting bothCs
and Cl to alter the high-frequency power without decreasing
the DC gain [3]. Unfortunately, tuning the load capacitance
introduces parasitic overhead from the configurable scheme,
which ultimately degrades the achievable bandwidth.

The impulse response of (10) is defined as

he(t) =

gm
(
e−

t
ClRl

(
Rl −

CsRs
Cl

)
+ gmRlRse

−
gmRst+t
CsRs

)
Cl(gmRlRs + Rl) − CsRs

(11)

for t > 0. Fig. 4(c) displays the CTLE impulse response for
different values ofCs and Rs. Each obtained impulse response
is normalized by its maximummagnitude. Similarly, Fig. 4(d)
shows the CTLE pulse response, with each obtained pulse
normalized by its maximum magnitude. It is noticeable that
increasing the Rs creates a downward curvature in the pulse
response while increasing the Cs shifts the curvature to
the right. The mentioned downward resembles a negative
Gaussian shape that starts after the normalized time 1 in
Fig. 4(d) as will be discussed later. A normalized time unit can
be seen as a unit interval of the symbol period. The observed
effect between Fig. 4(c) and Fig. 4(d) are consistent with
the changes in Cs and Rs. Moreover, advanced receivers can
incorporate a second CTLE with larger Cs to address far ISI
taps from the main tap.

B. CHANNEL MODEL
The ideal representation of the channel is based on the
concept of a transmission line [32], using a specific set of
physical parameters. However, a complexity challenge arises
when dealing with practical channels that often comprise
multiple sections with distinct characteristics. To address
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FIGURE 5. Traditional backplane channel frequency responses [4] along
with the considered baud frequency throughout this paper.

FIGURE 6. Prototype backplane channel frequency responses terminated
by via [31] along with the considered baud frequency throughout this
paper.

this, alternative approaches can be considered. One approach
involves simplifying the channel model by using single-pole
pulses, Gaussian pulses, or fourth-order Bessel-Thompson
pulses [33], [34]. Another practical approach is to utilize
real-world channel models, which provide a diverse range
of options for incorporation into simulation environments.
Fig. 5 shows the frequency response of traditional backplane
channels with various insertion loss configurations [4].
The considered baud rate throughout the paper is also
shown. Likewise, Fig. 6 shows the frequency response of
prototype backplane channels with various insertion loss
configurations [31] having via terminations. These realistic
channel models enable an accurate analysis of the channels
behavior and facilitate comprehensive evaluations of the
system’s performance.

C. CTLE-ADC-FFE NOISE
The FFE amplifies the incoming noise from the input
path and the ADC quantization noise proportionally to the
ISI magnitude. In (3), the noise-dependent factors can be
discriminated as

â′[n] =

α−1∑
k=0

(me[n− k] + q[n− k])wk [k], (12)

withme and q being the CTLE shaped noise and ADC quanti-
zation noise, respectively. The noise relationship between the
CTLE, ADC and FFE is summarized by (12). There are two
main noise terms, mewk and qwk . The CTLE-shaped noise
me is amplified by the FFE weights wk in the same way as
the ADC quantization noise q. As the CTLE equalization

increases, me will become larger while wk smaller and vice
versa. Hence, the mewk product can be seen as constant.
On the other hand, if the CTLE equalization is poor, the
FFE equalization needs to be improved (increased weights
wk ), which will increase the qwk product. Therefore, the best
equalization noise scenario is when the CTLE minimizes the
input ISI asmuch as possible becausemewk can be considered
constant while the ADC quantization noise q is amplified
by the magnitude of the FFE weights in the qwk product.
In consequence, observing the ADC output directly (without
FFE/DFE) is sufficient to update the CTLE parameters for the
receiver noise optimization.

III. PROPOSED CTLE ADAPTATION
A. PROPOSED CTLE ADAPTATION INTUITION
As previously discussed in Fig. 4(d), tuning the CTLE Rs
and Cs is analogous to shaping a downward curvature in the
pulse response. Consider, a negative Gaussian-like function
to intuitively represent the CTLE downward curvature as

h′
C (t) = −Rse−(t−γCs)2/Cs , (13)

where γ is an offset factor proportional to Cs. In Fig. 4(d),
it is possible to observe that increasing Rs increases the depth
of the curvature while Cs shift and spread the curvature at the
same time. Hence, (13) is built accordingly. γCs in (13) shift
the curvature offset when Cs is changed while Cs changes the
downward curvature width. On the other hand, Rs changes
the curvature depth. All of this control behavior is targeted to
resemble the downward curvature in Fig. 4(d) when Cs and
Rs are changed. Likewise, in this analogy, γ would be defined
by the CTLE specifications. Fig. 7(a) illustrates (13) when
varying Cs and Rs with γ = 1. The equalization problem
function can also be simplified as

J (t) = e−ρt
+ h′

C (t), (14)

where J (t) denotes the error function. A decaying exponential
is added to imitate the effect of ISI and ρ is the decaying
factor. In (14), the summation operation between the decaying
exponential and the analogous CTLE response is selected
to further simplify the analysis and intuition. The decaying
exponential is only imitating the pulse response post-taps
region which is the target of the proposed adaptation.

Section II explains that the estimated main tap magnitude
(f̃0) can be used as a direction for the AGC gain control.
Likewise, the difference between the pre and post-tap (f̃1 −

f̃−1) is the well-known error function for the Mueller-Muller
phase adaptation method. Moreover, this paper proposes that
the taps information can also be used for the adaptation
of multiple CTLEs. For instance, the cancellation of two
post-taps can be represented by making J (t1) = 0 and
J (t2) = 0, where t1 and t2 are two arbitrary time positions.
The solution for Rs and Cs is given as

Rs = e−ρt1+((t1−γCs)2)/Cs (15)
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FIGURE 7. (a) The analogous function behavior when varying Rs and Cs
parameters resembling the downward curvature in Fig. 4(d) and (b) the
analogous equalization utilizing a decaying exponential to mimic ISI
effects. The pulse is equalized by zeroing J(1) and J(3).

and

Cs = (t1 + t2)/(ρ + 2γ ). (16)

Fig. 7(b) shows the analogous equalization to make J (1)
and J (3) zero by selecting a specific Rs andCs pair. Likewise,
Fig. 7(b) shows (14) when varying both Rs and Cs from
the equalized solution. The obtained results are an analogy
of the convolution between the channel pulse response and
the CTLE impulse response for a simpler observation of the
proposed adaptation operation. Hence, the presented analogy
is an intuitive means of explanation with relaxed accuracy.
The following subsections will further develop the proposed
CTLE adaptation theory considering the multiple receiver
loops and a more precise numerical analysis.

B. SINGLE CTLE ADAPTATION
The proposed adaptation of Rs and Cs for a single CTLE is
defined with a LMS logic as

Rs[n] = Rs[n− 1] + µRs (ã[n− 1](y[n] − ã[n])) (17)

and

Cs[n] = Cs[n− 1] + µCs (ã[n− 3](y[n] − ã[n])). (18)

where µCs is the adaptation step of Cs. Hence, the update of
Rs will force f̃1 to zero and the update of Cs will force f̃3 to
zero. Furthermore, the reliability of the proposed adaptation
is discussed in this subsection.

Fig. 8(a) shows the single pulse response of a single CTLE
being convolved with a traditional backplane channel [4]
having an approximate insertion loss of 24 dB at Nyquist
for multiple values of Rs and Cs. The single CTLE impulse
response is given by (11) with parameters absolute values
gm = 0.4 mS, Rl = 50� and Cl = 2mF . The parameters
are chosen to work with time units of 1 (CTLE gain peaking
at the Nyquist frequency) for simplicity and without loss of
generality. Moreover, each obtained single pulse response
is phase shifted to make the main tap f̃0 at time position 0
considering the Mueller-muller phase reference and the pulse
response is scaled to make the main tap equal to 1 as the AGC
would employ. Fig. 8(b) shows the single pulse response that
returned the smallest magnitude for the combined absolute

FIGURE 8. (a) The single pulse response of a single CTLE being convolved
with a traditional backplane channel [4] having an approximate insertion
loss of 24 dB at Nyquist for multiple values of Rs and Cs. (b) The pulse
response that returned the smallest magnitude of the combined absolute
values of f̃1 and f̃3 when the values of Rs and Cs are swept. (c) The
surfaces of f̃1 and f̃3 by varying Rs and Cs with exponential steps along
with the zero plane and a point to indicate where f̃1 and f̃3 meet and are
equal to zero. The LMS update direction of the parameters is highlighted
with arrows and an ‘‘avoid region’’ is shown where the adaptation can
lose the sense of direction. (d) The same surface plot for a prototype
backplane channel with approximately 25 dB insertion loss and (e) for a
one-pole channel.

values of f̃1 and f̃3 when the values of Rs and Cs are swept.
Furthermore, Fig. 8(c) shows the surfaces of f̃1 and f̃3 by
varying Rs and Cs with exponential steps along with the zero
plane and a point to indicate where f̃1 and f̃3 meet and are
approximately zero. The key point to observe from Fig. 8(c)
is how an LMS algorithm would behave if Rs is controlled to
make f̃1 = 0 and Cs is controlled to make f̃3 = 0. The update
sign of Rs and Cs will depend on whether f̃1 and f̃3 are above
or below the zero plane. Furthermore, Fig. 8(c) includes
arrows pointing to the update direction of the parameters for
a given Rs and Cs value pair for each surface. It is possible
to observe that the parameters would be able to find the
zero crossing location except if the parameters value pair
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enters the ‘‘avoid region’’, where the update of Cs would
wrongly change the sign of update and could continually
go in the wrong direction. The mentioned update failure
can happen if the Cs value becomes too high (above e−2

Fig. 8(c)). The analyzed behavior can be directly addressed
to a wide range of channels. For instance, Fig. 8(d) and
Fig. 8(e) plot the surfaces for a prototype backplane channel
with approximately 25 dB insertion loss and for a one-
pole channel, respectively. The exponential channel impulse
response is modeled as e−t for t > 0. The ‘‘avoid region’’
can also be explained by considering that if the Cs value
becomes too high, the downward curvature depth caused by
Rs decreases until it is not capable of zeroing the post-taps.
Such behavior can also be seen in Fig. 4(d). The simplest
way to avoid the ‘‘avoid region’’ is to limit the maximum
value of Cs based on the CTLE response. The CTLE might
not be able to equalize the near taps such as f̃1 if it is
heavily band-limited or the channel loss is greatly high. The
bandwidth limits the roll-off speed in (11) and consequently
the near taps equalization capability. The utilized taps for
CTLE update could be changed for farther taps in order to
overcome possible bandwidth limitations of the system.

The concurrent LMS update of Rs and Cs will be
numerically analyzed for further verification of the proposed
adaptation algorithm. Fig. 9(a) shows a linear version of the
4× 4 multiloop system [35] with the AGC, CTLE Rs, CTLE
Cs and CDR. The parameters Cs and Rs are initially tuned by
considering f̃1 and f̃3, respectively. Fig. 9(a) input and output
relationship can be mathematically represented as

Y1
Y2
Y3
Y4


︸ ︷︷ ︸

=


G1 φ1 Cs1 Rs1
G2 φ2 Cs2 Rs2
G3 φ3 Cs3 Rs3
G4 φ4 Cs4 Rs4


︸ ︷︷ ︸


U1
U2
U3
U4


︸ ︷︷ ︸

, (19)

Y K U

where Gi is the AGC open loop transfer function from the
manipulated variableUi to the controlled variable Yi. Because
there are four controlled variables and four manipulated
variables, sixteen process transfer functions are necessary to
completely characterize the system dynamics. Csi, Rsi and
φi represent the CTLE Cs, CTLE Rs and Mueller-Muller
open loop transfer functions, respectively. Likewise, Gci and
Ei are the i-th controller transfer function and output error,
respectively. In Fig. 9(a), the input and output are paired for
the AGC gain control G (U1) and f̃0 (Y1), the Mueller-Muller
phase control φ (U2) and f̃1 − f̃−1 (Y2), the CTLE source
capacitance control Cs (U3) and f̃1 (Y3) and the CTLE
source resistance control Rs (U4) and f̃3 (Y4). Note that the
input and output pair for the CTLE source resistance and
capacitance are chosen arbitrarily at first. In the multi-loop
system, it is desirable to obtain quantitative information about
the loops interaction and the input and output pairs for best
controllability. For example, it is desirable to know if it would
be better to control f̃3 withCs and vice-versa. In [35] and [36],
Bristol’s Relative Gain Array (RGA) method is described for

the analysis of multivariate control problems. The method
only requires the steady-state gain matrix of the system K .
In (19) K can be obtained by taking the steady-state gain of
the open loop transfer functions.Gi is directly obtained, while
φi, Csi and Rsi are non-linear systems. Consequently, the
steady-state gain of the multiple non-linear transfer functions
can be acquired by taking the derivative at the steady-state
condition of the system. Fig. 9(b) shows the pulse response
of a 41dB loss at the Nyquist channel [4]. Moreover, the pulse
response is equalized to make f̃0 = 1 and make the remaining
errors f̃1 − f̃−1, f̃1 and f̃3 equal to zero by tuning the AGC,
CDR and CTLE parameters presented in Fig. 9(a). Fig. 9(b)
shows the pulse responses and taps obtained by varying Cs,
Rs and φ. The steady-state gains are obtained by numerically
checking the variation of the taps when changing the input
parameters. For instance, the steady-state gain of the MMPD
φ2 = K2,2 can be obtained as [20]

K2,2 =
1(f̃1 − f̃−1)

1φ
, (20)

with 1 being a small variation applied numerically. The
complete steady-gain matrix for the above pulse response is
configured as

K =


1 0.44 −0.01 0.03
0 1.10 −0.05 0.13
0 0.32 −0.03 0.11
0 −0.01 0.06 0.05

 . (21)

The relative gainmatrix can be calculated by λ = K⊙(K−1)T

where ⊙ stands for the element-wise multiplication. The
calculated relative gain matrix is presented as

λ1 =

U1(G) U2(φ) U3(Cs) U4(Rs)


Y1(f̃0) 1 0 0 0
Y2(f̃φ) 0 1.56 −0.14 −0.42
Y3(f̃1) 0 −0.06 0.33 1.22
Y4(f̃3) 0 0 0.81 0.19

,

(22)

where f̃φ = f̃1 − f̃−1. The above matrix rows are labeled
with their respective outputs while the columns are labeled
with their respective inputs. The relative gain matrix λ can
give a measure of process interactions and a recommendation
for the most effective pairing of controlled and manipulated
variables [35]. The advantage of λ is that it is not affected
by the scaling of the variables since it is a relative matrix
and each row and each column sum to one. Therefore, it can
capture the essence of the process. In short, as a value in the
relative gainmatrix λi,j reaches zero, the relationship between
the input-output pair of that row-column becomes weaker,
with it being completely independent if it reaches zero. On the
other hand, if the lambda value is too high, the interaction
of that input to other outputs is severe which degrades the
controllability of the multiple-input multiple-output (MIMO)
system. Hence, the ideal control condition is when a row
has a single λi,j = 1 which implies that closing the other
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loops does not affect the current input-output relationship.
The RGA method recommends pairing the controlled and
manipulated variables so that corresponding relative gains
are positive and as close to one as possible. Consequently,
in (22), Y1 should be paired with U1 and Y2 with U2 as
expected. However, the RGA recommends that Y3 be paired
with U4 instead of U3 and Y4 be paired with U3 instead of
U4. Thus, the proposed CTLE adaptation method for a single
CTLE considers the pairs Y3−U4 and Y4−U3 for the update
of f̃1 and f̃3 taps. The change of input and output pairs can
be accomplished by changing the output errors as illustrated
in Fig. 9(a). In (22), the paired values are close to one.
Hence, the input and output pairs have a significant degree of
independence. Performing the same analysis considering the
taps f̃2 and f̃3 forRs andCs, respectively returns lambda values
closer to one (better control) but the equalization performance
(remaining ISI) is worse when verified through simulations.
One should note that the RGA analysis developed here is
related to the convergence behavior of the parameters and
not directly related to the final ISI cancelation result. Various
methods for the stability analysis of multiloop systems are
presented in [35]. The current loops stability problem can be
treated as single-loop systems since they have a good level
of independence. In addition, the dynamic behavior of the
system is verified with numerical simulations in Section IV.

C. MULTIPLE CTLE ADAPTATION
The presented adaptation theory can be expanded to the case
of two CTLEs as illustrated in Fig. 1(b). Thus, a 6×6 MIMO
system relative gainmatrix can be constructed by looking into
the pulse response of Fig. 9(b) utilizing two CTLEs with the
relative gain matrix as

λ2 =

(G) (φ) (RH ) (CH ) (RM ) (CM )



(f̃0) 1 0 0 0 0 0
(f̃φ) 0 1.98 2.39 −0.21 −2.11 −1.05
(f̃1) 0 −0.99 −6.56 0.27 5.31 2.98
(f̃3) 0 −0.04 18.88 0.95 −26.01 7.22
(f̃4) 0 0.06 −37.94 2.30 62.17 −25.59
(f̃5) 0 −0.01 24.23 −2.31 −38.35 17.44

,

(23)

where a high-frequency CTLE is controlled by a source resis-
tance RH and source capacitance CH and a middle-frequency
CTLE is controlled by a source resistance RM and source
capacitance CM . The obtained relative gain matrix in (23)
has values that are much bigger than 1. Hence, even if each
row and column can be paired with a non-negative number,
the MIMO system has poor controllability. In other words,
turning on all the loops at the same time is nearly unfeasible.
Performed simulation results have also shown difficulty with
the presented 6 × 6 MIMO system.

A custom sequential logic was developed in order to
overcome the poor controllability presented in (23) when

FIGURE 9. (a) Linear version of the 4 × 4 multiloop system with the
receiver AGC, CTLE Rs, CTLE Cs and CDR represented in Fig. 1(a) and (b)
the pulse responses and taps by varying Cs, Rs and φ to obtain the
steady-gain matrix K for the RGA analysis.

two CTLEs are controlled simultaneously. Fig. 10(a) shows
the proposed logic fluxogram representation which can be
incorporated with a state machine. Likewise, Fig. 10(b),
Fig. 10(c), Fig. 10(d) and Fig. 10(e) illustrate the steps of
the proposed algorithm. In the first stage, the mid-CTLE RM
and CM are updated by forcing f̃4 and f̃5 to zero, respectively
as shown in Fig. 10(b). This loop repeats until a given
number of iterations. Furthermore, the mid-CTLE retreat
state decreases RM and CM until all of the analyzed post-taps
from f̃ ′

1 to f̃ ′

5 are non-negative and f̃ ′

2 > f̃ ′

3 as shown in
Fig. 10(c). The retreat is necessary because if a CTLE is at the
minimum code, it cannot reverse the equalization of the other
CTLE. Likewise, f̃ ′

2 > f̃ ′

3 is necessary to recover the pulse
response smoothness and resemble the condition observed
in (22) for sustaining good adaptation control. After the mid-
CTLE retreat, the high-CTLE RH and CH are updated by
forcing f̃1 and f̃3 to zero, respectively as shown in Fig. 10(d).
The high-CTLE adaptation can go on until a new cycle
is triggered. If so, the high-CTLE needs to turn the post-
taps non-negative in the retreat stage in order to guarantee
the mid-CTLE adaptation operation as shown in Fig. 10(e).
Therefore, the processes of updating the mid-CTLE and high-
CTLE are similar, differing only on the calibrated coefficients
and the observed taps.

Fig. 11 shows the block diagram of the proposed CTLE
adaptation in the receiver. In essence, all of the adapted
parameters are addressed to an ISI tap. Nevertheless, the
CTLEs parameters need additional treatment to operate
properly. The proposed adaptationmethod does not guarantee
the optimum equalization configuration of the CTLEs.
In contrast, it is a simple and practical approach that can lead
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FIGURE 10. (a) The proposed multiple CTLE logic fluxogram, (b) the
illustration of the middle CTLE update, (c) the illustration of the middle
CTLE retreat stage, (d) the illustration of the high CTLE update and (e) the
illustration of the high CTLE retreat stage.

to satisfactory results as the Mueller-muller phase detection
method discussed in Section II. For the first CTLE, the f̃1 and
f̃3 taps are selected for control based on multiple performed
simulations. Utilizing f̃1 and f̃2 might not have a zero
solution if the bandwidth of the system is sufficiently limited.
Nevertheless, it is possible to change the controlled ISI taps
in a manner that the source resistance always controls a
given tap followed by the source capacitance controlling a tap
farther. In this paper, the selected taps are based on performed

FIGURE 11. Block diagram representation of the proposed CTLE
adaptation with the other receiver main building blocks. The proposed
CTLE adaptation utilizes the information of the ISI taps similarly to the
update of the AGC gain and CDR phase.

simulations but one might prefer a different set of taps to
control the CTLE with bandwidth and equalization trade-
offs. The presented concept with more than two CTLEs could
be explored by following similar control methods. Although
this paper focuses on DSP-based receivers, an analog-based
adaptation system can be built with the presented method. For
instance, the magnitude of the channel taps can be estimated
in the analog domain with low-pass filters and compared with
comparators.

IV. RESULTS
The results are obtained through the MATLAB environment.
The simulation model includes the main building blocks
described in Section II such as the AGC, CTLEs, CDR, FFE,
DFE and the corresponding adaptation loops. The system
is implemented with object-oriented programming to ease
its realization and debugging. The selected environment and
coding style provide a good tradeoff between simulation
speed and code simplicity. The FFE length is set to 31 and
the DFE as 1 to resemble published receivers [3], [5], [6],
[37]. The FFE/DFE are updated faster than the CTLE to
minimize the BER variation during the CTLE adaptation.
Furthermore, the assumed CTLE parameters absolute values
from (10) are gm = 0.5 mS, Rl = 50� and Cl = 0.6 mF .
The CTLE parameters are selected to provide a frequency
peaking at the target baud rate Nyquist frequency assuming
a normalized time for simplicity. In addition, Rs and Cs are
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FIGURE 12. Proposed adaptation loop convergence behavior for a 14 dB
insertion loss traditional backplane channel [4] showing (a) the CDR
phase, AGC gain, high CTLE Cs, high CTLE Rs, the moving average error
and (b) The estimated channel taps f̃i over the adaptation loop.

passed through an exponential function such as R′
s = eRs

before evaluating (10) to resemble the exponential steps in
published receivers and increase the simulation speed. The
communication is modeled as PAM-2, PAM-4 and PAM-
8 transmission with signals and responses upsampled by a
factor of 80 for fair convolution computation precision and
reasonable simulation speed. The obtained results can also
be achieved with other PAM modulations without significant
differences. The selected adaptation steps for each simulation
setup are set as µφ = 0.6 m, µg = 0.4 m, µRH = 2m,
µCH = 4m, µRM = 4m and µCM = 4m. The parameters,
chosen based on the observation of multiple simulation
results, were carefully selected to achieve good convergence
performance within a reasonable simulation time. AGaussian
noise with σ = 1/(26) is added to all simulations to model
the environment and ADC noises.

Fig. 12 shows the proposed adaptation for a 14 dB channel
insertion loss [4] considering only the adaptation of a single
CTLE Rs and Cs. Likewise, Fig. 12(a) shows the transient

FIGURE 13. 14 dB insertion loss traditional backplane channel pulse
response (a) before and after the proposed CTLE adaptation from Fig. 12
along with the optimal equalization code. (b) The estimated eye diagram
from the CTLE output before the proposed adaptation and (c) after the
proposed adaptation.

of the CDR, AGC, Cs, Rs and the moving average error
with 1k samples. In Fig. 12, the normalized radian is an
angle mapping from the range [0, 2π ] to [0, 1]. It is possible
to observe a smooth transient behavior for all the adapted
parameters while the AGC has a peak due to the CTLE Rs
and Cs tracking. Fig. 12(b) shows the estimated post-taps
over the convergence of the parameters where both f̃1 and f̃3
reach zero. The presented simulation is shown to highlight the
small ISI variation after convergence when a single CTLE is
under adaptation. Fig. 13(a) shows the pulse response before
the equalization, after the proposed equalization and after
the optimal equalization. The proposed adaptation achieves
a solution that is visually close to the optimum solution.
Fig. 13(b) shows the estimated eye diagram for 40k symbols
before equalization and Fig. 13(c) shows the estimated eye
diagram after the proposed adaptation. The eye diagrams are
taken from the CTLE output directly. Hence, the equalization
effect of the FFE/DFE is not included in those plots.

The first simulation presented the proposed algorithm for
a single CTLE parameters adaptation since the considered
channel loss is small enough to bring a satisfactory solution
with a single CTLE. Furthermore, Fig. 14(a) shows the
proposed adaptation for a PAM-4 with 45 dB channel
insertion loss [31] considering the adaptation of two CTLEs
with parameters RM , CM , RH , CH . The retreat steps µ′

are set ten times higher than the standard adaptation steps.
Occasionally, depending on the channel response, the pulse
response post-tap f1 cannot be zeroed because the pre-tap
f−1 cannot reach a negative value through equalization. For
instance, consider the convolution of the CTLE impulse
with the pulse response in Fig. 4 (d). Therefore, a positive
non-zero threshold can be set for the minimization of f1 to
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FIGURE 14. Proposed adaptation loop convergence behavior for a PAM-4
with 45 dB insertion loss prototype backplane channel [31] showing
(a) the CDR phase, AGC gain, high-CTLE Cs, high-CTLE Rs, mid-CTLE Cs,
mid-CTLE Rs, the moving average error and (b) The estimated channel
taps f̃i over the adaptation loop.

enable the RH adaptation. Here, the fixed threshold for
f1 was set to 0.05 based on simulation results observations.
The CTLEs adaptation alternates between four stages as
explained in Section III (Fig. 10) to enable the equalization
of each CTLE while the CTLEs do not interfere with the
good convergence of each other. In Fig. 14(a) a single
set of the stages is highlighted with an increasing number
order for better visualization of the process. Each stage
is set to change every 25k samples. The moving average
error decreases each time the proposed adaptation passes
through the four stages and later stabilizes to a single set of
parameter values. Fig. 14(b) shows the estimated post-taps
over the parameters convergence where both f1 and f3 reach
0.05 and zero, respectively for a single adaptation stage
while f4 and f5 reach zero during another adaptation stage.
The current simulation result is different from the result
shown in Fig. 12 in terms of ISI variation. In other words,
the proposed multiple CTLE adaptation shows the best
equalization performance only during a single stage of the

FIGURE 15. 45 dB insertion loss prototype backplane channel pulse
response (a) before and after the proposed CTLE adaptation for a PAM-4
from Fig. 14 along with the optimal equalization code. (b) The estimated
eye diagram from the CTLE output before the proposed adaptation and
(c) after the proposed adaptation.

proposed adaptation. A further simulation example will show
an adaptation procedure with a startup period to avoid the
CTLE retreat stages. Fig. 15(a) shows the pulse response
before the equalization, after the proposed equalization and
after the optimal equalization considering the setup discussed
in Fig. 14. The proposed adaptation achieves a solution
that is visually close to the optimum solution. Fig. 15(b)
shows the estimated eye diagram before equalization and
Fig. 15(c) shows the estimated eye diagram after the proposed
adaptation.

Fig. 16(a) shows the proposed adaptation for a PAM-8
with 35 dB channel insertion loss [4] considering the
adaptation of two CTLEs with parameters RM , CM , RH , CH .
Fig. 16(b) shows the estimated post-taps over the parameters
convergence. The proposed multiple CTLE adaptation shows
the best equalization performance only during a single
stage of the proposed adaptation because the CTLE retreat
stage in Fig. 10(c) and Fig. 10(e) might decrease the
eye-opening (especially for the PAM-8). Likewise, during
the multiple CTLE adaptation, the BER can increase to
a level that the adaptation loses the sense of direction.
Hence, the multiple CTLE adaptation passes through the
four-stage cycles multiple times during startup with a
training sequence and stops at the high CTLE adaptation.
Nevertheless, new control methods could be introduced
to minimize the ISI variation during the multiple CTLE
adaptation stage transitions. In Fig. 16, the FFE length is
increased to 61 and the DFE to 2 due to the PAM-8 tighter
requirements. Fig. 17(a) shows the pulse response before
the equalization, after the proposed equalization and after
the optimal equalization considering the setup discussed in
Fig. 16. Fig. 17(b) shows the estimated eye diagram from the
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FIGURE 16. Proposed adaptation loop convergence behavior for a PAM-8
with 45 dB insertion loss traditional backplane channel [4] showing
(a) the CDR phase, AGC gain, high-CTLE Cs, high-CTLE Rs, mid-CTLE Cs,
mid-CTLE Rs, the moving average error and (b) The estimated channel
taps f̃i over the adaptation loop. The adaptation utilizes a training
sequence at the startup and later works on the background mode.

CTLE output before equalization and Fig. 17(c) shows the
estimated eye diagram after the proposed adaptation. The eye
is not opened at the CTLE output in Fig. 17(c) due to the high
channel loss and the PAM-8 modulation, but it is possible to
observe that the level lines are starting to appear after the
CTLE adaptation. Furthermore, 17(d) shows the estimated
eye diagram from the FFE/DFE output which would be used
for the symbol decisions. The FFE/DFE eye is constructed
by fixing the weights found from the MMPD phase and
sweeping the sampling phase.

Fig. 18 and Fig. 19 show the proposed calibration equal-
ization performance over different channel losses illustrated
in Fig. 5 and Fig. 6, respectively. The equalization results
are measured by calculating the remaining ISI magnitude
(the sum of the absolute value of all taps except the main
tap) when the main tap is normalized to 1. The proposed
adaptation algorithm can achieve equalizations that are close
to the optimal solutions with roughly a -4 dB and -8 dB
degradation in the worst case for a wide range of channel

FIGURE 17. 35 dB insertion loss traditional backplane channel pulse
response (a) before and after the proposed CTLE adaptation for a PAM-8
from Fig. 16 along with the optimal equalization code. (b) The estimated
eye diagram from the CTLE output before the proposed adaptation.
(c) The estimated eye diagram from the CTLE output after the proposed
adaptation and (d) the estimated eye diagram from the FFE/DFE output.

FIGURE 18. The remaining ISI magnitude before the proposed adaptation,
after the proposed adaptation and after the optimal CTLEs configuration
for a range of traditional backplane channel responses [4] shown in Fig. 5.

losses. Hence, different CTLE locking codes for different
channel conditions in the same CTLE are presented. The
results show a wide range of the equalizer adaptation.

Table 1 compares the proposed work with other CTLE
adaptation techniques. The comparison items were selected
to highlight the key discussion points of the presented
paper with what has already been published. The disad-
vantages of [10], [11], [12] and [13] are discussed in
Section I. In contrast with available techniques, the proposed
CTLE adaptation logic is the first to directly tune the
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FIGURE 19. The remaining ISI magnitude before the proposed
adaptation, after the proposed adaptation and after the optimal CTLEs
configuration for a range of prototype backplane channel responses [31]
shown in Fig. 6.

TABLE 1. Comparison with other CTLE adaptation techniques.

CTLE source resistance and capacitance simultaneously
and independently (to the author’s knowledge). Likewise,
a control adaptation is introduced to address the adaptation
of multiple CTLEs parameters. However, the performance is
limited for background operation when calibrating multiple
sets of source capacitance and resistance. The proposed
adaptation utilizes the information of the equalized channel
ISI as [12] which simplifies the error estimation hardware
in a similar fashion to the conventional Mueller-Muller
algorithm. On the other hand, reference work might require
the implementation of filters [10], calculating and performing
a histogram analysis [11], or estimating the eye-opening
for each iteration [13]. Moreover, the proposed work is
capable of directly minimizing the first post-tap f1 which will
eventually minimize the first pre-tap f−1 in contrast to [12].
The potential issues, such as poor ISI during concurrent
adaptation, multiloop control, and determining the CTLE Cs
limit to prevent loss of convergence have been addressed.

V. CONCLUSION
This paper presents a multiple CTLE parameter adaptation
suited for baud rate multilevel modulation communications.

The equalization error is estimated based on the channel ISI
levels in a similar manner to conventional Mueller-muller
phase detection algorithms. Therefore, the hardware is greatly
simplified when compared to previous CTLE adaptation
methods. The proposed adaptation is able to calibrate the
CTLE source resistance and capacitance simultaneously and
independently in contrast to previously published methods.
Hence, a wider equalization range can be achieved for a
variety of channel loss configurations. The distinct main
building blocks in the receiver are modeled and the multiple
loop interactions with the CTLEs are analyzed and verified.
The proposed adaptation performance is also verified for a
wide range of channel losses in two base configurations.
The achieved equalization results are close to the optimum
solution while being able to provide stable performance
over environment variations with a background operation.
Future work could address adaptation methods to target the
minimum ISI, other CTLE topologies and control schemes.
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