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ABSTRACT This paper explores the potential of applying Zero Forcing (ZF) and Block Diagonalization
(BD), two linear precoding techniques commonly utilized in communications, to a Multi-User Multiple
Input Multiple Output (MU-MIMO) Integrated Sensing and Communications (ISAC) setup. The parallels
between communications and sensing are highlighted to show the feasibility of extending ZF and BD to
ISAC. To enable the implementation of these techniques, the concept of sensing channel is exploited,
enabling the treatment of the sensing receiver as an additional user. Furthermore, two user selection strategies
extend existing communication-only algorithms to accommodate sensing requirements. The efficacy of
the proposed techniques is substantiated through comprehensive simulations. With the proposed solution,
a high beampattern gain is maintained for the sensing while keeping good communication performance,
only limited by the power allocation between the two functionalities.

INDEX TERMS ISAC, MU-MIMO, precoding, user selection.

I. INTRODUCTION
Integrated Sensing and Communications (ISAC) has recently
received considerable attention from both the research
community and the industry, motivated by the possibility
of exploiting the spectrum more efficiently and achieving
integration gains for communications and sensing. The
joint operation of these two functionalities, which have
traditionally been developed separately, has been extensively
studied on different integration levels, from coexistence to
complete redesign of current systems with architectures
conceivedwith ISAC as a core component.While coexistence
would be easier to implement, it would not provide the same
performance gains as a joint design, somost literature focuses
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on the latter. Comprehensive analyses of the state of the art in
the topic can be found in [1] and [2].

The implementation of ISAC in mobile networks has
understandably been one of the most studied topics in the
related literature, and authors believe that sensing will be a
fundamental part of 6G [2], [3], [4], [5]. Given the evolution
of wireless technologies, a convergence of communications
and radar can be seen, supporting the development of ISAC
solutions. The need for more bandwidth and the exploitation
of Multiple-Input Multiple-Output (MIMO) techniques are
examples of the similarities between radars and mobile net-
works that suggest ISAC is becoming increasingly feasible.
An excellent overview of ISAC for mobile networks is given
in [6].

Ultimately, sensing would be a new network functionality,
offering a valuable opportunity to support new use cases and
services. The sensing receiver could be added to existing
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transceivers, and adequate adaptations to current processing
chains would enable reusing communication functionalities
to benefit sensing. While early studies on ISAC consider
mainly Single Input Single Output (SISO) setups [7], [8], the
extension to MIMO has been included in more recent works.
As mobile networks have matured to implement Multi-User
MIMO (MU-MIMO), it is reasonable to expect that ISAC can
be deployed in such setups, adding the sensing receiver as
another user with its specific requirements. The need to serve
communication users and perform sensing simultaneously
opens up problems such as resource allocation optimization
and the design of precoding strategies. In the literature,
multiple studies of optimality within MU-MIMO ISAC
setups can be found, tackling the problem from different
directions like optimal waveform design [9] and precoder
optimization [10], [11].

In [9], the design of an optimal waveform for ISAC
is studied on a MIMO radar setup, considering both the
target detection stage, where omnidirectional probing is
performed, and the design of a directional radar beam pattern
for tracking targets. The waveform is obtained by solving
optimization problems in which the multi-user interference
between communication users is minimized. The initial
problems are later adjusted to control the trade-off between
communications and radar performance, and an efficient
algorithm is proposed to find the solution. In [10], the opti-
mization is done to minimize the Cramer-Rao Lower-Bound
(CRLB) on the Angle of Arrival (AoA) estimation of the
target’s echoes while maintaining the Signal-to-Interference-
plus-Noise Ratio (SINR) over a predefined threshold for all
communication users. The authors solve the problem for the
point-scatter and the extended target models by applying
semi-definite relaxation to the initially non-convex problems.
In [11], the multi-antenna transmitter is designed to have a
covariance matrix equal to an optimal covariance for MIMO
radar. Additionally, Dirty Paper Coding (DPC) cancels the
interference across communication users.

In these works, the solutions are found through solv-
ing optimization problems. However, this approach can
be computationally prohibitive for real-time applications,
especially as the number of users grows. While in [9], it is
mentioned that a closed-form solution to the omnidirectional
beam pattern problem could be reached by applying Zero-
Forcing (ZF), the introduction of the modified optimization
problem with a term controlling the trade-off between the
two functions negates this option. This paper considers an
alternative approach, extending linear precoding methods
initially developed for communications-only scenarios to
include the sensing functionality.

We study a scenario in which a Base Station (BS) transmits
multiple data streams for communication users and one
stream for sensing in an MU-MIMO fashion. Supporting the
idea of sensing and communications convergence, we treat a
monostatic sensing receiver at the BS as an additional user
and apply ZF beamforming for the single-antenna commu-
nication users case and Block-Diagonalization (BD) for the

extension to multi-antenna users. Since MU-MIMO usually
requires Channel State Information at the Transmitter (CSIT),
the estimation of the sensing channel is a necessary step to
be able to reduce interference between communications and
sensing. The sensing channel can be understood as the effects
of scatterers surrounding the ISAC capable BS, including
targets, and we consider that its estimation has been done by
periodically transmitting unprecoded pilots. Using the same
precoding algorithms for sensing and communications allows
the reuse of functional blocks, easing the integration. While
the proposed methods can be used with multiple waveforms,
we will consider the use of Orthogonal Frequency Division
Multiplexing (OFDM), which has been extensively studied as
ISAC waveform [7], [12], [13]. In our analysis, we consider
both target detection and target tracking stages of sensing
and demonstrate that, while the goal in both cases can be
equated to maximizing the SINR in the sensing receiver, the
different requirements of both stages can influence the power
allocation. The main limitation of the proposed method is the
need to use fully digital precoding and the costs of hardware
complexity and power consumption that it might imply.
We leave alternate methods like hybrid beamforming for
future work. Additionally, while we are considering perfect
CSIT, the case for partial CSIT or evaluating the influence of
imperfect CSIT is left for future work.

The contributions of the paper can be summarized as
follows:

• The adaptations for ZF beamforming and BD to be
applied in a MU-MIMO ISAC setting are presented.
In addition to the classical precoding for the downlink
channel, we explain the required decoding to eliminate
interference in the sensing receiver. We show how,
by using the Line of Sight (LoS) channel to a sensing
location or target as a starting point for the sensing
beamforming, ZF and BD are directly applicable for
MU-MIMO in ISAC.

• Two algorithms for user selection are introduced, based
on existing user selection algorithms for communi-
cation, extending them to ISAC. To our knowledge,
the user selection problem has not been previously
considered for ISAC.

The paper is organized as follows: Section II presents the
system model. In Section II-A, a brief review of the used
OFDM ISAC processingmethod is given, and in Section II-B,
the performance metrics that will be considered in the
proposed solutions are presented. Next, Section III describes
the proposed linear processing algorithms, highlighting the
modifications to the typical communication-only scenario
and presenting the optimization of the joint performance
in Section III-C. Section IV delves into the user selection
problem for ISAC, and Section V presents the results of
simulations. Finally, Section VI draws the main conclusions
of the paper.

The following conventions are followed throughout the
paper: bold lowercase letters represent vectors, and bold
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uppercase letters represent matrices. The (·)∗ operator
denotes the conjugate transpose of a matrix, while (·)T

represents its transpose, det(·) represents its determinant, and
| · | is the absolute value. Alternatively, when referring to a set
| · | represents its cardinality. The symbols ∨ and ∧ represent
the logical or and logical and operations, respectively.

II. SYSTEM MODEL
We consider an In-Band Full-Duplex (IBFD) capable BS
with Nt transmitting antennas that is serving U < Nt −
1 communication users through a MU-MIMO broadcast
channel and, at the same time, it is sensing the environment
using OFDM as ISAC waveform. The sensing will be
performed by scanning in pre-configured directions that
could have been determined by a beam planning strategy
in the case of target detection or by pointing the beam
towards the estimated position of a previously detected
target in the case of tracking. For this paper, we will
consider that only one sensing direction is served alongsideU
communication users and that the multiple sensing locations
or targets are multiplexed in orthogonal time/frequency
resources. This consideration can be justified by the poor
spatial orthogonality that could exist betweenmultiple targets
which need to be on LoS with respect to the BS, and with
positions confined within a restricted space like is the case of
vehicles on the street. We will consider that the U users have
the same number of receiving antennas Nr , and the BS will
send Ns = Nr streams to each one. The data sent to the u-th
user, su, will be precoded by the matrix Fu ∈ CNt×Ns , where
Nt is the number of transmitting antennas. At the same time,
the BS sends a sensing stream ss towards the sensed location,
precoded by the vector fs ∈ CNt×1. The signal, x ∈ CNt×1,
sent on the n-th subcarrier andm-th symbol of the transmitted
OFDM grid is given by

x(n,m) =
U−1∑
u=0

√
Pu
Nt

F(n,m)
u s(n,m)u +

√
Ps
Nt

f (n,m)s s(n,m)s , (1)

where Pu,Ps represent the power allocated to the data stream
of the u-th user and sensing stream respectively, and need to
fulfill

U−1∑
u=0

Pu + Ps ≤ Pt , (2)

with Pt representing the total transmit power. The super-
scripts (n,m) on (1) stem from the fact that the precoders are
dependent on the channel estimation obtained in advance
(e.g., through uplink pilots), which varies across time and
frequency. We will consider fully digital precoders, leaving
the case of hybrid beamforming for future work. For ease of
representation, in the following, wewill omit the superscripts,
and the reader can assume the analysis is done on the OFDM
grid domain unless indicated otherwise.

At the u-th communication user, the received signal at the
Nr antennas, yu ∈ CNr×1, is given by

yu =
√
GuHux+ zu, (3)

FIGURE 1. Communications and sensing channels.

where Hu ∈ CNr×Nt is the normalized channel between the
BS and the communication user, with gain Gu, and zu is the
received noise which we will consider zero-mean circularly
symmetric white Gaussian. After applying a decoding matrix
Du ∈ CNs×Nr to separate the Ns streams we end up with the
received symbol

ỹu = Duyu. (4)

Combining (1), (3) and (4), we can obtain the following
expression for the decoded signal where we have conve-
niently grouped, in this order, the terms related to the useful
information, the interference from other communication
signals, the interference from the sensing signal, and the noise
after the decoding process z̃u.

ỹu =

√
GuPu
Nt

DuHuFusu +
U−1∑

j=0,j̸=u

√
GuPj
Nt

DuHuFjsj

+

√
GuPs
Nt

DuHufsss + z̃u. (5)

The analysis of the sensing receiver can be done consid-
ering the sensing channel Hs ∈ CNt×Nt . This matrix models
the effect of the channel on the sensing signals transmitted
from the BS since they leave the BS until their echoes reach
the sensing receiver at the BS again. The total effect includes
both the interaction of the signal with the sensing target
and with other elements surrounding the BS. In Fig. 1 the
communication and sensing channels are represented. The
communications channel gathers the influence of scatterers
from the BS to the User Equipment (UE)s while the sensing
channel is determined by the influence of scatterers in the
path from the transmitter to the sensing receiver, which in
this case is colocated. For clarity, only single-hop scatterer
reflections have been represented.

The signal received at the sensing receiver, ys ∈ CNt×1,
is given by

ys =
√
GsHsx+ zs. (6)
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After applying the decoding vector ds ∈ C1×Nt we
obtain the decoded symbol, ys, formed by three terms related
to useful sensing signal, interference from communication
streams and noise z̃s, respectively:

ỹs =

√
GsPs
Nt

dsHsfsss +
U−1∑
u=0

√
PuGs
Nt

dsHsFusu + z̃s, (7)

A. OFDM ISAC PROCESSING
The selected method to process the received sensing stream
is the one proposed in [7] and used extensively throughout
the ISAC literature [13], [14], as well as in the OFDM
radar literature [15], typically referred to as symbol domain
processing. Considering a case without communication users,
we can use (1), (6), (7) with U = 0 to represent the signal at
the sensing receiver as:

ỹs =

√
GsPs
Nt

dsHsfsss + z̃s. (8)

We can define the OFDM received signal grid matrix using
the signal at the sensing receiver from (8) in each symbol and
subcarrier of the OFDM grid, i.e., y(n,m)s , as

Ys =


ỹ(0,0)s . . . ỹ(0,M−1)s

ỹ(1,0)s . . . ỹ(1,M−1)s
...

. . .
...

ỹ(N−1,0)s . . . ỹ(N−1,M−1)s

 , (9)

where N , M represent the total number of subcarriers and
OFDM symbols used.

Similarly, we can define a transmitted OFDM grid, Ss,
using the sensing signals transmitted in each symbol and
subcarrier of the OFDM grid as

Ss =


s(0,0)s . . . s(0,M−1)s

s(1,0)s . . . s(1,M−1)s
...

. . .
...

s(N−1,0)s . . . s(N−1,M−1)s

 . (10)

We can perform the element-wise division of the OFDM
received grid by the transmitted OFDM grid Ss to obtain

Y = Ys ⊘ Ss

=

√
Gs


Ĥ(0,0)
s . . . Ĥ(0,M−1)

s

Ĥ(1,0)
s . . . Ĥ(0,M−1)

s
...

. . .
...

Ĥ(N−1,0)
s . . . Ĥ(N−1,M−1)

s

+ Ẑs, (11)

where Ẑs is the noise matrix after the division, and Ĥs =

dsHsfs.
We will consider the point-scatter model for our targets,

so Gs is given by

Gs =
c0σRCS,t
(4π )3d4t f 2c

. (12)

The terms c0, σRCS,t, dt represent the speed of light, Radar
Cross-Section (RCS) of the target and distance to it from the
BS, respectively. Moreover, Ĥs in (11) has elements given by

Ĥ(n,m)
s = d(n,m)s aR(θR, φR)aT (θT , φT )·

ej2π fd,tmT0ej2πτt (n1f+f0)f (n,m)s , (13)

with aR(θR, φR), aT (θT , φT ) represent the steering vectors at
the receiving and transmitting antenna arrays, respectively,
in the azimuth θ and elevation φ angles of the target. The
sensing parameters of interest are the delay τt , and Doppler
shift fd,t , which can be translated to distance and radial
velocity as follows

dt =
τtc0
2

, (14)

vt =
fd,tc0
2fc

. (15)

It can be seen from (13) that the estimation of these
parameters is equivalent to a spectral estimation problem, so it
can be tackled by the use of a two-dimensional periodogram

PY =
1
NM

∣∣∣∣∣∣
Nper−1∑
n=0

Mper−1∑
m=0

Ye
−j2π m

Mper

 e
j2π n

Nper

∣∣∣∣∣∣
2

, (16)

In (16), Nper,Mper represent the length of the periodogram
on the fast and slow time axis, respectively. From (16),
we obtain a delay-Doppler map on which a Constant False
Alarm Rate (CFAR) algorithm can be applied to detect
target peaks. A peak detected at location P(n̂,m̂)

Y implies the
estimated target’s distance and radial velocity given by

d̂ =
n̂c0

21f Nper
, (17)

v̂ =
m̂c0

2fcT0Mper
. (18)

Considering the more realistic case where more scatterers
would be present, the sensing channel matrix would be
modified by the influence of the additional paths. In our
analysis, we will consider clutter to be static and targets to
be moving (e.g., vehicles), so its differentiation from targets
can be done with sufficient resolution on the delay-Doppler
map thanks to the clear separation between clutter and targets
in the Doppler dimension.

Our analysis of the OFDM processing method in this
section so far has only included the sensing stream. However,
from (7), we see that in the more relevant case of U > 0,
we will have interference terms from the communication
streams on the sensing receiver. Namely, after applying (11)
we will have

Y =

√
GsPs
Nt

Ĥs +
√
GsdsHs

U−1∑
u=0

√
Pu
Nt

Ŝu + Ẑs, (19)

where Ŝu is the result of the element-wise division between
the precoded OFDM frame for the uth user and the sensing
stream. We can see the interference term similar to (7). In the
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following section, we introduce the performance metrics to
be used and analyze how they are influenced by the presence
of interference.

Two assumptions are commonly made when apply-
ing the OFDM processing method presented in this
section [8]. The first one is that the duration of the
Cyclic Prefix (CP) for the OFDM waveform is larger
than the round-trip propagation time of the furthermost
target. This assumption allows us to disregard the possible
effects of Intersymbol Interference (ISI). While authors have
considered methods to overcome said ISI [16], we will
maintain the assumption to ease our analysis. The second
assumption is that the Subcarrier Spacing (SCS) is at least one
order of magnitude higher than the largest occurring Doppler
shift, preventing Intercarrier Interference (ICI).

B. PERFORMANCE METRICS
Several metrics can be used to evaluate the performance of
communications and sensing. For an excellent overview of
metrics, the reader can refer to [17]. Our work focuses on the
spectral efficiency for communications and the probability of
detection pD together with the CRLB for sensing.

For the spectral efficiency, we can adapt its general
expression for the MU-MIMO broadcast channel [18] to
include the sensing stream, from which the capacity is
obtained by maximizing

Cu = log2 det
(
I+

SNRu
Nt

HuFuF∗uH
∗
u

(
I

+

U−1∑
j=0,j̸=u

INRj
Nt

HuFjF∗j H
∗
u

+
INRs
Nt

Hufsf∗sH
∗
u

)−1)
, (20)

with

SNRu =
GuPu
Pn

, (21)

INRj =
GuPj
Pn

, (22)

INRs =
GuPs
Pn

, (23)

where Pn represents the noise power. This expression can be
extended to multicarrier schemes (e.g., OFDM) by dividing
the bandwidth into coherence blocks, but for simplicity, in the
rest of the analysis, we will assume flat fading. Starting
from (20), we can aim to optimize the sum of spectral
efficiencies across all served users as

max
F

U−1∑
u=0

Cu, (24)

where we use F to represent the set of precoders for all
communication users and the sensing stream, including the

allocated power to each user

F =

√
1
Nt

[√
P0F0, . . . ,

√
PU−1FU−1,

√
Psfs.

]
(25)

Turning our attention to performance metrics for sensing,
we can distinguish two stages with different requirements:
target detection, where the goal is to maximize the probability
of detection pD, and target tracking, for which the objective
is to obtain a better estimation of the target’s parameters,
and for that, we want to minimize the CRLB of delay and
Doppler shift which are related to distance and velocity
respectively. In target detection, a set of scanning beams
needs to be planned to cover the entire sensed area, while
in target tracking, the beam is pointed toward the previously
estimated position of a detected target.

Considering the usage of a CFAR detector [8] in the
target detection stage, usually a desired probability of false
alarm pFA is set, from which the decision threshold for
detecting peaks in the periodogram given by (16) can be
obtained. While the statistics of the interference are clearly
non-Gaussian, for simplification, we will model the noise
plus interference as

Z̃s,i ∼ NC

(
0,

U−1∑
u=0

GsHsFuF∗uH
∗
s + PnI

)
, (26)

emphasizing that the usage of this model will give, as a result,
an upper bound for the threshold. Then, the equation for the
threshold is given by

ηP = −P̃n ln
(
1− (1− pFA)

1
NpMp

)
. (27)

Here P̃n is the total noise-plus-interference power accord-
ing to (26). Considering the usage of the point scatter model,
we will have that a target will cause a periodogram peak at
the corresponding bin with height given by

P(n0,m0)
Y = NM

√
Ps
Nt

(
dsaR(θR,i, φRi )a

∗
T (θT ,i, φTi )fs

)
·(

c0σRCS,t
(4π )3d4t f 2c

)
+ z̃(n0,m0)

s,i , (28)

where z̃(n0,m0)
s,i is the noise-plus-interference contribution

after passing through the periodogram in (16). Then, the
probability of detection can be expressed as

pD = prob
(
P(n0,m0)
Y > ηP

)
, (29)

with prob(·) denoting a probability. Neglecting the influence
of interference of z̃s,i(n0,m0) in (28), which by definition
will always be non-negative, we can simplify the analysis by
considering the modified periodogram peak height

P̂(n0,m0)
Y = NM

√
Ps
Nt

(
dsaR(θR,i, φRi )a

∗
T (θT ,i, φTi )fs

)
(

c0σRCS,t
(4π )3d4t f 2c

)
. (30)
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If we consider perfect channel estimation, the only
non-deterministic term in (30) is σRCS,t. It is out of the scope
of this paper to develop a deep analysis of the RCS, which
is by itself a very complex topic [19], [20], [21]. We will
assume that a statistical model of σRCS,t has been derived,
with probability density function f (σRCS,t) and cumulative
distribution function F(σRCS,t). From it, we can select a value
σ̂RCS,t for which the following condition is fulfilled

1− F(σ̂RCS,t) > pD, (31)

and replace it on (30) to plan our sensing accordingly.
Now, for the analysis of the CRLB, we can find the

expressions for the distance and velocity estimation [8]

σd̂ ≥
c20

SINRs(N 2 − 1)NM (4π1f )2
, (32)

σv̂ ≥
6c20

SINRs(M2 − 1)MN (4πT0fc)2
, (33)

where d̂ , v̂ are the estimations of distance and velocity.
In (32), (33), we have used SINRs instead of the more
traditional SNR applying the same approximation as for the
target detection.

From the analysis of (30), (32), (33) we can see that there
are fixed system parameters (fc,1f , T0), others that are bound
by the bandwidth and transmission time (N , M ), and the
remaining configurable terms dictate that to maximize pD and
minimize the CRLBs we need to maximize the SINRs. While
in (32), (33) it is obvious, in (30) the dependence is composed
by the terms

√
Ps
Nt
(dsaRa∗T fs), which directly influence the

height of the periodogram peak, and the need to overcome
the threshold ηP obtained by (27). This requirement is in
symbiosis with the case of communications, where the same
is sought to maximize the spectral efficiency, as seen in (20).

We have not included an analysis of the AoA estimation
because its estimation is generally done independently of
the ISAC processing method and can be obtained through
algorithms such as Multiple Signal Classification (MUSIC)
[22], [23]. Nevertheless, as seen in [17], its CRLB is also
inversely proportional to the SINRs. Hence, by maximizing
SINRs we can improve all the sensing performance metrics.

III. LINEAR PRECODING AND DECODING FOR ISAC
As the last section clarifies, our goal would be to maximize
the SINR for all communication users and the sensing
receiver. We propose extending linear precoding techniques
typically applied to communications to solve this problem.
We will start our analysis with the case of single-antenna
users, for which ZF beamforming is used, and later extend
the analysis for multi-antenna users, for which BD is applied.
For both analisis, we will assume CSIT and that the sensing
channel Hs has also been estimated from the transmission of
unprecoded pilots. Additionally, we assume that the sensing
direction and, hence, the initial sensing beamformer has been
previously obtained either by a beam planning algorithm for

the target detection stage or from an initial estimation in the
case of target tracking.

A. ZF FOR MISO
ZF beamforming is well-known for the case of the MU Mul-
tiple-Input Single-Output (MISO) channel. The procedure
includes diagonalizing the channel to all users by applying
the Moore-Penrose pseudoinverse as precoding matrix. The
addition of sensing requires including the term of the sensing
channel associatedwith a target or a desired sensing direction.
Considering the beamforming vector in the direction of the
target or sensing direction as fbs = aT (θT , φT ), and the
U estimations of the channels to each user hu with u ∈
[0,U − 1], we form the full channel matrix Ha, given by

Ha =


h0
...

hU−1
f∗bs

 . (34)

The non-normalized precoders for each user and the
sensing stream would be the columns, F′a,u, of the matrix F′a
calculated as

F′a = H∗a(HaH∗a)
−1. (35)

The normalized precoders Fa,u can be obtained by
adjusting each precoder so that their norm is

√
Nt with

Fa,u =
√
Nt

F′a,u
||F′a,u||

. (36)

The term Fa,u represents the uth column of Fa. This way,
we guarantee that

HaFa =


λ0 0 . . . 0
... . . .

. . .
...

0 . . . λU−1 0
0 . . . 0 λs

 , (37)

where λ0, λs represent the channel gain for the first user and
the transmitting gain for the sensing, respectively.

These steps eliminate the interference between streams
sent to different communication users and from the sensing
stream to them and reduce the reflection of communication
streams in the target or sensing location. However, it does
not fully remove the interference on the sensing receiver. For
this, we need to obtain the equivalent sensing channel to each
stream by applying

hs,u = HsFa,u, (38)

and form the matrix Heq,s according to

Heq,s =


hs,0
...

hs,U−1
fbs

 . (39)

We have included fbs in (39) to account for the path
followed by the echoes from the target to the sensing receiver.
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Once again, we look for the pseudo-inverse of this equivalent
channel, this time following

D′s = (H∗eq,sHeq,s)−1H∗eq,s, (40)

which we adjust again following (36) to obtain Ds. Finally,
the decoding vector for the communication stream would be
given by the last row of Ds, ds.

The effects of the ZF beamforming can be seen in the
performance metrics by doing the appropriate modifications
to (20). For the MISO case, we can disregard the interference
term and end up with

Cu = log2

(
1+

GuPuλu
NtPn

)
. (41)

In the case of sensing we would drop the interference term
from the assumed noise distribution in (26), which would
lower the threshold for target detection in (27) and would
allow us to use SNRs instead of SINRs in (32), (33).
In terms of complexity, the method is dominated by the

calculation of the pseudo-inverse of the aggregate channel
matrix, which, assuming an implementation that uses the
Singular Vector Decomposition (SVD), is in the order of
O(N 2

t (U + 1)).

B. BD FOR MIMO
The extension to multi-antenna users is straightforward. One
way to implement it would be to consider themultiple channel
components of one user to belong to separate users and apply
ZF. However, this leaves the burden of reducing interference
solely to the transmitter. A more flexible approach is BD,
which exploits the fact that the users can apply reception
decoders to eliminate intra-user interference [18]. We remind
the reader that to simplify the analysis, we will assume that all
users have the same number of receiving antennasNr , and the
transmitter sends Ns = Nr streams to each communication
user. Starting with the precoder for the uth user, we first form
thematrix with the aggregated channels of the rest of the users
and the predefined sensing beamformer fbs as

Haggū =
[
H0,H1, . . . ,Hu−1,Hu+1, . . . ,HU−1, fbs

]T
.

(42)

Next, we obtain the SVD of Haggū as

Haggū = Uaggū6aggū [V
r
aggū

Vn
aggū

]∗, (43)

in which the basis for the row space ofHaggū ,V
r
aggū

are shown
separately from the basis of its null spaceVn

aggū
. Precisely, this

Vn
aggū

is the term we want to include in our precoder. With it,
we obtain the equivalent channel

Hequ = HaggūV
n
aggū

. (44)

Once again, we use SVD to get

Hequ = Uequ6equ [V
r
equ
V n
equ

]∗, (45)

and to obtain the full precoder we select the basis Vr
equ

of the
row space of Hequ corresponding to the Ns largest singular
values. The final precoder Fu is obtained as

Fu = Vn
aggū

Vr
equ

. (46)

The communication decoding vectors, obtained fromUequ ,
should be sent to the receivers for better performance.
For the sensing precoder, we follow the same process,

having the aggregated channel of the communication users
as the starting point

Haggs =
[
H0,H1, . . . ,HU−1

]T
, (47)

with SVD given by

Haggs = Uaggs6aggs [V
r
aggs

Vn
aggs

]∗. (48)

The difference with the diagonalization process for the
communication streams is that we don’t want to use the full
Hs, but instead direct the energy towards the target or the
sensed location. Because of this, we use fbs as a sort of ideal
line-of-sight channel to the target and obtain

Heq,s = fbsVn
aggs

, (49)

Heq,s = Ueq,s6eq,s[Vr
eq,sV

n
eq,s]
∗. (50)

From the last result we extract the first column of Vr
eq,s,

which we will represent as vs, leading to the final sensing
stream precoder

fs = Vn
aggs

vs (51)

The procedures explained so far ensure that

HjFu ∼ 0, for j ̸= u, (52)

as well as

Hufs ∼ 0, for u = 0, . . . ,U − 1, (53)

effectively eliminating interference between the communica-
tion users as well as from the sensing stream. In addition,
by enforcing (51) we guarantee that there will not be
strong reflections from the target containing communication
streams. However, we have not dealt with all the interference
in the sensing receiver. Similar to the ZF case, we need the
sensing channel estimation Hs. With Hs, we can obtain the
effective sensing channel for all the communication streams,
the Nt × U matrix Heff,c given by

Heff,c =
[
Hsf0, . . . ,HsfU−1

]
, (54)

then apply the SVD to get

Heff,c = [Ur
eff,sU

n
eff,s]6eff,sV∗eff,s, (55)

after whichwe end upwith the final effective sensing channel,
considering only the component from our target or sensing
location in the full sensing channel

Hf ,s = (Un
eff,s)

∗aR(θR,i, φRi )a
∗
T (θT ,i, φTi )fs. (56)
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We apply the SVD to get

Hf ,s = [Ur
f ,sU

n
f ,s]6f ,sVf ,s, (57)

fromwhichwe extract the first column fromUr
f ,s, us and form

the final receiver combining vector as

ds = u∗s (U
n
f ,s)
∗. (58)

Analyzing the effect of block diagonalization on the spec-
tral efficiency, considering Pu,0, . . . ,Pu,Ns−1 the allocated
powers to theNs streams of the uth user and λu,0, . . . ,λu,Ns−1
the singular values of the selected streams, we reach

Cu =
Ns−1∑
i=0

log2

(
1+

GuPu,iλu,i
NtPn

)
. (59)

Since we are considering only one sensing stream, the
effect on the sensing performance is similar to what was
mentioned in the last subsection.

Comparing the computational complexity with the case
of ZF, this time the SVD needs to be performed two times
per user, so the computational complexity is in the order of
O(N 2

t U (U − 1)Nr ).

C. POWER ALLOCATION FOR ISAC PERFORMANCE
OPTIMIZATION
Given the proposed precoding and decoding methods,
optimization techniques can be applied to improve the
performance of both sensing and communications. Several
works can be found where the precoders are directly obtained
through solving optimization problems [10], [24]. However,
we have already established the procedure for obtaining the
precoding and combining vectors, so the optimization must
be applied only to find the appropriate power allocation to
maximize performance. Despite the difference with prior
work, general optimizationmodels as summarized in [25] can
be applied:
• Optimize radar performance under communication per-
formance constraints.

• Optimize communication performance under radar per-
formance constraints.

• Optimize the weighted performance of communication
and sensing jointly.

We will consider the second option, although modifica-
tions to apply the other two strategies are straightforward.
As previously mentioned, we will use the sum of spectral
efficiency for communication’s performance. For sensing,
we will use the probability of detection in the case of target
detection and the CRLB of distance and velocity in the case
of target tracking. The optimization problem can be stated as

max
P0,P1,...,PU−1,Ps

U−1∑
u=0

Cu

s.t.
U−1∑
u=0

Pu + Ps ≤ Pt

pD ≥ ϵpD , (60)

for target detection, where ϵpD is the desired probability of
detection. Similarly, for target tracking

max
P0,P1,...,PU−1,Ps

U−1∑
u=0

Cu

s.t.
U−1∑
u=0

Pu + Ps ≤ Pt

σd̂ ≥ ϵd

σv̂ ≥ ϵv, (61)

with ϵd , ϵv representing the thresholds for the CRLB of
distance and velocity respectively. To further simplify the
analysis, given that the sensing performance represents a
constraint for the optimization problem, we can firstly obtain
the required power to meet the sensing requirement by
applying (30), (32), (33) accordingly. With this provision,
we can solve the remaining optimization for the power
allocation of the communication users using water-filling.
It is worth noting that we have the RCS as a random
variable for the sensing performance. Still, as we mentioned
in Section II-B, we can select a value that guarantees that our
performance is met with a sufficiently high probability.

IV. USER SELECTION IN MU-MIMO
The application of MU-MIMO for ISAC opens a new
problem that has already been extensively covered in the
literature for communications: user selection [26], [27],
[28], [29]. In a ISAC setup, communications and sensing
metrics need to be considered to maximize both functions’
performance with the selected user set. In this section,
we propose two methods for user selection that build upon
existing strategies and add modifications to account for
the sensing functionality. We will consider that the system
needs to sense in a predefined direction and select the
communications users to be served simultaneously. For an
overview of user scheduling and user selection strategies, the
reader can refer to [30] and [31].

Existing algorithms for user selection in MU-MIMO with
linear precoding build upon two main metrics: the gain
of the channel and the correlation between different users’
channels. In [26], the authors propose an algorithm for
user selection with ZF beamforming, which first selects the
user that sees the channel with the higher gain and then,
iteratively, adds users to the selection by maximizing the
sum throughput. In [27], a low-complexity user selection
algorithm is proposed that uses the Frobenius norm of
the channel as a metric of its achievable capacity. This
simplification helps to reduce the number of SVDs required
for its implementation, and the authors show that the achieved
capacity closely follows the one obtained by exhaustive
search. In [28], the authors use the orthogonality of the
channels’ eigenvectors (related to their correlation) and how
large their eigenvalues are to guide the selection process.
To reduce the user search space, they propose to define a
threshold for the channel eigenvalue, discarding users that
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would achieve a lower capacity. All three methods stop if the
total number of streams to be transmitted reaches the number
of transmitting antennas or if continuing the process would
result in a loss of sum capacity.

For extending these methods to ISAC, in addition to con-
sidering communication metrics such as capacity or spectral
efficiency, we need to include the sensing metrics mentioned
in Section II-B. We will aim to maximize the sum spectral
efficiency considering the users available for selection while
complying with predefined sensing thresholds ϵpD , ϵd , ϵv for
the probability of detection, CRLB of the distance, and
CRLB of velocity respectively. Drawing inspiration from the
methods in [26] and [28], we will also define a threshold for
the channel gain ϵg to reduce the search space. The channels
to a multiple-antenna user will be considered independently
and could be added to the selected set individually. We will
denote Nu as the total available users, un as the user selected
on the n-th iteration, � as the set of unselected users, and ϒ

the set of selected users.
We start by forming the matrix Hagg given by

Hagg =
[
G0H0, . . . ,GNu−1HNu−1, fbs

]T
, (62)

where we have separated the channel gain from the channel
coefficients.

The channel to each user is normalized to having a norm of
NrNt . Each row of Hagg represents a channel to a user, with
the last row being the steering vector to the sensing location.

Next we obtain the fraction Ps of the total transmit power
Pt that would need to be allocated to the sensing stream to
comply with the sensing performance thresholds, considering
as precoder fbs, by applying (30), (32), (33). The initial power
allocated to communication streams is given by Pc = Pt −
Ps. At each iteration, we will select the user that maximizes
the sum spectral efficiency and the previously selected users.
Additionally, after updating the precoders, we will need to
update Ps and Pc. The power allocation within the selected
communication users is distributed using water-filling. The
selection process, in this case, can be represented as

un = max
ui∈�n−1

∑
ϒ̃n,i

Cn,i, (63)

where un represents the selected user at the n-th iteration, ui
stands for each user in the set �n−1 of remaining users after
n−1 iterations, and ϒ̃n,i is the temporary set of selected users
formed by adding ui to the set of selected users ϒn−1.

Alternatively, to reduce the complexity of the search, which
requires computing the achievable spectral efficiency for each
available user, we could use the correlation between the users’
channels. We obtain the correlation matrix Ra, where each
element (i, j) is given by

Ra(i, j) = corr(Hagg,i,Hagg,j), (64)

where corr(·) represents the correlation operation and
Hagg,i,Hagg,j are the ith and jth rows of Hagg. At each
iteration, the user with the lowest value of Ra concerning all

components inϒ is selected. To take into account the channel
gain of the user, we will weight the correlation by the Signal-
to-Noise Ratio (SNR) of the user. This selection method can
be written as

un = min
i∈�n−1,k∈ϒk−1

1
SNRi

∑
i,k

Ri,k . (65)

After each iteration, the beampattern gain achievable with
the sensing precoder is updated, and the power allocated to
the sensing stream is modified accordingly. For both user
selection strategies, after the n-th iteration, the resulting
sum spectral efficiency Cn is compared to Cn−1, and the
achievable pD or CRLB are compared to ϵpD , ϵd , ϵv. The
process stops if either the capacity decreases or if any
of the sensing thresholds are crossed. We can define a
terminating condition as

T =

{
1 if Cn > Cn−1 ∧ (Sensing thresholds kept),
0 if not.

(66)

The sensing thresholds are kept if pD ≥ ϵpD ∨ (σd̃ ≥ ϵd ∧

σṽ ≥ ϵv). Then, the proposed methods can be expressed as in
Algorithm 1.

Algorithm 1 Algorithm for User Selection
Require: Hagg,Ra(i, j), �,ϒ,Ps,Pc
Ensure: ϒn,Ps,pc
C0← 0
n← 1
ϒ0← ϒ

Obtain Cn, pD, σd̃ , σṽ
while n ≤ Nt ∧ T do
Select user un
ϒn← ϒn−1 + {un}
�n← �n−1 − {un}
Update Cn, pD, σd̃ , σṽ, Ps
n← n+ 1

end while

In Section V, the performance of both selection strategies
will be compared to random user selection and selecting
the maximum number of available users. The computational
complexity of the two proposed methods can be analyzed by
considering ZF as the precoding method. At each iteration,
the computational cost is dominated by the need to perform
the Moore-Penrose pseudo-inverse, which, considering the
SVD-based implementation, has a cost of O(N 2

t |ϒn|). In the
case of the spectral efficiency-based method, this needs
to be performed |�n| resulting in a computational cost
of O(N 2

t |ϒn||�n|). Conversely, for the channel correlation-
based method, the pseudo-inverse needs to be calculated
only once. If we compare both methods with the exhaustive
search, the computational complexity of the latter would
be much higher since, at each iteration, the pseudo-inverse
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FIGURE 2. Sensing transmitting beampattern.

needs to be obtained
(
|ϒn|

U

)
times. Additional reductions

in complexity could be implemented by selecting alternative
metrics and precoding strategies. In [32], the reduction of
complexity for precoding is studied by using the product
of the singular values of the communication users’ effective
channels as the selection metric and applying the Gram-
Schmidt Orthogonalization (GSO) to design the precoders.
We believe that the presented methods here are adequate for
an initial approach to user selection for ISAC and hope that
the field will receive additional contributions in the future
with more advanced techniques.

V. SIMULATION RESULTS
To test the proposed methods, we have conducted system
simulations with a single small BS, multiple communication
users served by that BS, and one target. The BS is equipped
with a Uniform Rectangular Array (URA) with 64 antenna
elements in a 8 × 8 configuration. It BS transmits a total
power of 43 dBm in the 24 GHz frequency band. We use a
Rayleigh fading model to simulate the communication users’
channels. Similarly, for the sensing channel, we consider a
Rayleigh model to emulate a rich scattering environment and
add a component that represents the echo from the target as
given by (13).
Firstly, we evaluate the effect of the proposed precoding

and decoding methods on the sensing beampattern. We have
considered a varying number of communication users and a
specific beamforming vector direction, fbs, of 30◦ of azimuth
and −15◦ of elevation. Independent channel realizations for
each number of users were generated, and no user selection
algorithm was applied. The users were assumed to have a
single receiving antenna so ZF was applied at the BS. It is
worth noting that for the sensing beampattern, the difference
between ZF and BD is negligible since there is only one
sensing stream, in which both methods result in the same
precoder. The results are displayed in Fig. 2 and Fig. 3, where
a cut of the beampattern at the elevation angle of −15◦ is

FIGURE 3. Sensing receiving beampattern.

FIGURE 4. Performance trade-offs for ZF.

shown. Overall, it can be seen that after applying ZF, the
beampattern maintains a high gain at the desired direction
even as the number of communication users increases.

Next, we tested the effect of varying the power allocation
between the communication and sensing functionalities with
varying numbers of communication users served. In Figs. 4
and 5, we show the spectral efficiency versus the CRLB of
the distance σd̃ for ZF and BD respectively, starting with
90% of the total power allocated to sensing and decreasing
it until just 10%. Markers were added at the points where
10, 20, . . . , 90% of power was allocated to communications.
For this simulation, the communication users and the sensing
receiver were assumed to have SNRs of 10dB and −40dB,
respectively. In the case of BD, users were assumed to have
two receiving antennas, resulting in the same number of
communication streams to the ZF case. In addition to the
trade-off curves, a line with the achievable spectral efficiency
for the communications-only scenario was added to the plot.

The figure shows that when increasing the number of
served users without modifying the allocated power to
each function, sensing performance is affected as expected
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FIGURE 5. Performance trade-offs for BD.

due to the loss of beampattern gain. This effect justifies
the compensation of power included in the user selection
algorithms proposed in Section IV. Additionally, it shows
that the spectral efficiency gain at each step decreases
when the number of users gradually increases. This is
because the power allocated to communications must be
distributed among more users. If additional restrictions were
to be added, such as a targeted minimum per-user spectral
efficiency, changes should be introduced to the user selection
mechanism. No significant differences in performance were
observed between ZF and BD for the same number of
communications streams sent under the simulated conditions.

To further illustrate the gains of the joint operation of
communications and sensing, a simulation was conducted
with varying values of SNR for the communication users and
a fixed power split between communication and sensing of
0.5. The results are shown in Fig. 6 where it can be seen how
a significant amount of the communication performance is
retained using only half of the transmitting power. Results
were shown only for ZF but similar results can be expected
for BD. The rest of the simulation parameters were kept the
same as for the previous simulations.

Additionally, we ran a simulation in which, taking an initial
SNR of −40 dB on the sensing receiver and establishing
a reference power split for that value of 0.5, we varied
the SNR on the sensing receiver to observe its effect on
the spectral efficiency for the communication users, which
were simulated with a fixed SNR of 15 dB. As the reader
might guess, the simulated variation directly influences the
required power split to maintain the sensing performance.
In Fig. 7, it can be seen that the effect of varying the sensing
SNR is more noticeable for a larger number of users. This
behaviour demonstrates the need for precise beamforming
and tracking techniques to maximize the performance of both
communications and sensing.

Lastly, we tested the proposed user selection strategies,
comparing them with two schemes of random user selection.
The first one, labelled ‘‘Random User Selection’’ in Fig. 8,

FIGURE 6. Fraction of maximum achievable spectral efficiency reached
with ISAC.

FIGURE 7. Spectral efficiency for varying sensing SNR.

selects a random user from the available user pool in each new
iteration as long as communication performance is increased
and sensing performance is maintained. The second one,
labelled ‘‘Maximum Users Selection’’, starts by selecting the
minimum between the total number of users available and the
maximum number of users that could be selected given by
Nt − 1, and removes a random user in each iteration as long
as removing that user represents an increase in performance.
To evaluate the proposed methods, pools of users were
generated in which a percentage of the users could exhibit a
high correlation between their channels. A constraint for the
sensing performance was set to achieve a σd̃ of 0.5 m. The
sum spectral efficiency of themethods proposed in Section IV
are compared with random selection in Fig. 8, and the number
of users selected for each length of the user pool is shown in
Fig. 9.
The results showed that for a small user pool, the spectral

efficiency-based user selection method fails to outperform
random user selection, with the correlation-based method
performing better regarding the sum spectral efficiency and
number of users served. When the pool of users is increased,
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FIGURE 8. Performance trade-offs for ZF.

FIGURE 9. Performance trade-offs for BD.

the spectral efficiency-based method catches up with the
correlation method in terms of spectral efficiency, slightly
outperforming it and achieving a higher number of served
users. The random user selection fails to use large user pools
to increase performance, justifying user selection techniques
to improve spectral efficiency without compromising sensing
performance.

VI. CONCLUSION
In this paper, we showed the applicability of two linear
precoding and decoding techniques, namely ZF beamforming
and BD, to ISAC in a MU-MIMO scenario. The extension
of both techniques to ISAC was made possible by adding a
sensing channel estimation, effectively treating the sensing
receiver as another user. The extensions of the precoding tech-
niques to eliminate the interference in the sensing receiver
were presented. The simulation results showed that the
multiuser interference was handled without compromising
the sensing performance, maintaining a beampattern gain
of 70% of the reference beamformer in both transmitter
and receiver while serving 32 communications streams.

No significant differences between ZF and BD regarding
performance were observed, leaving the decision of which to
use as an implementation preference. Moreover, the effects of
varying the power allocation between the two functionalities
in their performance metrics were shown. While the strategy
followed here aimed to maximize communication perfor-
mance and maintain the sensing metrics above predefined
thresholds, different approaches could lead to alternative
solutions for resource allocation and could be an object of
further study. Additionally, two user selection strategies were
proposed and proved superior to arbitrary user selection,
especially for large user pools. For future work, we expect
to add the usage of IBFD for both communications and
sensing and explore the effect of errors in the sensing channel
estimation on the sensing performance. Additionally, we plan
to study the possible benefits of using echoes from the
communication streams for sensing.
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