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ABSTRACT The upcoming sixth-generation (6G) networks are expected to be more heterogeneous,
scalable, reliable, secure and energy-efficient. 6G services and applications will benefit from the fast data
transmission rates, global coverage, precise positioning, andwidespread intelligence capabilities provided by
6G technology. In this complex scenario, new attack surfaces and vectors will emerge, due to the distributed,
disaggregated, dynamic, programmable and open nature of the entire end-to-end 6G infrastructure along
with the fragmentation of data, as well as the need for supporting cross-platforms interoperability, making
the application of security and trust fundamentally challenging. To securely manage services in the future
6G mobile networks along with the set of functions ruling its management, conceptual work is needed to
defining functional blocks supporting a secure end-to-end 6G systemsmanagement. This is especially critical
in handling specific functionalities, such as network disaggregation, risk and threats business impact, energy-
efficiency, self-configuration or dynamic discovery. This paper positions an innovative 6G security services
management architecture, which builds on a set of innovative building blocks, leveraging key technologies,
such as AI-assisted models and Digital Twin, while enabling a human-centric approach toward an end-to-end
security solution. Two canonical workflows along with two illustrative application scenarios are proposed,
Light Rail Transit and Extended Reality, to conceptually highlight the proposed architecture impact and its
expected benefits when high bandwidth, ultra-low latency, and secure communications are required.

INDEX TERMS 6G, communication systems, wireless communication, network architecture, security.

I. INTRODUCTION
The rapid evolution towards sixth-generation (6G) networks
has repositioned networking, computing and communica-
tions at the center of technological innovation, making
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them valuable and viable for new types of high-speed and
compute-intensive applications or services, while guarantee-
ing their pervasiveness and dependability. 6G technologies,
benefiting from softwarization, Gb/s speed and sub-THz
communications paradigms, open up opportunities for devel-
oping new and innovative network management strategies.
6G applications aim to provide a superb user experience, for
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virtual presence, robotic industrial and health applications
and autonomous driving, all melting in a mix of virtual
and real worlds. As the vision of new, smart and innovative
capabilities is becoming the reality at a rapid pace, creating
a novel 6G infrastructure is crucial, as a driving force in
the development of novel services. In this network context,
security, privacy and resiliency features are not only requested
‘‘by design’’, instead, they push the envelope of managing
a truly evolving system, with features engineered ‘‘by the
evolution itself’’. In particular, the fundamentally new and
unknown features of advanced, disaggregated, virtualized and
multi-vendor 6G based infrastructures challenge the security
and resilience design at the new levels, which requires novel
management architectures for the complex and highly versa-
tile infrastructures and services [1].

The envisioned challenges will undoubtedly be addressed
through solutions leveraging modern technology tools, such
as Artificial Intelligence (AI) [2]. In future 6G networks,
AI-methods will be used to, on one hand improve response
and resilience of systems, such as for the early detection
of threats and anomalies, while on the other hand, identify
and correct vulnerabilities by attacking the systems predicted
to be exposed in a sandbox environment, such as in Digi-
tal Twins (DT). From the services management perspective,
the application of AI should follow a coordinated approach,
by combining both reactive and predictive methods [3].
To this end, we envision a novel smart and adaptive security
services management layer, designed to reduce the incident
disruption and response time by providing improved predic-
tive orchestration toward a zero-touch/zero-trust architecture
encompassing compute, storage, data and network resources
as well as services to be deployed.

This paper proposes and positions the key foundations
behind a conceptual security services management archi-
tecture for future 6G networks, including a human-centric,
open-source, green, sustainable, coordinated provisioning
and protection evolutionary platform, designed to work under
the envisioned 6G landscape. The architecture is part of the
ongoing work in the EU project HORSE, which encompasses
a few distinct tools, technologies and functionalities, such
as predictive threats detection and impact analysis, proac-
tive business-wise threats and breaches mitigation actions,
programmable networking, Network Function Virtualization
(NFV), intent-based networking, AI-based techniques, and
cross-layer management of physical layer features, as they
emerge in the 6G realm. The project is envisioned to
efficiently accommodate the specific security needs and
requirements demanded by the future 6G landscape.

The rest of the paper is as follows: Section II reviews
related work in 6G mobile networks focusing on security,
threat modeling, and mitigation. Section III presents the
scenario considered for the definition of the HORSE archi-
tecture, Section IV deeply describes the main modules in the
HORSE architecture, Section V introduces two workflows to
describe the expected interactions between the different mod-
ules and components defined in the architecture proposed in

Section II, and Section VI proposes two real-world applica-
tion scenarios. Finally, Section VII concludes the paper.

II. RELATED WORK
This section presents 6G related work focusing on security,
threat modeling, and AI-based solutions for threat detection
and mitigation.

A. SECURITY IN THE 6G WORLD
Nowadays, 5G and B5G mobile networks have been cop-
ing with multiple diverse threats with an accessible user
information explosion [4]. Nevertheless, so far, security and
privacy issues for 6G have remained largely in concept [5],
[6]. Satellite-based communications is an important enabling
technology for the development of the upcoming 6G net-
works [7], [8], [9]. The authors in [10] made a survey with the
aim of classifying security solutions. Reconfigurable intel-
ligent surface (RIS) is a promising technique that can be
deployed for future 6G wireless systems to improve both
spectrum and energy efficiency of wireless networks [11].
As security is one of the important issues for future wireless
networks, different studies investigated the secrecy capacity
of RIS in different scenarios, as underwater Optical Wire-
less Communication [12] or vehicle-to-infrastructure (V2I)
communications [13]. Additionally, a novel air interface tech-
nology with non-orthogonal multiple access (NOMA) has
been used for massive connectivity in the 6G era [14]. Its link
security issuewas investigated in [15].Most promising efforts
aimed at tackling security and privacy issues in the envisioned
6G architecture are those combining and integrating AI in the
respective workflows [16]. Paper [17] provided an interesting
study on the combination of AI and 6G describing intelli-
gent and robust security solutions. In [18], a 6G IoT model
was considered including IoT devices connected to cellular
networks and it was proposed to use an AI-based adaptive
security specification method. There is a consensus through
the fact that human-centric communication technology is
one of the important aspects for a successful development
and deployment of future networks beyond 5G (B5G) [19],
[20]. Paper [21] showed a novel vision of human-centric
networking with new concepts of ‘‘Collective-Intelligence’’
and sociotechnical design proposed as key pillars for driving
future network architectures.

The main motivation behind the HORSE architecture is
to advance the state of the art by proposing a holistic,
human-centric and sustainable security framework for end-
to-end 6G systems, securing the lifecycle management in
multi-stakeholder and multi-domain resource environments.
HORSE proposes to use intent-based orchestration functions
aiming at automating the processing, storage and manage-
ment by mapping specific security intents, using advanced
AI/ML algorithms, into security and reliability actions and
policies spanning across multiple heterogeneous domains.
In addition, predictive threat detection and mitigation pro-
cedures based on AI/ML techniques are considered in the
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HORSE architecture to protect 6G systems from attacks that
can potentially impact the performance or availability of the
services as well as the data privacy.

B. THREATS IDENTIFICATION & MODELLING
Characterizing and modelling threats along with getting
knowledge about potential attackers would allow security
actions to be properly deployed [22], [23]. Indeed, the impact
the same attackmay havewhen occurring on distinct systems,
may differ not only based on the system landscape but also on
other key aspects, such as the attacker itself and the business
model behind. These factors should notably contribute to
define the actions to be taken by the system to get protected
and stay resilient. Hence, it is of paramount importance to
regain as much knowledge as possible from possible attacks,
threats and also attackers. To this end, the HORSE archi-
tecture leverages the work done in the MITRE ATT&CK
Framework [24], as an international standard of attacksmodel
mapping. The MITRE ATT&CK matrix contains a set of
techniques used by adversaries to accomplish a specific
objective, categorized as tactics in the ATT&CK Matrix:
Reconnaissance (gathering information to plan future adver-
sary operations); Resource Development (setting resources to
support operations); Initial Access (trying to get into your
network); Execution (trying to run malicious code); Persis-
tence (trying to maintain their foothold); Privilege Escalation
(trying to gain higher-level permissions);Defense Evasion
(trying to avoid being detected); Credential Access (steal-
ing accounts names and passwords); Discovery (trying to
figure out your environment); Lateral Movement (moving
through your environment); Collection (gathering data of
interest to the adversary goal); Command and Control (com-
municating with compromised systems to control them);
Exfiltration (stealing data); Impact (manipulate, interrupt,
or destroy systems and data). HORSE aims at identifying
the specific threats and attacks that a 6G ecosystem may
be sensitive to, by using and extending the work done in
MITRE ATT&CK Framework, and in particular by defining
the attributes and parameters needed to successfully develop
such characterization. Moreover, it will use novel predictive
strategies, detection measures and mitigation solutions that
will strengthen the 6G landscape cybersecurity, while also
spreading out knowledge on potential attacks and corrective
measures within the involved community.

C. AI-ENABLED SOLUTIONS FOR SECURITY
ENHANCEMENT AND THREAT MITIGATION
The cyberattacks in 6G networks are expected to be polymor-
phic in nature as well as rather sophisticated, requiring smart
decision support systems to evaluate different factors, such as
the severity of the incident, the criticality and resilience of the
infrastructure compromised or the cost of enforcing a mitiga-
tion [25]. In [26], a detailed analysis of the threat landscape
of 6G networks is provided, while in [27], an optimization
framework was proposed to address the security challenges,

by optimizing security scheme selection and configurations
to balance the security-energy trade-off in various scenar-
ios. In [25], new threats caused by the introduction of new
technologies were analyzed as they relate to the usage of
open-source tools and frameworks for 6G network deploy-
ment, along with possible mitigation strategies to address
these threats. In general, AI solutions are based on centralized
data collection [28], which not only poses serious privacy
issues, but it is also not aligned to the distributed architecture
of 6G networks. ML and AI-based optimization approaches
can be used to improve time-series and statistics-based meth-
ods to operate beyond abnormal conditions and train the
system generating attacks. For instance, in [29] the use of
Generative Adversarial Networks (GANs) is explored to sim-
ulate intrusions and malware for improving its detection.
In [30], several DL architectures are used for the detection
of threats. In [31], the current methods used in AI-assisted
malware analysis are described, while in [32] a fully unsu-
pervised DL model is presented to proactively detect DDoS
attacks. Even when a security and privacy policy is suc-
cessfully developed and implemented, the security systems
in use are rather static with respect to the highly dynamic
threat prevention and mitigation techniques needed. In most
of the cases, neither the network elements nor the security
appliances support a reconfiguration framework to meet the
pace of the highly dynamically changing nature of threats.

The HORSE architecture addresses these challenges, as it
provides a spatially distributed AI/ML approach for security
enhancement in 6G networks, closer to the source of data
of interest. In this context, the implementation of Federated
Learning (FL) represents a major goal towards service disag-
gregation and security optimization. Based on FL [28], data
selection and training are performed locally, an approach that
obviously protects the data privacy and offers a considerable
reduction of the overhead/latency as a side positive effect.
HORSE notably innovates by deploying Deep Reinforce-
ment Learning methods, applying FL [33] and metalearning
(AutoML), to meet policies for trustworthy AI and improve
security strategies.

III. THE 6G LANDSCAPE
This section presents the complex landscape considered for
the definition of the HORSE architecture. Starting from the
5G Service-Based Architecture (SBA) [34], we consider 6G
as the evolution of 5G, and an enabler towards a new era of
highly demanding services to be deployed anywhere, from
anyone and at any time, with strict demands on the qual-
ity to be delivered, where openness, models sharing and
the demands for high reliability, are all imposing extreme
constraints in security provisioning. Assumed is an overall
system willing to be human-centric although self-automated,
green although capable to manage extreme data, as well as
secure and trustworthy although open and dynamic. All these
envisioned services must be secure by design and conceptu-
ally supported not only by the evolution of the network itself
but also by adopting additional technologies, systems and
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FIGURE 1. The 6G landscape.

concepts. The envisioned 6G landscape encompasses: i) edge
computing and its extension to the cloud continuum concept;
ii) disaggregation and virtualization of services and infras-
tructures; iii) utilization of DT to assist AI-based decision
processes in order to proactively assess the performance of
predictive strategies; iv) design of intent-based approaches to
facilitate human engagement, and; v) green AI approaches
where the huge demands on data processing do not hinder
the deployment of smart services.

It is also worth mentioning that the envisioned 6G land-
scape is open, dynamic and mobile, which indeed increases
the attacks surface. This assessment makes security provi-
sioning extremely challenging, and strongly pushes for two
key concepts: designing radically security approaches, start-
ing by a clean-slate characterization and identification of
potential attacks, and; building on a completely predictive
scenario, that must not react but ‘‘proact’’ to maintain sys-
tems secure, in order to grant high quality for 6G services.
An example of such an envisioned 6G landscape is illustrated

in Fig. 1. It consists of different features covering distinct
technologies, from wired to wireless and ranging from the
edge up to the cloud, such as future RAN design [35],
Core Network, In-Network computing, Intent communica-
tion, Centralized/Dynamic cell-less wireless network, and
digital twin (DT).

IV. THE SECURITY SERVICES MANAGEMENT
ARCHITECTURE
Based on the 6G landscape presented above, a high-level view
of the main HORSE functional blocks, building the HORSE
architecture is defined, emphasizing the key elements envi-
sioned, namely AI secure and trustable orchestration along
with platform intelligence, all supported by proper data
management and impacting on human engagement and on
securing the complete 6G landscape (see Fig.2). It is worth
noticing, that intelligence is a central component of the
HORSE architecture, applied to both the orchestration and
also to the security provisioning. Orchestration operations
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FIGURE 2. HORSE functional blocks.

for provisioning, and restoration operations, as well as
actions responding to feedback from the network, encompass
orchestration of the network as well as of secure services
provisioning. Hence, the intent-based orchestration function
introduced in the HORSE architecture aims to automate
the processing, storage and management of intents using
advanced AI/ML algorithms factored in security and reliabil-
ity actions and policies, which will be translated into network
security functions and network resilience functions within the
HORSE architecture. These functional blocks are properly
interacting to define the envisioned HORSE architecture,
as shown in Fig. 3.

In the proposed architecture, the goal is to interconnect
the enforced security policies with existing orchestration
strategies at all stages during the deployment of advanced
services and applications spanning across multiple heteroge-
neous environments. To this end, the generated security APIs
from the HORSE architecture, are properly applied in each
service slice (i.e., virtual network tailored to specific service
requirements), in order to ensure uninterrupted provision of
security quality and policies. Novel functionalities in 6G are
expected to include proactive slicing enabled by prediction
of demand on one hand, and resource utilization on the other
hand. Therefore, security enforcement should be flexible as
well, allowing a dynamic update of the provided APIs per
case according to the deployed slice.

Once the different needs and key components in the
envisioned HORSE architecture are analyzed, the three
main architectural modules will be presented in detail next.
More specifically, the AI Secure and Trustable Orchestration
(STO), responsible for endowing the 6G infrastructure with
the performance, reliability and trust framework necessary
to correctly orchestrate resources and deploy smart services;
the Platform Intelligence (PIL), comprising the whole set of

intelligent strategies and mechanisms supporting the predic-
tive approach objective of HORSE and serving as interface
to existing orchestration solutions, and; the Intent-based
Interface (IBI), responsible for guaranteeing an easy user
engagement into the overall landscape.Moreover, for the sake
of illustration, Fig. 4. represents a preliminary mapping of the
proposed HORSE functional blocks into the 6G landscape.

A. INTENT-BASED INTERFACE
The Intent-based Interface aligns the received management
intents with the configured policies and translates these
requirements into compatible policies using appropriate ML
techniques.

The Intent GUI is a dashboard that reads the users’ high-
level input in text. The received intents are stored and parsed
by the Intent Manager. Each intent has a specific structure
that contains the necessary information to define the intent
requirements and options. The Intent Manager sends the
intent requirements to the policy configurator to match the
adequate policies existing in the policy store, ensuring con-
sistency with the requirements. AI and ML algorithms are
used to analyze the history of executions and decisions, then
predict the best decisions to take, helping the administrator
understand what policies to choose. The data used in such
a process will be gathered from the Smart Monitoring (SM)
module.

B. PLATFORM INTELLIGENCE
The PIL module combines methodologies, procedures, and
tools to enablemachines and systems to operate at human-like
levels of intelligence. This module uses AI/ML techniques
and other tools to build a Digital Twin (DT) that reflects the
current state of the physical object. An important goal of this
block is to ensure a high level of synchronization between the
physical and the virtual entities. The PIL module comprises
the following five components:

1) SANDBOXING
The sandboxing environment supports the representation and
emulation of multiple realistic situations in a ‘‘network in
network’’ approach, based on provisioned demand, providing
realistic useful data. To this end, it leverages the capacities
of the network DT concept. The network DT approach will
allow to emulate and experiment in a secure, controlled and
realistic environment with different services, with alterna-
tive connectivity topologies and traffic paths, and with the
placement of specific security network functions in differ-
ent network situations, delivering information and telemetry
to other PIL components. In order to support the required
dynamism of a network, the network DT component orches-
trates and manages the emulation environment following
NFV/SDN principles. Data generated by the DT, based on
network flows and device behaviors, are to be made acces-
sible to security components, so they can perform intelligent
analysis and predictions
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FIGURE 3. The HORSE architecture.

FIGURE 4. The HORSE link to the 6G field.

2) EARLY MODELLING
The Early Modelling (EM) generates the information
required by the Sandboxing (SAN) to carry out, along with
the Distributed Trustable Engine (DTE), its expected func-
tionalities dealing with preliminary testing and assessment.
Indeed, the logical context defined by the DT in the SAN
relies on the different models to be produced by the EM.

These models must map the overall 6G landscape into a
logical view where, once represented in the DT, the security
strategies proposed for security provisioning may be pre-
assessed. It is important to notice that the EM will remain
continuously active in order to proactively act to any devi-
ation or potential issue that may come up affecting the
services delivery and the overall connectivity. To this end,
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EM characterizes and profiles the different components to
be represented in the 6G context within the DT, i.e., net-
work infrastructure, services, data, IT resources, policies,
users’ behavior and threats. The outcome of this process
must be useful to identifying what the real impact of any
threat, disruption or change in the context may have on the
services to be delivered, and consequently to help designing
the predictive action to be tested and pre-assessed in the SAN
before being deployed in the STO.

3) POLICIES AND DATA GOVERNANCE
The PAG component of the PIL module integrates all the
required mechanisms for ensuring data quality, privacy,
integrity and easy access, enabling data flows and facilitating
data control, while preserving both legal and ethical data
management principles. Such mechanisms include access
policies, based on different attributes to fully control which
stakeholders can potentially be allowed or must be denied
from accessing specific data. Additionally, rules to safeguard
privacy and prevent accidental exposure of personal or corpo-
rate details, encryption standards to be enforced during data
transfer, and data retention policies for overseeing the lifecy-
cle, including retention, archiving, and backup regulations,
are necessary. Two different types of data are considered:
users/application’s data, including both, repositories of pre-
served data sets stored in large nodes and fresh data just
collected from the IoT/IoE sources; and system data collected
during monitoring purposes to feed all internal AI processes.

4) THREAT DETECTOR AND MITIGATION ENGINE
The Threat Detector and Mitigation Engine (DEME) com-
ponent analyzes and processes network streams in complex
and highly distributed network and infrastructure scenarios,
focusing on threat detection and mitigation actions of the
most dangerous attack cases, able to impact, and often par-
alyze, whole portions of the network for a long amount of
time. The massive amount of data dynamically collected, will
be pre-elaborated using advanced techniques borrowed from
big-data modern applications, comprising scalable solutions,
based on concurrent elaboration and micro-services dedi-
cated deployments, multi-dimensionalities reduction tech-
niques and innovative sketching methods applied to ML.

Finally, the mitigation actions, triggered by DEME, will
allow both the operator to dynamically follow the network
status and any cyber-security emergency; and the actuators to
immediately deploy the foreseen action, e.g., the orchestrator
to redeploy a particular connection, isolating some VNFs,
redirecting some path to honeypots

5) DISTRIBUTED TRUSTABLE AI ENGINE
The DTE AI module collects various data from diverse
sources of the HORSE infrastructure, and the employment
of AI/ML modules to define the optimum set of policies
leveraging security against all potential attacks as well as
privacy rules. The DTE will provide a programming interface
to offer AI models and predictions to other modules and thus,

support the distributed trustable AI assisted cybersecurity
tools. A series of explainable AI models are to be created,
as the ability to comprehend the decision-making process of
an AI model remains a central aspect of contemporary AI
research and acts as a crucial element influencing trust in AI
technology. This module also manages data prior to the actual
training, by employing the appropriate policies for anomaly
detection (tampered data) as well as data anonymization.
Moreover, it takes over the compliance of the proposed solu-
tions with the policies module.

C. AI SECURE AND TRUSTABLE ORCHESTRATION
The STO module consists of the following five components:

1) RELIABILITY, TRUST AND PROVISIONING MODULE
The Reliability, Trust and Provisioning module (RTR) pro-
visions security and reliability services in the HORSE
architecture. It performs vulnerability assessment, where
security weaknesses is identified and categorized. This tool
evaluates if the system is susceptible to any known vulner-
abilities, it assigns severity levels to those vulnerabilities,
as well as it recommends remediation or mitigation, if and
whenever needed, according to the outcomes of the trustable
AI engine. The goal of the threat-attack repository is to
facilitate data interoperability among the various and diverse
infrastructure elements of the HORSE architecture. On the
other hand, the RTR also ensures data anonymization and
identity protection of the HORSE end-users. It is responsible
for enforcing privacy-aware policies and restrictions for data
accessing. In this context, all adopted privacy policies and
rules will be automatically adapted based on a continuous
active learning process frommonitoring of security incidents.

2) END-TO-END PROACTIVE SECURE CONNECTIVITY
MANAGER
The End-to-end Proactive Secure Connectivity Manager
(ePEM)manages all functions and operations required for the
PIL modules, services and applications placement over the
available infrastructure and for its connection to a properly
configured network slice, as well as maintaining the infor-
mation on all the data regarding the deployed applications,
network services, and available infrastructure resources.

The ePEM also performs the following functions: i) receiv-
ing the intents from the PIL mapped into specific actions
for security provisioning decided by the RTR module, and;
ii) coordinating the work of all the other building blocks in
the infrastructure domain to set up and to properly configure
secure 6G network services, RAN, network slices, and edge
computing resources. With respect to the well-known NFV
and softwarized architecture, the ePEM module represents
an Operations Support System (OSS) in charge of providing
end-to-end secure connectivity

3) SMART MONITORING
This module collects data from the various and diverse
sources of the HORSE infrastructure. It also performs the
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additional functions including i) retrieving data and security
logs from running services and software packages, physical
servers and SDN controllers running on different adminis-
trative domains; ii) implementing a data modelling/indexing
schema that enable flexible management and processing of
the collected data in a homogeneous manner; and; iii) perma-
nently storing data in a metrics database to be accessed by
analytics tools to perform intelligent resource management
and orchestration. To achieve this entire goal, the monitoring
component relies on a high performance, distributed, and
scalable message queue that would allow exchange of mon-
itoring information between publishers (running services)
and subscribers (analytics tools that consume monitoring
metrics).

4) COMPLIANCE ASSESSMENT
The Compliance Assessment (CAS) module supports the
development and implementation of a CAS framework,
which include: analysis of the regulatory framework, devel-
opment of ethics guidelines to ensure a proper framework
for the management and continuous monitoring of the ethical
issues, transforming in this way regulatory data intomeaning-
ful regulatory intelligence. The development of a trustworthy
AI system, by adopting both technical (e.g., by ensuring
the implementation of ‘‘by-design’’ concepts within the sys-
tem architecture to bring an ethical lens to what we design
and build) and non-technical (e.g., ensuring stakeholder par-
ticipation) methods will allow to combine methodologies,
procedures, and tools and also to enable machines and sys-
tems to operate at human-like levels of intelligence.

5) DOMAIN ORCHESTRATOR CONNECTOR
The Domain Orchestrators Connector aims at providing an
integrated resource stratum to the upper layers of the HORSE
architecture, thus performing the proper orchestration of
the network, storage and computing resources, either vir-
tual or physical, regardless of their location. As a result,
it creates an heterogenous set of resources across the comput-
ing continuum and integrates management and orchestration
functionalities for all the different network sections of an
end-to-end 6G system, encompassing RAN, transport, core,
near edge, far edge and cloud. This concept unifies the
orchestration processes among the different network seg-
ments. The Domain Orchestrators Connector implements a
zero-trust model aiming at providing Trusted Execution Envi-
ronments (TEE) based on Distributed Ledger Technology
(DLT) in order to trustworthy integrate and securely con-
nect highly distributed multi-domain and multi-stakeholder
infrastructures.

V. CANONICAL WORKFLOWS
This subsection aims at exploring the expected functionalities
the proposed security provisioning solution should deliver.
To this end, specific illustrative workflows are defined.
Indeed, the main objective of the so-called ‘‘canonical’’
workflows is to show the basic functionality of all modules in

FIGURE 5. Threat-detection workflow.

the proposed architecture while determining the operational
data flow. Two different workflows are defined, describing
the detection and the prediction of threats, and how the
different components in the proposed architecture will inter-
act to successfully perform. It is worth noticing that both
workflows are intended to be considered as a kind of tem-
plate to fuel more elaborated workflows at lower level and
also to create workflows tailored to the different verticals
where the 6G ecosystemmay contribute to. The two proposed
workflows, described as a sequence diagram, are described
next.

A. THREAT-DETECTION WORKFLOW
The Threat Detection Workflow, sketched in Fig. 5, starts
by gathering measurements from the infrastructure. The
SM module is the responsible for gathering the data from
the infrastructure. The collected rough data is sent to the
Pre-processing module which performs normalization tasks
to unify all the received data. Once normalized, the data feeds
the DEME module, where efficient attacks and threats detec-
tion mechanisms are continuously running. When a threat or
an attack is detected, the DEME generates an advice, sug-
gesting a high-level description of the path to be potentially
taken to deal with the detected attack or threat. The advice
is received by the DTE, which generates the corresponding
intent (according to a set of rules and policies already iden-
tified) that transforms into a readable layout, the previous
path into specific although yet high level actions. The intent
is sent to the IBI, which maps the received readable intent
into a lifecycle of concrete actions, covering the whole set of
steps to be taken to handle the detected attack or threat. If the
generated lifecycle is aligned with several policies defined
in HORSE, it is sent to the RTR, that is responsible for
defining the concrete set of mitigation actions inferred from
the previous lifecycle, to be deployed in the infrastructure.
Finally, the set of actions are sent to the ePEM, as a playbook,
which executes the required technologies and solutions in the
infrastructure to properly react to the detected attack or threat
triggering this workflow.

B. THREAT-PREDICTION WORKFLOW
The Threat Prediction Workflow, presented in Fig. 6, runs
quite similar to the previous one, although in a different time
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FIGURE 6. Threat-prediction workflow.

window, as it does not deal with detection but prediction
purposes. It also starts by gathering measurements from the
infrastructure, in terms of rough data, which is sent to the
Pre-processing module for normalization. Unlike the previ-
ous workflow where the data is used to detect attacks and
threats, in this workflow the collected data is used to predict
through the SAN module. Indeed, the generated normalized
data received by the SANmodule, is smartly processed by the
Prediction & Prevention DT. The main objective of this com-
ponent is to predict a threat or an attack about to come with
a certain probability. In this case, it generates an advice, also
including a suggested path referring to the potential set of pre-
ventive actions to be taken. The advice is then sent to theDTE,
which generates the corresponding intent (also according to
a well-defined set of policies and with particular attention to
the accuracy of the prediction), that translates the suggested
path into a set of high-level preventive actions to be sent to the
IBI module. As described for the previous workflow, the IBI
module processes the received intent and generates a lifecycle
of specific preventive actions, containing the entire set of
steps to be taken. Unlike the detection workflow, recognized
the fact that in this workflow the overall decision process will
deal with estimated and non-completely accurate predictions,
before being forwarded to the RTR, the lifecycle is sent to
the SAN module, where the Impact Analysis DT runs the
foreseen preventive actions into an emulated scenario, so a
clearer overview of the real outcome of deploying such a life-
cycle may be deeply observed. Indeed, the Impact Analysis
DT estimates the impact of executing the proactive actions
(the lifecycle) in the emulated infrastructure, handling out the
estimated impact to the IBI, which processes this estimation
and evaluates if it would be acceptable, according to some
specific and well-defined policies. In the case the impact
is acceptable, the IBI evaluates if the generated lifecycle
is aligned with several policies defined in HORSE, and if
so, the lifecycle is sent to the RTR. The RTR based on the
received lifecycle defines the set of proactive actions to be
executed in the infrastructure, to be finally deployed by the
ePEM.

VI. CONCEPTUAL ANALYSIS IN ILLUSTRATIVE
SCENARIOS
We envision that a security services management proposed
in HORSE is to be effectively deployed in many different
real world scenarios, and particularly in those demanding low
latency communications, high available bandwidth, secure
communications, as well as resilience and disaster recovery.
These scenarios cover a wide range of application domains as
smart industry, transportation, smart cities or eHealth. In this
section, two illustrative scenarios are described, Light Rail
Transit (LRT) and Extended Reality, in order to conceptually
highlight the potential benefits and impact a HORSE-based
solution may bring in. These benefits are quantified in terms
of envisioned expectations (indicators).

In sum, the application scenarios are expected to from the
HORSE architecture in a few distinct ways: i) improvement
of business continuity and recovery, since the secure orches-
tration provided by the HORSE’s SCO component can help
to minimize the effects of security threats; ii) the improved
time to react to a threat or to a threat prediction in incident
response process, reducing both, the time interval between
the detection of an adversary activity and the reaching of the
final system state, and the time interval passed between the
initiation of an adversary activity targeting scenario compo-
nents and the initiation of a communication of detection, and
finally; iii) minimizing the errors by applying AI models,
reducing the percentage of false positive detections of threats
out of the total adversary actions.

A. SECURE SMART LRT SYTEMS
LRT or Metro Operation involves the management and
orchestration, with high availability, of several systems,
applications and end to end services, supported by equip-
ment that typically are deployed on tram stops, trams and
in the Command Center. Usually, these Command Centers
are deployed in private networks, for security reasons and are
located in the Operator premises, by latency reasons. A key
challenge in LRT is the use of low latency communications
and high available bandwidth for video, infotainment and
data exchanges between the trams, stops and the command
centre. Moreover, it is expected that LTR will benefit from
new 6G networks paradigms, related to communications,
disaster recovery, security, and resilience. The geographically
distributed operation (even supported by cloud solutions) will
pose a significant impact on both, overall availability and
decision support capabilities. Finally, in terms of analytics
and statistical computations related to operation, nowadays,
operators are facing some restrictions, related to communi-
cations and latency limitations, meaning that data is only
validated at the end of the day. Through 6G networks a better
performance can be achieved allowing statistical operation
and decisions capabilities in almost real time.

The HORSE architecture, will provide cyber security
functionalities, in the different LRT scenarios, i.e. Public
Announcement, CCTV, Help-point and Maintenance agents.
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FIGURE 7. The SS-LRT illustrative scenario.

Fig. 7 depicts the main modules of the HORSE architecture
that can be involved in this scenario, which are: i) IBI module
to allow configuration and event visualization; ii) SMmodule
to collect data from systems onboard, stations and techni-
cal room on 6G networks; iii) PIL module comprising all
required mechanisms to support the detection/prediction of
events, including DEME module for the detection of threats
from real-time network traffic against the AI models elab-
orated by the EM module (according to the configuration
defined in the IBI, DEME alarms the operator or block pro-
tocol usage on that network until proper validation); iv). DTE
module to assure services security and performance, opti-
mized with AI/MLmechanisms, and finally; v), STOmodule
to assure security and reliability.

By adopting HORSE architecture, LRT is expected to sub-
stantially improve resilience and disaster recovery compared
with current private networks. When a threat is detected,
the HORSE secure orchestrator will launch the actions to
properly react. These actions will be previously assessed by
the DT to evaluate the expected performance in such highly
distributed scenario. Moreover, it is also expected to improve
the availability of remote operations and to provide to the
decision support system the ability to calculate the operation
statistics data almost in real-time.

B. REMOTE RENDERING TO POWER XR INDUSTRIAL
Multiuser XR (Extended Reality) multi-sites collaboration
provides Industry 4.0 professionals with the means to solve
complex issues in a much easier and efficient way, giving
them the opportunity to meet in a virtual common space to
collaborate and share virtual 3D objects. However, industrial
espionage is a growing threat, requiring proactive, resilient
and secure systems, which protect valuable data and intel-
lectual property from unauthorized access ensuring a free
flow of information throughout all actors involved. In this
context, a Remote Rendering to Power XR Industrial sys-
tem can benefit from the HORSE architecture in terms of a
secure, reliable and orchestrated continuum, addressing the
following challenges: sharp and secure offloading renderings,
multiuser remote rendering approaches, and secure multiuser

FIGURE 8. The remote rendering to power XR illustrative scenario.

communication and interaction. To face the above-mentioned
application challenges, the HORSE architecture will provide
the means to address specific requirements the service poses
on the network infrastructure, in terms of: i) very high band-
width, to transmit and render very complex 3D models, and;
ii) ultra-low latency, to support multi-users human-machine
interaction and dense situations in the context of 6G. This
illustrative scenario will consider a multiuser environment
where different professional stakeholders can interact and
teleport to another context that are completely virtual or
mixed. The service will offer a resilient and secure envi-
ronment, professional users located at different sites and
leveraging XR technology can benefit from, as depicted in
Fig. 8.

The main rationale within the service is that supporting
these key benefits sits on simplifying the use of XR applica-
tions. To this end, every app can be accessed via the internet
through one client app or simple browser login and then be
streamed on demand. Via the platform the applications are
globally available at any time and no updating ormaintenance
is necessary. By this, engineers will be able to visualize and
workwith 3DCADdata in anXR environment while they can
communicate with each other. Taking prototyping, factory

VOLUME 12, 2024 98055



E. Rodriguez et al.: Security Services Management Architecture

planning, quality control, and technical education to the next
level without the need to compromise the quality of the data
visualized.

By adopting the HORSE architecture, it is expected that
the Remote Rendering to Power XR Industrial system will
improve the prototyping and design processes reducing costs
errors and decreasing the product release time, speeding up
the time-to-market of the products.

VII. CONCLUSION
This paper proposed a novel reference architecture for future
6G wireless and computing ecosystems which provides a
human-centric approach to security workflows, by enabling
top-down, bottom-up and end-to-end security solutions. The
proposed architecture is expected to advance current solu-
tions, defining a smart and adaptive security layer which will
make use of AI-methods for both, improving response and
resilience of systems (early detection of threats), as well as
identifying and correcting vulnerabilities, in a sandbox envi-
ronment, by attacking the systems predicted to be exposed.
The security layer was designed to reduce the incident dis-
ruption and response time by providing improved predictive
orchestrations.

The potential development of the HORSE architectural
solutionwas outlined in industrial and transport environments
where low latency communications, high available band-
width, security and resilience is requested. More specifically,
two scenarios were proposed to illustrate the HORSE archi-
tecture, Secure Smart LRT Systems and Remote Rendering
to Power XR Industrial. For both scenarios, requirements,
HORSE framework adoption, and an estimation of the
potential benefits were discussed in terms of envisioned indi-
cators. Future work will address the implementation of the
components foreseen by the HORSE architecture and the
verification of the proposed indicators in the two presented
real-world scenarios
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