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ABSTRACT Diversity in use of Question and Answering (Q/A) is evolving as a popular application in
the area of Natural Language Processing (NLP). The alive unsupervised word embedding approaches are
efficient to collect Latent-Semantic data on number of tasks. But certain methods are still unable to tackle
issues such as polysemous-unaware with task-unaware phenomena in NLP tasks. GloVe understands word
embedding by availing information statistics from word co-occurrence matrices. Nevertheless, word-pairs
in the matrices are taken from a pre-established window of local context, which may result in constrained
word-pairs and also probably semantic inappropriate word-pairs. SemGloVe employed in this paper, refines
semantic co-occurrences from BERT into static GloVe word-embedding with Bidirectional-Long-Short-
Term-Memory (BERT- Bi-LSTM) model for text categorization in Q/A. This method utilizes the CR23K
and CR1000k datasets for the effective text classification of NLP. The proposed model, with SemGloVe
Embedding on BERT combined with Bi-LSTM, produced better results on metrics like accuracy, precision,
recall, and F1 Score as 0.92, 0.79, 0.85, and 0.73, respectively, when compared to existing methods of
Text2GraphQL, GPT-2, BERT and SPARQL. The BERT model with Bi-LSTM is better in every way for
responding to different kinds of questions.

INDEX TERMS Bidirectional encoder representations from transformer, natural language processing,
question and answering, SemGloVe.

I. INTRODUCTION
The span of around twenty years has a notable increase
globally in the frequency of internet searches related to spe-
cific topics. Grading the search outcomes and time usage on
dragging millions of web-pages are most exciting research
subjects [1]. Open Domain Question Answering (ODQA) is a
recent subfield that has garnered increased attention and aims
to identify answers within a large volume of diverse topic
documents [2], [3]. The ODQA ability can be enlarged for
evolving an effective backup system to overcome the problem
of retrieving pertinent answer to the specific question from
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the acquisition of data [4]. The chatbot program imitates
human communication or chat, invoking Artificial Intelli-
gence (AI) to take part in a dialog with human administered
Natural Language Processing (NLP). Now, a Chatbot can
be executed on number of functionalities such as mobile
applications or websites by employing communication appli-
cations [5]. The Chatbots are developed day by day in various
fields such as education, healthcare, e-commerce, market-
ing, customer services and so on. In all of those fields, the
Chatbots have demonstrated to be more prompt in number
of contexts to automate tasks and to enhance user activi-
ties [6], [7].

Natural language processing has two widely recognized
architectures: BERT and Bi-LSTM. Both have unique
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advantages for comprehending textual material and obtain-
ing contextual information. In 2018, Google transformed
natural language processing by introducing BERT, a deep
bidirectional transformer model pre-trained on extensive text
data. BERT uses a transformer design, which allows it to
gather context information from neighbouring words in a
phrase in both directions, unlike earlier versions. BERT effec-
tively learns nuanced contextual meanings of words through
pre-training on large corpora and adapting to specific tasks.
This leads to notable enhancements across various NLP tasks,
such as named entity recognition, sentiment analysis, and
question answering.

Conversely, Bi-LSTM is a type of RNN that combines the
ability to process in both directions, meaning that when it
processes sequential input, it may record context informa-
tion from the past as well as the future. Through analyzing
sequences of inputs in forward as well as backward direc-
tions, Bi-LSTM overcomes the drawbacks of conventional
LSTM networks and improves its ability to collect context
information and long-range relationships. Because of this,
Bi-LSTM is especially well suited for sequential data-related
tasks including machine translation, text classification, and
sequence labeling.

With the rapid growth of Information-Retrieval (IR) as
well as Reading-Comprehension (RC) approaches, the most
ODQA structure embrace a Retriever-Reader-pipeline [8].
Retriever task can be generally decomposed into various sub-
tasks: 1. Retrieve applicable documents, 2. Extracts answer
applicants from retrieved documents and 3. Re- grade answer
applicants to find the right answer [9], [10]. Regarding the
first task, the NLP approach named SemGloVe with Elas-
ticsearch is used. With respect to second task, it contains
languagemodel applications [11], [12]. The language-models
are pre-trained on wide-reaching text collections with exist-
ing method to obtain better performance in number of NLP
operations, particularly those fine-tuned for the provided
purposes. The number of existing Q/A approaches often
depend on the pre-trained language models named BERT-
based Q/A approach that is trained using Natural Questions.
As in third task, the existing methods utilize Neural Net-
work (NN) to re-grade every extracted applicant simply
based on input question as well as context over applicant
answer [13], [14], [15].

Through improving word meanings and resolving seman-
tic ambiguity and polysemy, the ‘‘Reciprocating Encoder’’
improves text comprehension. It enhances text analysis by
integrating memory skills and semantic comprehension with
BERT and Bi-LSTM. Better performance metrics show that
this strategy provides more accurate answers than previous
approaches when it comes to answering questions. As the
suggested study shows, this strategy enhances model per-
formance and produces better text categorization outcomes
than other approaches like ‘‘Text2GraphQL, BERT, and
SPARQL.’’

In comparison with present techniques, the sug-
gested model—which integrates SemGloVe, BERT, and

Bi-LSTM—presents several theoretical advances. SemGloVe
allows for a more accurate representation of word mean-
ings by refining semantic co-occurrences, in contrast to
conventional word embedding methods like GloVe. The
model attains improved text comprehension and classifica-
tion accuracy by fusing Bi-LSTM’s contextual learning with
BERT’s capacity to collect syntactic and semantic informa-
tion. Beyond approaches that only use word embeddings or
pre-trained language models like BERT, this combination
of SemGloVe, BERT, and Bi-LSTM produces an effective
framework for NLP problems, giving theoretical advances in
semantic representation and contextual comprehension.

The primary contributions of this research are as fol-
lows; SemGloVe, refines static GloVe word embedding using
semantic co-occurrences culled from BERT. Particularly, the
model presented extract co-occurrence statistics based on
multi-head attention weights of BERT. This technique derives
word-pairs that are constrained by the local window assump-
tion and determines co-occurrence weights by straightway
capturing semantic distance between word-pairs into direct
consideration.

Semantically significant sentence embedding can be com-
pared using cosine similarity and are best produced using
SemGloVe and BERT [2].The suggested system incorporates
a BiLSTM neural network with a fully connected neural
network architecture.

• The structure of the design consists of a feature extractor
called BiLSTM-Attention that generates more meaningful
vectors, a BERT embedding layer that transforms words to
their BERT embedding, and a similarity score that ranges
from 0 to 1.

The paper is organized as that: Section II discusses Lit-
erature survey. Section III presents the proposed method.
The classification of results and discussion are included in
Section IV and then Section V concludes with conclusion.

II. LITERATURE SURVEY
Ni et al. [16] developed the encoder-decoder pipeline frame
of language model by ‘‘schema-utterance’’ knowledge estab-
lishment system as well as Pointer Network by difficult
computing systems. The Text2GraphQL task approach was
majorly developed according to enhanced pipeline contained
languagemodel, pre-trainedAdapter plug-in and Pointer Net-
work. A whole language approach was considered as smarter
encoder of entire pipeline. However, the model had led to an
insufficient data due to its expensive annotation.

Qiu et al. [17] implemented a robust end-to-end method
for effectively retrieving the queries referred to Mineral
Exploration (ME) terms. An automated process was ini-
tially developed for building the Q/A databases according
to the names and definitions in ME existence. The BERT
was trained to test the answers developed from input of
user question. Eventually, building a prototype chatbot model
on WeChat platform estimates the mechanisms introduced.
However, the pre-trained BERT data source approach was
developed from the publicly available dataset, which directly
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caused the limited amount of known domain knowledge that
impacts Q /A performance.

Bayer et al. [18] developed and estimated the text gener-
ation approach appropriate to enhance the classifier perfor-
mance for long and short texts. Initially, the development
was enriched by significant fine-tuning as well as pre-
fix extension. Then, the document embedding filter was
applied for the instances that were not integrated with the
actual classes are excluded and the suggested approach was
based on GPT-2 approach. The GPT-2 utilized filter mech-
anism based on the classifier, trained on class data and this
approach has significantly minimized the data augmentation
diversity. However, the approach had a lack of factual knowl-
edge as well as tendency to generate biased or offensive
text.

Amin and Nadeem [19] developed a medical specialty
identification approach from the text-based question of
patients according to pre-trained BERT. The database has
combined medical text-based questions as well as labeled
experts which graze fromwebsite for service of medical Q/A.
The approach was fine-tuned and identified the needed medi-
cal aspect labels among 27 labels frommedical question texts.
However, the forecast approach performance was crucially
depending on quality of a data.

Devlin et al. [20] established a high-quality medical Q/A
knowledge graph according to the professional knowledge in
medical Q/A research by processes named extraction as well
as knowledge fusion. According to that approach, the difficult
domain words as well as questioning words were applied
for ideal matching rules. The suggested approach was aimed
to traverse the enhancement of medical Q/A approaches of
accuracy as well as efficiency. The data was stored in Neo4j
graph dataset by utilized rule and string-based combined
approaches to develop a domain lexicon to classify as well as
query questions. However, the suggested approach does not
achieve the greater problem coverage because of its limited
scale as well as final accuracy of integration approach cannot
reach the better results due to close relation to the data source
quality.

Luo [21] initially designed and developed a framework to
provide an interactive user interface. Then, implemented a
Machine Learning (ML) approach according to the intention
of classification as well as Natural Language considerate
to recognize user plan as well as introduced the SPARQL
queries. The suggestedmethod particularly processes the new
social network dataset as well as applied it to the traditional
knowledge bases to enhance the Chabot capabilities by con-
sidering the analytical queries. But the method cannot make
the central hidden state to catch the ample textual linguistics.

Kasthuri and Balaji [22] implemented inter- actional
education-oriented Chabot, which could answer the queries
applied by the learner. A suggested approach was with the
Deep Learning (DL) approach for the development of that
educational Chabot. This framework was developed to obtain
the immediate responses on behalf of wait-to somebody to-
response. This approach has greater capability to address the

student uncertainty without the requirement of the human
support.

The examination of the related works provides valuable
perspectives on many techniques and approaches employed
in the fields of text categorization and QA. A variety
of approaches, including encoder-decoder pipelines and
improving pre-trained models like BERT for QA tasks, have
been investigated in earlier research. These methods have
addressed issues including the expense of data annotation, the
constraints of domain-specific knowledge, the improvement
of classifier performance, the identification of medical spe-
cialties, and the creation of knowledge graphs in the medical
domain. These studies are useful, but they have drawbacks as
well, including a lack of data, a reliance on poor data qual-
ity, and a propensity to produce inflammatory or prejudiced
writing. The proposed approach, ‘Reciprocating Encoder
portrayal from reliable Transformer dependent Bidirectional
Long Short-Term Memory for Question and Answering Text
Classification’ integrates SemGloVe with BERT and BiL-
STM, improving word embeddings, semantic relationships,
and model performance, offering potential advancements in
QA text classification tasks.

III. PROPOSED METHODOLOGY
This paper proposes the use of a BERT – Bi-LSTM based
Question Answering text classification approach in NLP. The
proposed work comprises of four main stages: collection of
datasets, Pre-processing using SemGlove with BERT and
Classification. Figure 1. depicts the workflow of the sug-
gested method.

A. DATASET
In this research, the proposed method utilized two-text gen-
eration dataset for the sentiment analysis named CR23K and
CR100K [23]. These datasets are from the education domain
and which consists of three classes such as positive, negative
as well as neutral. These datasets are greatly imbalanced
with greater number of reviews for the positive label class.
The sentimental dispensation depicts greatly the imbalanced
nature of the datasets by greater liability towards positive sen-
timent labels. Table 1 provides the description of both datasets
by course reviews and class labels. Due to their availability
of a variety of sentiment classes and their applicability to
NLP applications, the CR23K and CR1000k datasets were
selected. These datasets improve the study’s reliability and
applicability by providing a reliable testing environment for
assessing the suggested model’s performance in text classi-
fication. The study splits datasets CR23K and CR100K into
train, and test sets, allocating 70%, and 30% respectively.

B. DATA PREPROCESSING
Word embedding: In the field of natural language processing,
the primary thrust on study has traditionally been on the
mathematical representation of text. Discrete representations,
conveyed by One Hot Code, and distributional representa-
tions, embodied in Global Vectors (GloVe), are the two main
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FIGURE 1. Block diagram of the suggested method.

TABLE 1. Dataset description.

word embedding representation techniques used today [6].
The inability of one-hot to distinguish betweenwords is by far
its most glaring flaw. Word2vec and latent semantic analysis
features are integrated into the SemGloVe model, which has
its foundation on statistical theory [7]. Furthermore, it has
robust scalability and streamlines the parameter training pro-
cess, making the model more appropriate for large-scale
corpus data sets.

SemGloVe proceeds by obtaining the global word-word
co-occurrence counts matrix X given a training corpus. Its
entries, Xij, indicate the total number of times a word wj ∈

V occurs in the context of a word wi ∈ V, where V is the
training corpus’s word vocabulary. In terms of the separation
between wi and wj for the global word-word co-occurrence
count, SemGloVe specifies Xij as:

Xij =

∑
wj∈C(wi)

dis
(
wi,wj

)

=

∑
wj∈C(wi)

1⌊
Pj − Pi

⌋ (1)

where pj and pi are positions in context. Intuitively, words
close to wi get larger weights.

SemGloVe has two upsides over GloVe: first, it can identify
semantically meaningful word pairs that GloVe is unable
to determine, second, it can create global word-word co-
occurrence counts that are far more precise than GloVe.

In accordance with the context, BERT can create distinct
embedding for the same word (e.g. the neighboring words).
For example, the term ‘‘bank’’ might signify various notions
across multiple linguistic situations (such as a financial insti-
tution or a piece of land next to a river) or serve distinct
purposes (such as a noun or verb). BERT displayed state-of-
the-art performance [24], henceforth encoding syntactic and
semantic information about the source text [25].

Co-occurrences of Semantics from Multi-Head Self-
Attention; The multi-head self-attention weights of BERT
evaluates semantic relationships of tokens in contrast to
heuristic position-based distance function of GloVe. To be
more precise, the BERT self-attention weights determine
the word-to-word semantic distance, given a word sequence
W = {w1,. . . , wK}, a window size S, and a pre-trained
BERT model. First convert the original BPE-to-BPE atten-
tion weights to word-to-word attention weights, since BERT
segments, words into BPE tokens using word parts, or byte-
pair encodings Gan et al. [26].

T =

N∑
i=1

M∑
j=1

ATij (2)

Then, word-to-word attention weight matrix AW =C RK×K

is generated by averaging BPE-to-BPE attention weights.
For wj within local window context of word wi,j=C[ i – S,

i + S] ∩ j ̸= i, attention weight from word wi to wj is denoted
as AWij following:

AWij =
1
mxn

∑sm

k=s1

∑tn

l=t1
AT (k, l) (3)

where m and n are number of sub-words for wi and wj,
respectively, and AT (k, i) indicates attention weight from
BPE token tk to tl. AWij is sorted descendingly and top-S
words as wi’s context words C (wi) are chosen in order to
exclude semantically meaningless terms. Lastly, the Division
distance function determines separation between target word
wi and context word wj:

dis
(
wi,wj

)
=

AWij

AW i1
(4)

IV. CLASSIFICATION
After the extracted word features, classification algorithms
are used for classification of text data. An extracted feature
output is further proceeded to the classification of informa-
tion retrieval. In this method, the BERT – Bi-LSTM approach
is used to classify the text data and it is described in the
following section.
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A. BERT
Recently, the BERT is utilized at the search engines (like
Google) to optimize the explanation of the user’s search
queries. The BERT exceeds at various functions that make
this possible including sequence-to-sequence based language
development tasks like Question and Answering. The BERT
has been trained on a large corpus, developed to solve the
smaller problems and more defined NLP tasks. To utilize
the BERT approach, extract the data according to reading
conception. This method requires input Question and phrases
as text1, text2 for BERT approach accordingly and eventually
extracts the respective answers from phrases. Simultaneously,
input to BERT needs to extend some definite flags. The
depiction vector acquired through BERT could be utilized
for following classification task. The [SEP] mark has to be
located among sentences to divide two input sentences, and
[MASK] is employed to wrap few words in sentences to avail
[MASK] vector output on BERT approach that identifies a
word.

BERT is majorly classified into three modules such
as embedding, transformer and pre-trained fine-tuning
approach. The embedding approach consists of three portions
such as token, segment and position embedding, as well as
output vector of whole embedding approach is a total of those
vectors. As a fundamental approach of BERT, transformer
controls encoding part of transformer framework. The BERT
consists of six encoder blocks, which are stacked with each
other to develop an absolute encoder. Every block consists
of two layers such as multi-head self-attention and Feed
forward Fully Connected Layer (FFCN). The Self-attention
designs the set of query vector Q as well as key-value pairs
(k, v) to output. An outcome is estimated as weighted_sum
values, where weight allocated to every parameter is esti-
mated through correlation among query as well as alike key
function. Self-attention implementation authorizes the model
to learn long-term dependencies avoiding greater usage of
computing resources and which is formulated in equation (4)
as follows:

Attention = softmax
(
QKT
√
dk

)
V (5)

where, Q – query vector; (K ,V ) – set of key-value pairs;
dk – dimension of (K ,V ). A multi-head self-attention layer
initially depicts Q, K and V by parameter matrix, after
employing self-attention, and eventually connects the out-
comes into FCN and which is formulated in equation (5)
and (6) as follows:

head i = Attention
(
QWQ

i ,KWK
i ,VWV

i

)
(6)

Multihead (Q,K ,V )Concat(head1, . . . ,headh)WO (7)

With them, WQ
i ∈ Rdmodel×dk , WK

i ∈ Rdmodel×dk , WV
i ∈

Rdmodel×dk and WO
∈ Rhdv×dmodel . The individual multi-head

attention mechanism is not adequate to extract optimal fea-
tures. FFCN is extended to every encoder block and is

controlled by two linear transformations with ReLU activa-
tion function in the middle and is expressed in equation (7)
as;

FFN (x) = max (0,xW 1 + b1)W2 + b2 (8)

The latest pre-fine-tuning method uses the highest expec-
tation to determine a scale for answers and to locate the
starting and ending points. It utilizes the linear as well as
Softmax approach and hence input is a dependent BERT
word embedding. For ith token of phrase, the final layer of
BERT encodes it as Ti and after utilizing the vector S and its
internal product to estimate the initial position score. Every
token of paragraph has arbitrary starting, then this approach
utilizes the Softmax activation function to change probably
and finally selects the greatest probability as the starting of
the answer and which is formulated in equation (8) as:

Pi =
eS.T i∑
j e
ST j

(9)

Correspondingly, there is a vector T , which can be uti-
lized to estimate where an answer completes. The pre-trained
approach can set up training such that a model is quick,
thus obtaining required effect. Simultaneously, pre-trained
model plays a significant role in enhancing accuracy as well
as reliability of the model and language depiction is greatly
dependent on quality together with size of pre-trained aggre-
gation. According to BERT beingmade to the basis of general
models, further training the pre-trained BERT approach gen-
erates the rule text databases.

B. Bi-LSTM
The Bi-LSTM approach is constituted of forward and back-
ward LSTM in which the data can be worked in both the
direction. The backward direction procedure collects the hid-
den features with data pattern, which is basically eliminated
by LSTM. The forward hidden layer Lf , backward hidden
layer Lb and output sequence GHIo(t) is utilized to update
the network. The network updates iteratively backward from
T to 1 and forward as 1 to T . The updated network parameters
can be expressed in equation (9) to (11) as follows:

Lf = σ
(
W1GHI i (t) +W2Lf−1 + bLf

)
(10)

Lb = σ
(
W3GHI i (t) +W5Lb−1 + bLb

)
(11)

GHIo = W4Lf +W6L + bGHIo (12)

where, Lf , Lb andGHIo(t) – forward pass, backward pass and
last output layer. W – Weight coefficients as well as bLf , bLb
and bGHIo – biases.

BiLSTM involves replicating the network’s first recurrent
layer such that two layers are now side by side. The input
sequence is then supplied to the first layer in its original form,
and a reversed copy is supplied to the second layer. Every
time step, the outputs from the two LSTMs are typically
concatenated [16].
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FIGURE 2. BiLSTM structure.

C. BERT – Bi-LSTM
Alternatively, the simple-weight integration approach is
among BERT and Bi-LSTM. BERT- Bi-LSTM maintains
BERT and Bi-LSTM as upstream and downstream. The
BERT has a capability to learn statistical features of an adja-
cent word as well as Bi-LSTM is efficient in learning the
environmental data then coin it with the augmentation of the
non-computer language approach that has general desires on
statistical features as well as certain meanings depending on
the context. Hence, the BERT-Bi-LSTM has the potential to
analyze the user query based on text classification.

The model carries an output C∈Rn of final layer trained
in BERT, and extend the weight Wa∈Rda×n as the Bi-LSTM
input approach, which is mathematically expressed in
equation (12) as follows;

ai = g1 (WaCi + ba) (13)

where, 1 ≤ i≤ n, n is feature vector dimension of sentence
after the training of the BERT; ba – vector of the bias; g1 –
activation function acquires the sigmoid function.

The standard LSTM estimates a hidden layer h from one
direction, whereas Bi-LSTM estimates two hidden layer in
various directions, and eventually integrates the outcomes
from various directions to output. These output vectors can
be formulated in equation (13) as follows;

vi = h⃗i + h⃗i (14)

where, the forward and backward hidden layer vectors as
h⃗ and h⃗. Furthermore, the approach utilizes the tanh as
activation function g2 to estimate hidden layer, where, h is
computed as expressed in equation (14);

hdi = g2
(
W d
h ai + Uhdi−1 + bdh

)
(15)

where,W d
h ∈ Rdh×da – weight matrix of ai, U – approximate

hidden layer weight matrix output hd at time i− 1; bdh∈R
dh -

bias vector approximate to d th index.
Hidden layers hdi are integrated into the vector H , which

is a last level feature vector and utilizes the ReLU as the
activation function. An arbitrarily estimation of last text clas-
sification is expressed in equation (15) as follows;

P (y |H ,Ws, bs ) = softmax(WsH + bs) (16)

where,Ws ∈ R|s|×|l| as well as bs∈R|l| represents output layer
parameters; |l| – category numbers.

D. EXPERIMENTAL RESULTS
In this section, outcome and effectiveness of proposed
method is estimated by various performance metrics like
accuracy, precision, recall and F1-score that estimates model
performance. The mathematical representation of these per-
formance metrics are expressed in Equation (17 - 20),

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(17)

Precision =
TP

TP+ FP
(18)

Recall =
TP

TP+ FN
(19)

F1 − Score = 2 ×
Precision×Recall
Precision+ Recall

(20)

where, TP – True Positive;
TN – True Negative;
FP – False Positive;
FN – False Negative.

E. PERFORMANCE ANALYSIS
The study will evaluate the model’s performance on var-
ious examination of diverse question types present in the
dataset to be essential in improving the model’s efficacy in
diverse settings. Including feedback analysis questions in the
proposed study facilitates a more profound comprehension
of the model’s capacity to interpret and tackle particular
problems expressed by reviewers, including issues related
to course structure, evaluation systems, or missing learning
resources. The study focuses on feedback analysis to improve
the model’s overall efficacy in adapting user preferences
and correcting any flaws in course offerings. This section
shows the quantitative and qualitative analysis of the pro-
posed BERT –Bi-LSTMusing accuracy, precision, recall and
F1-score are presented in Tables 2, 3 and 4. Table 3 illustrates

TABLE 2. Dataset review labels.
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TABLE 3. Performance analysis using pre-trained model.

FIGURE 3. Graphical representation of proposed method using pre-trained models.

the performance of a proposed method utilizing pre-trained
models. Table 4 depicts the performance of proposed method
using Deep Learning (DL) algorithms. Table 5 depicts the
performance of proposed method in classification.

An overview of the text distribution throughout a collection
of reviews is shown in this table 2. Each row represents a
review, and the columns show the number of reviews that are
classified as neutral, positive, or negative depending on how
they feel.

Table 3 and fig 3 represents the performance of proposed
method with various pre-trained models. The performance
of a proposed method is evaluated and matched with exist-
ing methods like Text2GraphQL, SPARQL, XLNet and
TextGCN. The obtained results shows that the BERT model
attains the accuracy of 0.89, precision of 0.80, recall of
0.73 and F1-score of 0.67 respectively which is better when
compared to the existing methods.

Table 4 and fig 4 represents the performance of a proposed
method with various DL approaches. The performance of the
proposed method is evaluated and matched with the existing
methods like Convolutional Neural Network (CNN), Multi-
layer Perceptron (MLP), Recurrent Neural Network (RNN)
and LSTM. The acquired results shows that the Bi-LSTM
model attains the accuracy of 0.90, precision of 0.79, recall of
0.74 and F1-score of 0.68 respectively which is better when
compared to the existing methods.

Table 5 and fig 5 depicts the performance of proposed
BERT-Bi-LSTM with various methods. The performance of
a proposed method is estimated and matched with exist-
ing methods like BERT-CNN, BERT-MLP, BERT-RNN and
BERT-LSTM. The obtained results shows that the BERT-
Bi-LSTM model attains accuracy of 0.92, precision of 0.85,
recall of 0.79 and F1-score of 0.73 respectivelywhich is better
when compared to the existing methods.

The dataset balancing procedure is demonstrated in the
fig 6, which shows a comparison of the numbers of posi-
tive, negative, and neutral data before and after a balancing
approach is used.

An accuracy comparison between two datasets, CR23K
and CR100K, using various models is shown in the fig 7.
Decision Tree, BLSTM with proposed BERT-BiLSTM
are the three models that are contrasted. Every model’s
accuracy % is shown on the vertical axis. It is clear
that when compared to the other models, the proposed
BERT-BiLSTM model obtains a significantly greater accu-
racy, perhaps about 92%, on both datasets. This suggests
that when it comes to effectively categorizing or predicting
outcomes on these datasets, the proposed BERT-BiLSTM
model performs better than the Decision Tree and BLSTM
models.

The figure 8 provided is a histogram illustrating the
distribution of text lengths across five labels. The x-axis
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TABLE 4. Performance analysis of the proposed method using DL algorithms.

FIGURE 4. Graphical representation of proposed method using DL methods.

TABLE 5. Performance analysis of the proposed method.

represents text length, while the y-axis shows frequency.
Labels 1-5 depict different categories. Label 1 exhibits a
higher frequency of shorter texts compared to the other labels,
suggesting that texts categorized under Label 1 tend to be
briefer.

The fig 9 ‘‘Positive Reviews’’ visualizes the density of
positive reviews relative to ‘‘s_pos’’ scores, ranging from 0 to
1 on the x-axis. The y-axis represents the density of reviews
within each score range. These variations help discern preva-
lent score ranges among positive reviews, providing insights
into the distribution of text classification within the dataset.

The fig 10 provided depicts the distribution of reviews
across different ‘‘s_pos’’ scores, ranging from 0 to 1 on the
x-axis. Density, representing the number of reviews per score
range, is depicted on the y-axis. Peaks in the histogram sug-
gest concentrations of negative reviews at particular ‘‘s_pos’’

values, offering insights into the prevalence of negative
review within the dataset.

The distribution of neutrality ratings for reviews, which
range from 0 to 1, is shown in the fig 11. Scores mostly
lie in the range of 0.8 to 0.9 and around 0.3. This suggests
that a sizable percentage of evaluations convey neutral or
balanced opinions as opposed to very positive or negative
ones. Greater concentrations of evaluations with matching
neutrality ratings are indicated by higher bars, highlighting
the dataset’s high prevalence of neutral comments.

The fig 12 illustrates the progression of accuracy metrics
across nine experiments. The x-axis denotes the number of
experiments, while the y-axis represents accuracy as a per-
centage. Two lines are depicted training accuracy and a test-
ing accuracy. Both accuracies demonstrate an upward trend
after the initial experiment, signifying improved performance

VOLUME 12, 2024 117807



M. Suguna, K. S. Sakunthala Prabha: Reciprocating Encoder Portrayal

FIGURE 5. Graphical representation of proposed method in of classification performance.

FIGURE 6. Before and after balancing dataset.

FIGURE 7. Accuracy of different models on CR23K and CR100K dataset.

over successive trials. This suggests that themodel effectively
learns from the training data and performs adequately on
unseen data.

FIGURE 8. Distribution of text lengths by labels.

FIGURE 9. Positive reviews.

The fig 13 illustrates the progression of accuracy metrics
across nine experiments. The x-axis denotes the number of
experiments, while the y-axis represents accuracy as a per-
centage. Two lines are depicted training accuracy and a range
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FIGURE 10. Negative reviews.

FIGURE 11. Neutral reviews.

FIGURE 12. Training and testing accuracy of Bi-LSTM.

line representing testing accuracy. Both accuracies demon-
strate an upward trend after the initial experiment, signifying
improved performance over successive trials. This suggests
that the model effectively learns from the training data and
performs adequately on unseen data.

FIGURE 13. Training and testing loss.

F. COMPARATIVE ANALYSIS
Table 6 illustrates the comparison of the performance of the
proposed method with existing methods. The existing metrics
as in equations [17], [18], [19], [20] are used for evaluating
the ability of the performance.

TABLE 6. Comparison of proposed method with existing methods.

G. ERROR CASE STUDIES
Error case studies are essential for comprehending the short-
comings and potential areas of development in the suggested
approach for text categorization with question answers.
Several significant problems were found once the dataset
was analyzed. First, ambiguity-related misclassification was
noted, where a review that included the term ‘‘Boring’’ was
incorrectly categorized as positive. This suggests that it can
be difficult to discern between positive and negative attitudes
when presented with ambiguous wording. Language transla-
tion problems were seen in reviews including non-English
material, which might result in incorrect categorization or
mistakes in the model. Analyzing these mistake case studies,
improvements may be made to the system to improve its
resilience and accuracy in categorizing course reviews, and
feedback from learners.
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H. CASE STUDY
An innovative use case in the medical field is the incorpo-
ration of the Q/A approach into a Chabot for healthcare.
The Chabot, which is intended to provide medical advice
and respond to patient inquiries, functions as a handy and
easily navigable resource for those looking for information
on symptoms, drug information, and general health advice.
The BERT-Bi-LSTM architecture is employed by the Q/A
model, which is the central element of the Chabot’s com-
prehension of natural languages module, to analyze user
inquiries, extract relevant information, and produce precise
replies. Through user-friendly interfaces, including online
applications or mobile apps, patients communicate with the
Chabot by typing in their medical questions in normal lan-
guage. In exchange, the Chabot quickly provides insightful
responses and suggestions. The healthcare Chabot greatly
increases the effectiveness of providing medical support
by utilizing the Q/A methodology. Instant answers to their
questions help patients, decreasing the need for manual inter-
vention and shortening the time they must wait for medical
consultations. This implementation has implications for sev-
eral related fields. It improves patient education by supplying
dependable health information, increases healthcare acces-
sibility by offering prompt medical advice, especially in
underserved or remote areas, andmaximizes healthcare assets
by automating regular inquiries and freeing up healthcare
providers to concentrate on complex cases. The Q/A model’s
incorporation into the healthcare Chabot shows how it may
enhance telemedicine, encourage patient involvement, and
boost the effectiveness of healthcare delivery.

I. QUALITATIVE EXAMPLES AND SENSITIVITY ANALYSIS
In qualitative instances, themodel shows its ability in a review
expressing positivity towards a music class. The sentiment is
evident with phrases like ‘‘very helpful’’ and ‘‘basic music
knowledge.’’ This positive sentiment is accurately captured
by the model, reflected in its high rating of 5. Sensitivity
analysis modifies input variables, hyper parameters, dataset
size, and model architecture to evaluate the resilience of the
model. These assessments offer insightful information about
how well the model performs in various contexts, which
helps optimize and fine-tune the model for improved efficacy
in practical applications. Qualitative examples demonstrate
how accurately the model comprehends and reacts to a range
of issues, and sensitivity analysis to guarantee the model’s
flexibility and dependability under different circumstances,
which adds to its general effectiveness and usefulness.

J. DISCUSSION
In comparison to previous techniques, the suggested BERT-
Bi-LSTM model offers improved performance metrics and
represents a potential development in question-answering
text categorization. Through the utilization of SemGloVe
embeddings in conjunction with BERT and Bi-LSTM sys-
tems, the model exhibits enhanced F1-score values, accuracy,

precision, and recall. Qualitative examples demonstrate the
model’s ability to correctly answer a range of questions,
especially in themedical field. Sensitivity analysis also shows
how resilient the model is to changes in input data, archi-
tectural options, hyper parameters, and dataset sizes. These
results highlight the model’s flexibility and dependability in
practical settings. Subsequent investigations may examine
supplementary optimization methodologies and assess the
model’s efficacy in diverse fields and linguistic frameworks.
The suggested method has great potential in advanced text
classification tasks for question-answering.

V. CONCLUSION
In this paper, BERT- Bi-LSTM model is proposed for the
text classification of Q/A. This method utilized the CR23K
and CR1000k datasets for the effective text classification
of the NLP. The pre-processed data from SemGloVe is
then utilizing by the pre-trained model of BERT. BERT
BiLSTM-Attention Similarity Model increases the precision
of question-to-question similarity calculations by employ-
ing BiLSTM-Attention for feature extraction, which assigns
greater weight to significant portions of the embedding,
and BERT as an embedding layer to transform questions
into embedding. The exponential function is multiplied by
the similarity function to produce the semantic similarity
score. The proposed BERT – Bi-LSTM model has provided
better results by utilizing evaluation metrics like accuracy,
precision, recall and F1-score of values about 0.92, 0.85,
0.79 and 0.73 when compared to the existing methods
of Text2GraphQL, GPT-2, BERT and SPARQL. To fur-
ther improve accuracy of the similarity model, alternative
pre-trained language models like RoBERTa or XLNet, could
be suggested as embedding layer in supplant to BERT.

Subsequent investigations may pursue several avenues to
tackle the constraints and enhance the conclusions of this
research. To further improve model performance, techno-
logical advancements might entail experimenting with other
pre-trained language models, such as RoBERTa or XLNet.
The BiLSTM-Attention method might be improved, or other
designs could be investigated for more effective feature
extraction and embedding, as part of model improvement
efforts. Expanding the use of the concept might involve
implementing it in different fields outside of question and
answering, including document categorization or sentiment
analysis. Extending the model to novel domains, fine-tuning
hyper parameters for various datasets, and ensuring effi-
cacy and scalability in practical applications might present
difficulties. Robust experimentation, working with domain
experts to curate datasets, and ongoing model monitoring and
improvement based on user input and changing requirements
are some possible solutions.
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