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ABSTRACT In this research, we present an advanced predictive framework designed to assess the turbulence
induced by low-level wind shear near the runways at Hong Kong International Airport (HKIA), utilizing
data from Pilot Reports (PIREP). This framework integrates the TabNet architecture with SHapley Additive
exPlanations (SHAP), thereby enhancing both predictive accuracy and interpretability. Given the imbalance
in the PIREP data, we implement various data augmentation techniques and employ Bayesian optimization
to fine-tune the hyperparameters of the TabNet model. Our analysis revealed that the TabNet model, when
applied to data balanced with the Support Vector Machine - Synthetic Minority Over-sampling Technique
(SVM-SMOTE), demonstrated superior performance, evidenced by a Geometric Mean (G-Mean) of 0.74,
a Matthews Correlation Coefficient (MCC) of 0.37, a Balanced Accuracy (BA) of 0.74, and an Area
Under the Receiver Operating Characteristic (AU-ROC) of 0.739. SHAP analysis further enhanced the
interpretability of the TabNet model by identifying key contributing factors, including the magnitude of
wind shear and altitude, which significantly influence the likelihood of significant turbulence occurrence.
Specifically, SHAP insights demonstrated the critical impact of wind shears between 15 and 25 knots and the
pronounced effects of complex terrain and sea breezes on significant turbulence occurrence, predominantly
at altitudes below 1200 feet. These findings not only demonstrate the efficacy of the TabNet-SHAP model
in enhancing aviation safety through improved turbulence prediction but also provide actionable insights for
operational and safety protocols at airports prone to low-level wind shear.

INDEX TERMS Aviation turbulence, civil aviation safety, SHAP, TabNet, wind shear.

I. INTRODUCTION
Low-level wind shear is recognized as a critical issue in
aviation safety due to its ability to cause significant distress
to passengers and crew, impair aircraft controllability, and
potentially inflict structural damage on the air frame [1], [2],
[3]. The International Civil Aviation Organization (ICAO)
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recognizes low-level wind shear, occurring below 1,600 feet
and/or within 3 nautical miles from the runway’s threshold,
as a significant risk to aircraft during takeoff and landing
phases. This phenomenon can induce substantial aviation tur-
bulence, necessitating the abandonment of landing attempts
by incoming flights.

The ICAO utilizes the eddy dissipation rate (EDR)
metric, specifically its cube root, to quantify aviation tur-
bulence intensity. EDR values in the range of 0.00 to
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FIGURE 1. Effect of turbulence due to low-level wind shear events on approaching aircraft.

0.299 m2s−3 signify low turbulence, while values between
0.30 to 0.49 m2s−3 indicate moderate turbulence. EDR
values exceeding 0.50 m2s−3 are associated with severe
turbulence [4]. Notably, significant turbulence encompasses
both moderate and severe turbulence categories, representing
considerable disturbances that can affect flight safety and
operations. Figure 1 demonstrates potential anomalies during
significant turbulence events caused by low-level wind shear,
including aborted landings and deviations from the desig-
nated glide path during final approach.

Pilot Reports (PIREPs) are an essential and real-time
resource for capturing observations of turbulence encoun-
tered during flight. These reports offer detailed accounts
of the meteorological conditions experienced, encompassing
information such as the date, time, geographical coordinates
(latitude and longitude), and altitude, typically expressed as
flight level [5]. Traditionally, PIREPs are communicated via
radio to relevant ground stations for subsequent dissemi-
nation. In some instances, these observations may also be
relayed via telephone communication post-landing [6].
The importance of evaluating significant turbulence caused

by low-level wind shear is paramount within the aviation sec-
tor. Such assessments are critical for the formulation of vital
mitigation strategies, which include the revision of aircraft
operational procedures and the enhancement of pilot training
programs. By integrating these strategies into operational
practices, the aviation sector can proactively improve safety
measures and optimize flight operations.

Understanding and accurately reporting significant tur-
bulence through PIREPs enables the development of a
comprehensive safety framework. This framework can lead
to the advancement of flight safety protocols, ensuring that
pilots are better prepared to handle adverse weather con-
ditions. Additionally, these reports contribute to a larger
database of meteorological information, aiding in the predic-
tive modeling of turbulence and the continuous improvement
of aircraft design and technology.

Advancements in the estimation of turbulence have
markedly enhanced flight safety, especially in instances
triggered by wind shear events. These improvements have
been achieved through the deployment of in situ sen-
sors, the application of remote turbulence sensors such as
Doppler Light Detection and Ranging (LiDAR) systems,

the incorporation of airborne sensors, and the use of radar
technology [7], [8], [9], [10]. Furthermore, extensive com-
putational efforts have led to the development of numerical
simulations and algorithms that link radar detection data
with turbulence intensity [11], [12], [13], [14] These com-
putational tools are essential for the analysis of radar data,
offering insights into the severity and nature of turbulence.
This, in turn, allows pilots and air traffic controllers to make
well-informed decisions and implement necessary safety pre-
cautions. Nonetheless, the accuracy of EDR values, estimated
fromDoppler LiDAR or radar data, is affected by data quality
issues and the intrinsic limitations of the physical models
used.

Recently, the adoption of Artificial Intelligence (AI) tech-
niques has seen a notable increase across various sectors [15],
[16], [17]. This surge in AI relevance is attributed to the
growing volume and complexity of data, coupled with the
enhanced availability and cost-effectiveness of computing
power. These aspects of digital transformation facilitate the
swift and autonomous generation of models that can pro-
cess large and complex datasets with high efficiency and
accuracy [18], [19]. Despite significant advancements in AI
applications across various fields, its utilization in civil avi-
ation safety is still relatively nascent. Table 1 provides a
comprehensive review of the latest AI algorithms employed
in aviation meteorology and operational safety.

The effective prediction of turbulence using AI models
based on PIREPs data is hindered by two primary obstacles.
The first challenge is the significant imbalance within the
PIREP data, where there is a higher frequency of reports
indicating low levels of turbulence compared to a limited
number of reports on medium to severe (significant) turbu-
lence events. The second challenge revolves around the lack
of transparency in the existing AI models, often referred to as
their ‘‘black-box’’ nature. This opacity makes it difficult to
understand and trace the underlying logic behind the predic-
tions made by these AI models.

To address the challenges of data imbalance and inter-
pretability in predicting turbulence, we propose a three-phase
TabNet-SHAP strategy. In the first phase, we balance
the PIREPs data using various augmentation strategies
such as Borderline-Synthetic Minority Over-sampling Tech-
nique (Borderline-SMOTE) [33], hybrid Support Vector
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TABLE 1. Review of the latest artificial intelligence models in the field of aviation meteorology, operation and safety.

Machine- Synthetic Minority Over-sampling Technique
(SVM-SMOTE) [34], Near Miss [35], Adaptive Syn-
thetic (ADASYN) [36], and hybrid Synthetic Minority
Over-sampling Technique - Edited Nearest Neighbour
(SMOTE-ENN) [37]. This ensures a more suitable dataset for
training the machine learning models. In the second phase,
we employ the state-of-the-art TabNet model for effective
classification and prediction of turbulence [38]. TabNet is
chosen for its ability to handle tabular data and its strong
performance in various machine learning tasks [39], [40].
The approach draws on the advantages of deep learning
while aiming to overcome its shortcomings in processing
tabular data [3], [41]. The Bayesian optimization is used to
obtain the optimal hyperparameters of TabNet model [42].
In the final phase, we integrate Shapley Additive explanations

(SHAP) analysis [43] with the TabNet model to enhance
interpretability. SHAP analysis will allows us to understand
the contribution of different factors in the prediction of turbu-
lence, providing valuable insights into the underlying factors
and patterns. By utilizing the Bayesian-tuned TabNet model
and incorporating SHAP analysis, our research not only seeks
to enhance the predictive accuracy of turbulence prediction
but also to offer clear, interpretable explanations for the pre-
dictions of TabNet model. Figure 2 depicts the three-phase
framework used for predicting and interpreting turbulence
caused by wind shear events.

This study outlines its key contributions as follows:

• The implementation of a deep learning classifier, Tab-
Net, for predicting and classifying turbulence, utilizing
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FIGURE 2. Proposed TabNet-SHAP strategy for predicting and interpreting turbulence due to wind shear in
the airport runway zones.

PIREPs data gathered from HKIA. Through the adop-
tion of various data augmentation strategies, coupled
with the application of Bayesian Optimization, the Tab-
Net model’s learning capabilities have been notably
enhanced by fine-tuning its hyperparameters.

• Furthermore, the interpretability of the TabNet model’s
classification outcomes on turbulence has been aug-
mented using SHAP analysis, providing insights into
contributing factors. This includes analysis of important
individual factors and their interactions.

The following sections of the paper are organized as fol-
lows: Section II illustrates detailed information about the
study location, HKIA-based PIREPs data, and provides an
overview of the TabNet architecture, Bayesian optimiza-
tion, SHAP analysis, and performance metrics. Section III
shows the results of the study and their implications. Finally,
Section IV provides conclusion, summarizing the findings
and their significance in the realm of civil aviation safety.

II. DATA AND METHOD
A. STUDY LOCATION
In this research, we assess the levels of turbulence near the
runways at Hong Kong International Airport (HKIA), which
is the primary air transport gateway for Hong Kong. It is situ-

ated on Lantau Island, an artificially expanded island located
near the subtropical coast of mainland China, as shown in
Figure 3. This strategic positioning allows HKIA to serve
as a significant hub for international air traffic, capitalizing
on its proximity to the economic powerhouses of the Asia-
Pacific region [44]. The airport’s location on Lantau Island,
coupled with its advanced infrastructure, has been instru-
mental in its development into one of the world’s busiest
and most efficient airports, facilitating passenger and cargo
flights globally as shown in Figure 4 [45]. However, this geo-
graphical area is frequently subjected to convective weather
patterns, characterized by tropical cyclones and the influence
of the southwest monsoon system [46], [47]. These cli-
matic conditions are well-known for their role in producing,
wind shear, thunderstorms and substantial rainfall, frequently
leading to interruptions in flight schedules and delays at
HKIA [48]. The propensity for such weather phenomena in
this region often precedes challenges in maintaining smooth
aviation operations.

Extensive studies in the past have highlighted the vul-
nerability of HKIA to a range of adverse meteorological
events [49]. The airport’s exposure to extreme weather con-
ditions, including typhoons, substantial rainfall episodes,
wind shear phenomena with speeds varying between 14 to
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FIGURE 3. Lantau island to the south of hong kong international airport.

FIGURE 4. Structures around and within hong kong international airport.

30 knots, notable instances of turbulence, and intense
crosswinds impacting runway operations, has been well
reported [50], [51], [52]. These elements underscore the crit-
ical need for ongoing research into mitigating the impacts of
severe weather on aviation safety and operational efficiency
at HKIA.

B. PIREPs DATA DESCRIPTION AND PRE-PROCESSING
The Hong Kong Observatory (HKO) regularly gathers
PIREPs to document instances of low-level wind shear and
turbulence experienced during aircraft takeoff or landing at
HKIA. Consequently, the data used in this study were specif-
ically sourced from PIREPs obtained at HKIA. These reports
are crucial for pilots to communicate real-timeweather condi-
tions that could pose hazards. The HKIA-based PIREPs used
in our study provide extensive details on the prevalence and
incidents of wind shear, as well as observations on turbulence
caused by these wind shear events. Our analysis of these
reports revealed a consistent pattern of concurrent reports of
turbulence and wind shear events. Pilots use a standardized
numerical system to classify the intensity of the turbulence
encountered during flight, as shown in Table 2.

This approach ensures a consistent and measurable system
for reporting turbulence, enabling a more systematic anal-

TABLE 2. Numerical values assigned to the different levels of turbulence
due to wind shear.

ysis and understanding of turbulence events around HKIA
runways. These reports provide detailed insights into the
intensity, origins, and frequency of wind shear occurrences
at various altitudes above the runway. As shown in Figure 5,
these reports carefully document wind shear events at specific
horizontal distances from the runway threshold, focusing on
occurrences at 1 nautical mile (1-MF/MD) and 2 nautical
miles (2-MF/MD) from both the approach and departure
ends of the runway. This is crucial for analyzing the spatial
distribution of wind shear incidents and their potential impact
on aviation safety during different phases of flight, such as
landing and takeoff.

Additionally, PIREPs indicate causes of wind shear, such
as gust fronts or sea breezes. It is important to note that, with-
out specific terminology for pilots to identify building-related
wind shear events, their identificationmust follow established
criteria. Firstly, these events should be reported under clear
skies, free of precipitation or thunderstorms at HKIA. Sec-
ondly, the focus is on incidents reported within 2 nautical
miles of touchdown. Table 3 presents a subset of data derived
from HKIA-based PIREPs, providing a glimpse into the
extensive dataset available for this study.

In most HKIA-based PIREPs, the notation ‘‘Null’’ fre-
quently indicates the absence of turbulence during takeoff or
landing phases. Instances of light or light-to-moderate tur-
bulence, while occasionally recorded, are typically managed
by pilots through established training protocols. Conversely,
occurrences of moderate-to-severe or severe turbulence are
less common but raise significant safety concerns. To address
this, we propose a binary classification framework where
observations categorized as null, light, or light-to-moderate
turbulence are designated as the negative class (0), labeled
as Insignificant Turbulence (IST). Conversely, reports indi-
cating moderate, moderate-to-severe, and severe turbulence
are classified as the positive class (1), termed Significant
Turbulence (ST), underscoring their critical importance to
aviation safety analysis, as shown in (1).

Turbulence =


1 : ST
Moderate/ mod erate − to − severe/severe
0 : IST
Null/low/low − to − moderate

(1)
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FIGURE 5. Occurrence location of wind shear events; (a) Occurrence at finals/arrival, (b) Occurrence at departure.

TABLE 3. Sample data gathered from pilot reports at hong kong international airport.

In the HKIA-based PIREPs dataset, wind shear-related fac-
tors are categorized and encoded to facilitate analysis and
interpretation, as illustrated in Table 4. This encoding method
uses both label coding for discrete factors and direct rep-
resentation for continuous factors, resulting in a structured
and interpretable dataset. For instance, the magnitude of wind
shear is represented as a continuous variable, quantifying the
intensity of wind shear events in knots. This direct represen-
tation offers a precise measurement of wind shear strength
without requiring additional encoding.

Wind shear distance from runway (MF/MD) is treated as
a discrete factor and encoded to denote the event’s distance
from the runway. The encoding values are ‘0’ for events
occurring right at the runway (RWY), ‘1’ for those 1-MF or 1-
MD away, ‘2’ for those 2-MF or 2-MD away, and ‘3’ for those
3-MF or 3-MD away. This method categorizes the proximity

of wind shear events relative to both the landing and takeoff
phases. The altitude of wind shear (ft) is encoded as a discrete
factor segmented into four categories based on altitude in feet:
‘0’ for 0-399 ft, ‘1’ for 400-799 ft, ‘2’ for 800-1199 ft, and ‘3’
for 1200-1600 ft. The causes of wind shear are also encoded
as discrete values to identify their origin: ‘0’ for terrain, ‘1’
for sea breeze, and ‘2’ for gust front. Additionally, the rain
factor indicates whether rain was present (‘1’) or absent (‘0’)
at the time of the wind shear event.

C. THEORETICAL OVERVIEW OF TabNet ARCHITECTURE
TabNet is a pioneering deep learning model tailored for
tabular data, combining the interpretability of decision trees
with the power and flexibility of neural networks. It stands
out for its strategic use of a learnable attention mechanism
to dynamically select features, making it adept at handling
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TABLE 4. Label encoding of different factors extracted from HKIA-based PIREPs for the analysis of turbulence due to wind shear.

high-dimensional data and complex interactions between fea-
tures. The architecture of TabNet is designed to process data
through a series of decision steps, allowing for sequential
attention to different subsets of features at each step as shown
in Figure 6. This structure enables the model to focus on the
most relevant features for making predictions, akin to how a
human analyst might approach a data set by concentrating on
different factors sequentially.

The TabNet introduced involves several key components
such as Attentive Transformer, Feature Transformer, Deci-
sion step and Output layer.The Attentive Transformer is
responsible for selecting the features to be used at each deci-
sion step. It applies a mask to the input features, determining
which ones are relevant based on the current state of the
model and the data as shown by (2).

M = Sparemax (FC (BN (Dlast))) (2)

where M is the mask generated for feature selection, FC
denotes a fully connected layer, BN represents batch nor-
malization applied to the decision output from the previous
stepDlast , and Sparsemax is a sparsity-inducing function that
ensures only a subset of features is selected.

Once the Attentive Transformer selects features, the Fea-
ture Transformer generates a more abstract representation of
these features. It is crucial for capturing complex relation-
ships and interactions between the selected features as shown
by (3).

H = ReLU (FC (BN (X ◦M))) (3)

Here, H represents the transformed features, X is the input
feature set, ◦ denotes element-wise multiplication with the
mask M , ensuring only selected features are processed.
TabNet’s architecture includes multiple decision steps, each
consisting of an Attentive Transformer and a Feature Trans-
former. These steps iteratively refine the model’s focus and
representation of the data, contributing piece-wise to the final

prediction, which is denoted by (4).

Di = ReLU (FC (BN (Hi−1))) (4)

where, Di is the decision output at step i, with Hi−1 being
the output of the Feature Transformer from the previous step.
This recursive process allows for the sequential refinement
of information. After passing through the designated number
of decision steps, the outputs are aggregated to form the
final model prediction. This aggregation captures the com-
prehensive analysis performed by the model across all steps
as shown by (5).

Y =

∑
i
FC (Di) (5)

where, Y is the final prediction, aggregating the contributions
(Di) from each decision step through fully connected layers
(FC).

D. BAYESIAN OPTIMIZATION FOR TabNet
HYPERPARAMETER TUNING
Bayesian optimization is a strategic process for hyperpa-
rameter tuning, particularly suited for models like TabNet,
which are complex and sensitive to hyperparameter settings.
The essence of Bayesian optimization lies in its iterative
approach to model the objective function (e.g., validation
loss or accuracy) using a probabilistic model. The steps
outlined below demonstrate the process of using Bayesian
optimization to tune the hyperparameters of the TabNet
model.

1) DEFINE THE HYPERPARAMETER SPACE
To begin, it is necessary to identify and specify the range for
the TabNet hyperparameters, as outlined in Table 5, due to
their specific role in the modeling process. This initial step
basically defines the search area for the Bayesian optimiza-
tion process.
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FIGURE 6. TabNet architecture.

TABLE 5. Description of hyperparameter of the TabNet model.

2) CHOOSE A SURROGATE MODEL
Bayesian optimization requires a surrogate model to approx-
imate the objective function’s landscape based on available
data points. Gaussian Processes (GPs) are commonly used
due to their ability to model the uncertainty of predictions.
The prediction at any point x can be described using the
Gaussian Process as (6).

f (x) = GP
(
m (x) , k

(
x, x ′

))
(6)

where m (x) denotes the mean function (often assumed to be
zero), and the parameter k

(
x, x ′

)
represents the covariance

function between two points x and x ′, expressing the expec-
tation that points closer in the hyperparameter spacewill yield
similar performance.

3) SELECT AN ACQUISITION FUNCTION
The acquisition function guides where to sample next by
trading off exploration and exploitation. Expected Improve-
ment (EI) is a better choice due to its effectiveness in many
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TABLE 6. Description of performance measure.

TABLE 7. Statistical descriptions of factors obtained from hkia-based
pireps for turbulence due to wind shear.

scenarios. Given a set of observed points, the EI at a new point
x is calculated as (7).

EI (x) = E
[
max

(
0, f (x)− f

(
x+

))]
(7)

where f
(
x+

)
denotes the objective function value of the

optimal sample observed so far. EI measures the expected
increase in the objective function over the current best value.

4) INITIALIZE THE PROCESS AND UPDATE THE SURROGATE
MODEL
Start by selecting a few points in the hyperparameter space,
either randomly or based on prior knowledge, and evaluate
the TabNet model’s performance at these points. These initial

evaluations will form the basis for the surrogate model’s first
approximation. Use the outcomes of the evaluations (i.e.,
the performance of the TabNet model under the selected
hyperparameters) to update the surrogate model.

5) OPTIMIZATION LOOP
Iteratively perform the following until a termination criteria
is satisfied such as convergence to a satisfactory performance
level or maximum iterations.

6) CHOOSE THE BEST HYPERPARAMETERS
After completing the optimization loop, select the set
of hyperparameters associated with the best performance
observed during the process.

E. SHAP ANALYSIS FOR TabNet INTERPRETATION
SHAP analysis is a method employed to enhance the trans-
parency of predictions made by machine learning models.
It assigns importance values to individual features, illumi-
nating their role in the model’s output [53]. Drawing from
cooperative game theory, SHAP utilizes Shapley values,
which quantify each feature’s contribution to the prediction.
These values are calculated using principles that apportion the
overall payoff of a coalition game among players, where each
player’s payout is proportional to their marginal contribution.
In the context of machine learning, each feature of a dataset
acts like a player in the game, and the SHAP value measures
the impact of including each feature in the model. This dis-
tribution is formalized mathematically in (8), which outlines
how the contributions of individual features to the predictive
accuracy are calculated, thereby providing insights into the
workings of the model.

ψj (g, z) =

∑
T⊆M\{j}

|T |! (|M | − |T | − 1)!
|M |!

× [gz (T ∪ {j})− gz (T )] (8)

where;
• ψj denotes the SHAP value of the feature j,
• g represent the model, which is TabNet in our case,
• z is the specific unit for the predictions to be explained,
• M is total set of the features,
• T is the subset ifM excluding feature j,
• |T | and |M | denotes the cardinality of sets T and M ,
respectively,

• gz (T ) is the TabNet’s model prediction with feature in
set T ,

• gz (T ∪ {j}) is the TabNet’s model prediction with the
features in T plus feature j.

This equation computes the marginal contribution of feature j
by considering all possible combinations of features and aver-
aging the change in the prediction that feature j contributes.
For practical application, especially in complex models such
as TabNet and big datasets, direct computation using (8) an
be computationally intensive. Various approximations and
algorithms, such as the Kernel SHAP method [54], have
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FIGURE 7. Data balancing by using various data augmentation strategies.

been developed to efficiently compute SHAP values. The
Kernel SHAP method applies a weighted linear regression to
estimate SHAP values, simplifying the computation as shown
in (9).

φ =

(
XTWX

)−1
XTWy (9)

where:
• X is a matrix of binary indicators representing the pres-
ence or absence of features in subsets,

• W is a diagonal matrix of weights for each subset,
• y is a vector of TabNet model outputs for each subset.

F. PERFORMANCE MEASURES
The evaluation of TabNet’s model effectiveness, both in pre-
diction and classification tasks, is conducted through the
analysis of six key performance metrics: precision, recall, F1-
Score, Matthews Correlation Coefficient (MCC), Geometric
mean (G-Mean), Balanced Accuracy (BA) and the receiver
operating characteristic (ROC) curve. Table 6 provides the
detailed descriptions of each metrics.

In addition, ROC curve can be employed, which is a graph-
ical plot that illustrates the diagnostic ability of a binary
classifier system as its discrimination threshold is varied.
It plots the true positive rate (Recall) against the false positive
rate (1 - Specificity) at various threshold settings. The area
under the ROC curve (AU-ROC) provides a single measure
of overall model performance across all classification thresh-
olds.

III. RESULTS AND DISCUSSION
For developing the turbulence model due to wind shear
based on TabNet, the challenge of imbalanced data within
the HKIA-based PIREPs dataset was first addressed with

an initial phase of data cleansing to correct any inconsis-
tencies or missing values. After this preprocessing step,
the dataset was divided into training and testing sub-
sets. A randomized method was used, allocating 70% of
the data for training and reserving the remaining 30%
for testing. To tackle the issue of dataset imbalance,
several resampling techniques were applied to the train-
ing set, including Borderline-SMOTE, SVM-SMOTE, Near
Miss, ADASYN, and SMOTE-ENN. These techniques cre-
ated a balanced class distribution, enhancing the TabNet
model’s ability to effectively learn from less represented
classes.

Following data balancing, Bayesian optimization was
applied to both the treated and untreated segments of the
training dataset to fine-tune the TabNet model’s hyperpa-
rameters through a systematic and iterative approach. This
optimization used a 10-fold cross-validation strategy, ensur-
ing robustness and generalizability in TabNet model training.
Afterwards, the 30% portion of the dataset set aside for
testing was used to assess the TabNet model’s predictive
accuracy, allowing for a comprehensive evaluation of its
performance across various metrics. To further clarify the
TabNet model’s decision-making process, SHAP analysis
was conducted. This interpretative technique provided both
global and local perspectives on the TabNet’s predictions,
revealing the influence of individual features on the model’s
output. Through SHAP analysis, insightful and interpretable
explanations were derived, enhancing the transparency of the
model’s decision-making processes.

From January 1, 2007, to July 2023, HKIA-based PIREPs
reported 6,838 instances of wind shear on both outbound
and inbound flights. Among these, 1,169 instances of ST
due to wind shear were detected, and 5,668 instances of IST
were recorded. This compilation aims to show the complex
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TABLE 8. Best hyperparameters for the TabNet model across various data augmentation strategies.

FIGURE 8. Training loss trends across epoch sizes for the TabNet Model with Different Data Augmentation Strategies: (a) TabNet using original untreated
data; (b) TabNet with Borderline-SMOTE treatment; (c) TabNet with SVM-SMOTE treatment; (d) TabNet with Near Miss treatment; (e) TabNet with ADASYN
treatment; (f) TabNet with SMOTE-ENN treatment.

nature of wind shear and the resulting turbulence, providing a
comprehensive perspective on the frequency, distribution, and
severity of these events over the 16-year observation period.
The detailed analysis serves as a cornerstone for advancing
our understanding of turbulence, particularly in the context
of wind shear, thereby contributing to the broader body of
knowledge within aviation safety research. Table 7 provides
a detailed overview of descriptive statistics for factors derived
from HKIA-based PIREPs.

A. TREATMENT OF IMBALANCED HKIA-BASED PIREPs
DATA
Figure 7 presents a series of pie charts comparing the class
distributions within the HKIA-based PIREPs dataset before
and after applying various data augmentation techniques,
with classes labeled as IST and ST. The original, untreated
dataset reveals a significant imbalance, with IST comprising
82.94% (4536 instances) and ST at 17.06% (933 instances).
After applying SVM-SMOTE, the class distribution becomes
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FIGURE 9. ROC curves and AU-ROC values for TabNet models under various data augmentation strategies: (a) TabNet using original, untreated
data; (b) TabNet with Borderline-SMOTE modification; (c) TabNet with SVM-SMOTE modification; (d) TabNet with Near Miss modification;
(e) TabNet with ADASYN modification; (f) TabNet with SMOTE-ENN modification.

TABLE 9. Comparative analysis of confusion matrix results for TabNet versus other models using various data augmentation strategies.

perfectly balanced, with each class representing 50% of the
data, totaling 4536 instances each. Similarly, Borderline-

SMOTE achieves an exact 50-50 balance between IST and
ST, with 4536 instances in each class.
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TABLE 10. Evaluation of TabNet performance across various data augmentation techniques.

The Near Miss technique also balances the dataset, result-
ing in an even split, with both IST and ST constituting 50% of
the data, each with 933 instances. The ADASYN technique
results in a slight variation from perfect balance, with IST
at 49.74% (4536 instances) and ST marginally higher at
50.26% (4584 instances). The hybrid SMOTE-ENN shows
a more considerable disparity in class distribution, with IST
accounting for a larger portion at 82.83% (3064 instances)
compared to ST at 17.17% (635 instances).

B. TUNING TabNet HYPERPARAMETERS USING BAYESIAN
OPTIMIZATION
This study demonstrates the application of Bayesian Opti-
mization to fine-tune the hyperparameters of the TabNet
model, with the aim of enhancing predictive and classification
performance in turbulence detection. By employing various
data augmentation strategies to prepare balanced training
datasets, the study identifies optimal hyperparameters for
TabNet across different treated datasets.

Utilizing Bayesian Optimization with a Gaussian Process,
the study adjusts TabNet’s hyperparameters within a spe-
cific search space, aiming to maximize the AU-ROC curve
area. The optimal hyperparameter configurations for TabNet
across data augmentation strategies are provided in Table 8,
specifying important hyperparameters such as optimizer, n_a,
lambda_sparse, gamma, n_shared, n_steps, mask_type, and
learning_rate. Additionally, Figure 8 illustrates the relation-
ship between loss and epoch size for the TabNet model under
different data augmentation strategies.

FIGURE 10. SHAP importance and contribution plot for the turbulence
due to wind shear.

C. PERFORMANCE PREDICTION AND COMPARISON
The evaluation of predictive performance using the testing
dataset begins with collecting classification metrics, such as
true positives, true negatives, false positives, and false nega-
tives, from the confusion matrices of TabNet and competing
models. This evaluation involves both actual and augmented
data, as shown in Table 9. Key evaluation metrics, including
the G-Mean, MCC, and BA, were calculated to enable a
comprehensive comparison between models. These metrics
are crucial for addressing the challenges associated with
imbalanced classification tasks, aiming for higher values. The
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FIGURE 11. Partial SHAP dependence plots (a) SHAP dependence plot for magnitude of wind shear; (b) SHAP dependence plot
for altitude of wind shear; (c) SHAP dependence plot for causes of wind shear.

performance metrics are presented in Table 10, with the ROC
curves displayed in Figure 9.
When the TabNet model was applied to untreated PIREPs

data from HKIA, it achieved a G-Mean of 0.57, an MCC of
0.27, a BA of 0.42, and an AU-ROC of 0.579. An exami-
nation of various data augmentation strategies revealed that
using the TabNet model with SVM-SMOTE-treated data
significantly improved performance outcomes, achieving the
highest recorded G-Mean of 0.74, an MCC of 0.37, a BA of
0.74, and anAU-ROC of 0.739, thus outperforming other data
augmentation strategies.

D. INTERPRETATION BY SHAP ANALYSIS
The utilization of SHAP analysis for post-hoc interpretation
plays a crucial role. The SHAP importance and contribution,
often depicted through a SHAP dot plot, offers an insight-
ful visual exploration of the relationships and influence of
various factors on model predictions. This plot aggregates
individual data points vertically to display the distribution of
events, where each point signifies a specific incident. The
utilized color gradient, ranging from red to green, denotes
the intensity of each factor’s value i.e., green for higher

values and red for lower values. The SHAP values, shown
along the horizontal axis, indicate the influence of each fac-
tor: positive values represent a factor’s positive impact on
predicting outcomes aligned with the optimal model and an
increased probability of an event occurring, while negative
values denote a negative impact and a reduced probability of
occurrence. Consequently, in the scope of this study pertain-
ing to aviation safety, the SHAP contribution plot emerges
as an essential tool, elucidating both the significance and
the directional influence of different factors on the predictive
accuracy of the TabNet model.

Figure 10 illustrates that the optimal TabNet model,
enhanced by SVM-SMOTE data treatment and SHAP analy-
sis, identified three primary factors influencing the likelihood
of ST: the magnitude of wind shear, the altitude at which
wind shear occurs, and the causes of wind shear. The plot
also revealed that when these factors exhibit low to medium
values, their impact on the probability of encountering ST is
significant.

Through the assessment of partial SHAP dependence plots,
insights into how specific values of key factors such as wind
shear magnitude, altitude, and causes influence the likelihood
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of ST can be gained. These plots, shown in Figure 11, illus-
trate the relationship between variations in these factors and
their SHAP values, which quantify each factor’s contribution
to predicting turbulence.

Figure 11a shows that ST is most commonly associ-
ated with wind shear magnitudes between 15 and 25 knots.
Interestingly, wind shear strengths beyond 25 knots do not
significantly increase the likelihood of encountering ST.
Figure 11b demonstrates that ST is predominantly encoun-
tered when wind shear occurs at altitudes below 1200 feet.
This finding indicates that the lower atmospheric layer, often
characterized by more variable and unstable airflow closer
to the ground and various obstacles, is a critical zone for
the development of ST. This altitude range is crucial during
takeoff and landing phases, making understanding wind shear
effects here essential for aviation safety.

Figure 11c highlights that wind shear caused by com-
plex topography near airports and sea breezes has a more
pronounced effect on ST occurrence. Complex topogra-
phy can lead to erratic air movements as winds navigate
around and over obstacles, while sea breezes, resulting from
temperature differences between land and sea, create con-
ditions conducive to turbulence. In contrast, gust fronts,
although potentially disruptive, do not significantly con-
tribute to severe turbulence according to the analysis. This
might be because gust fronts, capable of producing sharp
changes in wind speed and direction, may not always occur
under conditions or in locations that typically lead to severe
turbulence, or their effects are more predictable and hence
better managed.

IV. CONCLUSION AND RECOMMENDATION
This research has demonstrated the effectiveness of the novel
TabNet-SHAP approach in predicting and classifying turbu-
lence caused by low-level wind shear in the runway zone at
HKIA, using data from PIREPs. By addressing the challenge
of imbalanced data, the study has significantly enhanced the
predictive accuracy of the TabNet model, making notable
advancements in aviation safety research. The application
of Bayesian optimization and SHAP analysis has not only
optimized the TabNet model’s performance but also provided
profound insights into the influence of key factors. Based on
these findings, the following conclusions can be drawn:

1. The TabNet model based on untreated PIREPs data exhib-
ited lower performance, with a G-Mean of 0.57, MCC of
0.27, BA of 0.42, and AU-ROC of 0.579.

2. The TabNet model using SVM-SMOTE-treated data sig-
nificantly outperformed other models, with a G-Mean of
0.74, MCC of 0.37, BA of 0.74, and AU-ROC of 0.739.

3. The second-best model performance was achieved by
the TabNet model using Borderline-SMOTE-treated data,
with a G-Mean value of 0.70, an MCC value of 0.33, and
a BA value of 0.71.

4. SHAP analysis provided post-hoc interpretation, offering
insights into how various factors influence model predic-

tions. It utilized SHAP dot plots for a visual exploration
of the relationships between factors and their impact on
predictions.

5. Outcomes of SHAP Analysis identified magnitude of
wind shear, altitude of wind shear, and causes of wind
shear as primary factors influencing the likelihood of ST.
It has been demonstrated that low to medium values of
these factors have a significant impact on ST probabil-
ity, highlighting specific insights such as ST association
with magnitude of wind shears between 15 and 25 knots,
predominance of ST at altitudes below 1200 feet, and the
pronounced effect of complex topography and sea breezes.

To enhance the scope and impact of this study on global
aviation safety, future work could explore a number of of
directions. Incorporating datasets from diverse geographical
locations and a broader range of environmental factors would
improve the model’s predictive accuracy and applicability.
Additionally, the insights gained could inform the devel-
opment of updated safety protocols and training programs,
and influence public policy and aviation regulations. These
efforts would collectively advance the understanding and
management of turbulence, leading to safer flight operations
worldwide.
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