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ABSTRACT This paper develops a real-time (RT) transmission and distribution (T&D) co-simulation
platform for testing distributed energy resources management system (DERMS) algorithms. The platform
consists of a transmission system modeled within a real-time transient-stability type environment interfaced
to an active distribution network modeled within a fundamental frequency phasor-domain platform. The
data exchange and time synchronization between the T&D models has been established via MQTT
communication protocol, enabling the platform to communicate with a large number of DER models in
real-time. The developed platform is generic in the sense that it can integrate an arbitrarily sized transient
stability-typemodel of a transmission systemwith an arbitrarily sized fundamental frequency phasor-domain
model of a distribution system. The platform does not impose an inherent limit on the size of the T&D
models, and the size is limited by the computational capability of the simulation computer. This feature
enables utilizing the platform for simulation studies of large-scale T&D systems. Furthermore, the developed
platform enables both off-line and real-time simulations, extending its application from off-line planning-
type studies to real-time operation-type and hardware-in-the-loop (HIL) studies. The paper demonstrates the
application of the developed platform in a large-scale case study utilizing behind-the-meter (BTM) DERs to
provide grid services when controlled by a DERMS. By including the propagation of dynamics between the
simulation domains, realistic DER models, and typical communication protocols that are used in the field,
the proposed platform enables the testing of DERMS algorithms in a close to real environment, replicating
a wide range of power system phenomena that highlight the impact of a DERMS in an actual power system.

INDEX TERMS Co-simulation, DERMS, distribution system simulator, real-time simulation, MQTT.

NOMENCLATURE
A-DERMS Aggregator DERMS.
BTM Behind-the-meter.
DER Distributed Energy Resource.
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DERMS DER Management System.
DSS Distribution System Simulator.
Dx Distribution System.
EITS Eastern Interconnection Tx.
ESS Energy Storage System.
GSF Grid Support Functionality.
HIL Hardware-in-the-loop.
IoT Internet of Things.
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L-DERMS Local DERMS.
MQTT Message Queuing Telemetry Transport.
PV Photovoltaic.
RES Renewable Energy Sources.
RT Real-Time.
RTS Real-Time Simulator.
SOC State of Charge.
T&D Transmission and Distribution.
TS Transient-Stability.
Tx Transmission System.
UDP User Datagram Protocol.

I. INTRODUCTION
Recent industry trends allow aggregated Distributed Energy
Resources (DERs) to participate in capacity, energy, and
ancillary service markets operated by Regional Trans-
mission Organizations and Independent System Operators
(RTOs/ISOs) [1]. Enabling such services in a reliable and
economically efficient manner requires the development of
fundamentally new controls and harmonization of Transmis-
sion System Operator (TSO), Distribution System Operator
(DSO), and Aggregator efforts. Research, development, and
demonstration of these concepts requires advanced analysis
and simulation capabilities beyond those typically used today.

Traditionally, transmission and distribution (T&D) utilities
have independently analyzed their system using a rather
simplified equivalent representation of the system of the other
entity. Accordingly, simulation tools utilized by T&D utilities
have also been inhomogeneous, adapting to the different
time scale of the power system phenomena being studied.
However, such traditional tools and analysis methodsmay not
be sufficient for studying T&D system services of DERs and
their potential impacts on the distribution system (Dx). This
study requires a unified simulation platform incorporating
both T&D system models, which is addressed in this paper.

Local control functions may not always be sufficient for
addressing the challenges of operating a grid under very
high DER participation, as it may cause voltage control
problems [2]. In addition, having direct control over theDERs
operation via a DER management system (DERMS) could
improve grid performance by considering DERs’ availability,
system operator requests, and grid constraints [3]. Therefore,
in September 2020, FERC Rule 2222 enabled T&D system
operators to utilize behind-the-meter (BTM)DERs to provide
services to the power grid [1] by allowing their participation
in wholesale markets via aggregators, which was forbidden
until then.

In [4], Garg et al. propose a hierarchical DERMS
architecture composed by Aggregator DERMS (A-DERMS)
and local DERMS (L-DERMS). While L-DERMS agents are
responsible for directly controlling BTM DERs setpoints,
the A-DERMS is responsible for receiving power requests
from system operators, solving an optimization including
grid constraints, and issuing power requests to L-DERMS
controllers. Figure 1 demonstrates how this hierarchical

FIGURE 1. Example of the hierarchical DERMS structure proposed in [4]
for providing grid services to grid operators.

control structure can be achieved. One of the main challenges
in testing DERMS algorithms is the simulation size needed.
This is because in order to demonstrate how a DERMS
algorithm can effectively provide transmission system (Tx)
grid services from BTM DERs, the simulation must be
able to include the propagation of dynamics between T&D
systems [5]. Furthermore, it must be capable of simulating
hundreds to thousands of devices equipped with grid support
functionalities (GSFs), as well as the communication links
between DERMS and the devices. Currently, typical power
system softwares such as PSS/e, CYME, or OpenDSS [6]
are not suitable for running a simulation with this level of
complexity; therefore, custom made co-simulation models
must be developed [7], [8], [9].

By including the Tx transient-stability (TS) dynamics
as well as the Dx unbalanced grid conditions, T&D co-
simulations are a strong candidate for including the propaga-
tion of dynamics between Tx and Dx [10], [11]. In addition,
if implemented with a real-time (RT) simulator, a co-
simulation testbed can not only include the communication
links between devices in RT operation [12], [13], [14], [15],
but also enable hardware-in-the-loop (HIL) simulations in
which a real DER controller or a protection equipment can
be included in the loop to test its performance under various
scenarios [16].

In [17], Poudel et al. introduced a modeling environment
for testing DERMS with the GridAPPS-D platform. As one
of the pioneers in this field, the platform demonstrates how
DERs can be controlled to provide grid services in RT
utilizing the GridAPPS-D platform. However, the proposed
method is limited by the GridAPPS-D capabilities, which
is focused on Dx systems, and does not include Tx system
dynamics. Moreover, the method was validated in a small
scenario (IEEE 13-bus feeder model). Therefore, in this
work, we present our approach for the development of
a RT T&D co-simulation framework that can be used to
test DERMS algorithms in large-scale HIL simulations.
The DERs are represented by DER emulators developed
by the Electric Power Research Institute (EPRI), which
are equipped with typical GSFs and are integrated into
the Dx simulator via Message Queuing Telemetry Trans-
port (MQTT) communication protocol [18]. The proposed
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framework is validated in a large-scale use case including
a section of the Eastern Interconnection Transmission
System (EITS) containing realistic Dx feeders from local
utilities. The contributions of the work to the literature are
as follows:

• Introduce a RT T&D co-simulation architecture to val-
idate DERMS algorithms in HIL simulations including
the propagation of dynamics between Tx and Dx.

• Present methods to address scalability that arise during
the development of large-scale scenarios.

• Demonstrate the proposed framework with a large-scale
HIL including hundreds of BTM DERs with enabled
GSFs in real-life feeder models connected to the EITS.

The work is divided as follows: Section II introduces the
RT T&D co-simulation architecture as well as the methods to
reduce the implementation efforts, Section III demonstrates
the usage of the testbed in a large-scale simulation of a section
of the EITS, and Section IV discusses the main findings of the
work and future directions.

II. T&D CO-SIMULATION ARCHITECTURE
An overview of the different components constituting the RT
co-simulation architecture and their interfaces are shown in
Fig. 2. The system consists of the following main agents:
(a) a RT simulator including a TS model of the bulk power
system, (b) Dx system simulators (DSS), (c) an MQTT
broker, (d) DER emulators, and (e) a DERMS algorithm to
be tested. In this case, the DERMS hierarchical structure
from [4] is utilized. As shown in the figure, the main coupling
between the agents is executed by the MQTT broker, which
is developed with thread-based parallelism [19] to accelerate
the data exchange between RT and non-RT components,
maintaining high speed as the number of DERs scales up.
This allows for a dynamic and automated approach for
introducing DERs into the closed-loop model.

The data exchange between the RT simulator and the
external PC is performed via User Datagram Protocol
(UDP), whereas the exchange between every other com-
ponent is performed via the MQTT broker. In addition
to the aforementioned agents, the co-simulation includes
communication adapter functions built in Python program-
ming language (mqtt_rts, mqtt_dss), which are responsible
for initialization, e.g., defining MQTT clients and topics,
handling the exchanged data, and managing the DSS
operation.

Since this work utilizes MQTT protocol for the data
exchange between different platform agents, it is worth noting
the MQTT framework is prone to security issues [20]. Avail-
able security features worth mentioning include TLS/SSL
encryption [21], credential-based authentication, IP-based
whitelisting, and VPN for secure data exchange. However,
using these features will bring a trade-off between system
complexity and the MQTT lightweight advantages, which
may impact the primary goal of ensuring a cohesive real-time
T&D co-simulation with the DERs and other agents for HIL
testing.

A. REAL-TIME T&D CO-SIMULATION AGENTS
The proposed RT T&D co-simulation framework is com-
prised by the following main agents:

• RT Simulator: operates as the master controller.
Responsible for dictating the global timestamp and
initializing the operation of each co-simulation timestep.
Simulates the Tx system including the feeders P and Q
outputs obtained from the DSS in RT.

• DSS: simulates the Dx system model considering the
Tx system voltages and frequencies in RT. Includes the
output from DER emulators. Solves the Dx power flow.

• DER Emulator: simulates output from DERs such as
photovoltaic (PV), energy storage system (ESS), and
water heater units considering Dx system voltages and
Tx system frequencies. Includes typical GSFs from grid
standards and can control DERs in RT based on control
commands issued by the DERMS algorithm.

• OpenDERMS: An open-source, web-based platform
capable of managing power schedules and issuing
commands via HTTP communication protocol to DERs
based on solutions provided by the DERMS algorithm
under test.

• A-DERMS: Solves an optimization problem to achieve
day-ahead power requests from grid operators while
accounting for system constraints as well as day-ahead
forecasts. Each A-DERMS is responsible for issuing
power schedules to a group of L-DERMS under its
management.

• L-DERMS: Solves an optimization problem in RT to
find BTM DERs’ setpoints based on schedules received
from A-DERMS and availability of ESS units. Each L-
DERMS is responsible for issuing power commands to
a group of BTMDERs under its management. Typically,
it will control devices geographically close to each other.

• mqtt_rts: Python handling function used to exchange
data between the RTS and the MQTT broker via UDP
and MQTT communication protocols, respectivelly.

• mqtt_dss: Python handling function used to exchange
data via MQTT communication protocol between the
DSS, the DER emulators, and the broker. Manages the
DSS by issuingDx system control commands, collecting
operational data, and checking for convergence.

The co-simulation closed-loop step can only be completed
once the RTS model has received the power flow (PF) results
from the DSS solver, which depends on the power outputs
from the DER emulators. Meanwhile, the DER emulators’
power outputs depend both on the grid conditions and the
power schedule issued as commands by the OpenDERMS
platform. Therefore, the RT T&D co-simulation agents
must be coordinated to exchange data and provide time-
synchronization with the minimum amount of delay as
possible. Furthermore, an initialization procedure must be
established, and an iterative approach has to be developed
to address the interdependence between the Dx system PF
solution and the DER emulators’ power outputs. Section II-B
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FIGURE 2. Main structure of RT T&D co-simulation framework proposed in this work. Includes communication via MQTT, UDP, HTTP,
and DNP3 communication protocols. In this diagram, MQTT, DNP3, and HTTP utilize TCP communication.

discusses how the proposed framework addresses these
challenges.

B. REAL-TIME DATA EXCHANGE AND TIME
SYNCHRONIZATION
As previously explained, in the proposed framework, the
RTS operates as the co-simulation master controller, and it
is synchronized to a GPS clock provided by an SEL-2488
Satellite-Synchronized Network Clock. This means the co-
simulation closed-loop timestep is initiated when information
about the Tx voltage, frequency, and timestamp are streamed
from the RTS. And the closed-loop timestep ends when
the active and reactive power load consumptions from the
Dx feeders (simulated in the DSS) are sent back as spot
loads to the RTS. The time difference between the timestamp
issued by the RTS and the timestamp returned in the last
message received by the RTS including the Dx power outputs
represents the total closed-loop delay. Consequently, every
calculation and data exchange events that occur during the
closed-loop delay must be finished before the beginning of
the next closed-loop timestep to ensure no overruns occur in
the testbed.

It is worth mentioning the MQTT explorer software
tool [22] is utilized for monitoring the data exchange between
agents. This opensource software works as a comprehensive
MQTT client that provides an easy visualization of the
messages exchanged in the MQTT broker.

1) ADAPTER FUNCTION MQTT_RTS.PY
As shown in Fig. 2, the closed-loop timestep starts when the
RTS streams UDP data to the adapter function mqtt_rts.py,
which then actuates by updating the RTS voltages, frequen-

cies, and global timestamp to the MQTT broker. In the
proposed testbed, one copy of this function runs in parallel
with the simulation for each DSS instance (generally, one
per feeder), and it has the following three main tasks. First,
it provides a socket to exchange raw data between an external
computer and the RTS via UDP in RT. Second, it publishes the
data to a topic in theMQTT broker related to RTS data, which
is distributed to any subscribed client (in this case,mqtt_dss).
Third, it subscribes to a topic related to the power output of
the feeders, obtained by the DSS PF solution. This means
whenever a new PF solution is published by mqtt_dss, the
function mqtt_rts (a client subscribed to those topics) will
receive the data and hence stream it to the RTS via UDP.
Thus, when the last feeder power output data is returned to
the RTS in this manner, the RT co-simulation closed-loop is
completed. Note that themqtt_rts publish rate can be adjusted
as needed, but should be small enough so that the closed-
loop delay remains smaller than the closed-loop timestep at
all times.

2) ADAPTER FUNCTION MQTT_DSS.PY
The second main adapter function, mqtt_dss, is built to
handle the data exchange needed for solving the DSS PF
including the DERs outputs. This function creates clients
subscribed to the RTS-related topics. Thus, when the RTS
data is published to the broker, mqtt_dss (a subscriber) is
notified, hence utilizing the new data to represent the feeder
head conditions to solve the PF and find the new Dx system
operating points. Note the mqtt_dss processing time is the
main bottleneck determining the co-simulation closed-loop
delay. Undoubtedly, its processing time is directly affected
by the size of the Dx system being simulated. Similar to
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mqtt_rts, one copy of this function must run in parallel with
the model for each DSS instance simulated (normally, one
per feeder). Its main tasks can be summarized as follows.
First, it creates clients subscribed both to the RTS-related
topics and to DER emulator-related topics (one per DER
mRID). Figure 16, in the Appendix, demonstrates part of
the code for the creation of a client and its subscription
to DER emulator-related topics. Second, it initializes the
DSS model, and forms the simulation data structure (in a
Python dictionary format) that will be accessed when data
is exchanged between the DSS and the DER emulators via
MQTT communication protocol. Third, it is responsible for
running PF iterations based on newRTS data received, as well
as publishing new PF results back to the MQTT broker.
Moreover, as will be discussed in the next section, mqtt_dss
also performs an iterative PF that is used to find a final
solution, in which both the Dx system voltages and the DERs
outputs (affected by the grid conditions) have converged to
a final solution. This is because the DERs outputs affect
the grid, which in turn also affect their outputs due to their
enabled GSFs.

To ensure mqtt_dss will not delay messages when publish-
ing grid information to each DER, computing parallelization
is implemented via the Python threading module [23],
[24]. Basically, threading allows multiple tasks to be
synchronously queued to be executed one after the other
when the CPU becomes available. Note threads could also be
assigned over multiple CPUs, but the Global Interpreter Lock
will still prevent simultaneous multi-threading. Nevertheless,
when designed to execute light tasks (such as I/O functions),
the threading speed appears to work as if multi-tasking
is occurring. Note threading is more efficient than multi-
processing for this application due to the significantly smaller
overhead required by each new thread when compared to a
new process.

3) DER EMULATOR
Once mqtt_dss converges to a PF solution based on the
initial Tx data received, it sends via MQTT communication
protocol voltage and frequency values for each node to the
corresponding DERs topics, and then awaits until active and
reactive power and state of charge (SOC) for ESSs from
each DER is received. Concurrently, DER emulators also
only reply back with DER measurements once voltage and
frequency data from each DER topic in its configuration is
received. This ensures every DER output to be considered
for each PF iteration performed in mqtt_dss. Note that
for each global timestamp published to OpenDERMS, A-
DERMs, and L-DERMS (RTS time in Fig. 2), the DER
Emulators’ operating time is also updated. This time
synchronization is needed because the PVs available power
is dictated by irradiance profiles loaded to the emulators
during the testbed initialization. The routing of the current
time to DER Emulators is published by mqtt_dss, as shown
in Fig. 4.

FIGURE 3. High level visualization of the data exchange between the RTS,
DSS, and OpenDERMS via the MQTT broker. Modified from [25].

4) OPENDERMS
The closed-loop lock between mqtt_dss and DER emulators
described above is not needed for the data exchange between
DER emulators and OpenDERMS. That is because we can
assume every DER will not necessarily receive and send
back measurements to its OpenDERMS platform at the
same time. Therefore, the time synchronization between the
master controller and OpenDERMS is performed as follows.
Every second, mqtt_rts publishes the RTS global timestamp
to OpenDERMS (second-level is sufficient for DERMS
operation), then for every new timestamp (RTS time in
Fig. 3), if there is a commandwith a corresponding timestamp
in its power schedule stored as an SQL database (sent by
A-DERMS or L-DERMS), then it will send a message via
DNP3 to its respective DER emulator. This requires the RTS
timestamps to be rounded at second or millisecond level to
ensure every entry in the OpenDERMS’ SQL power schedule
will be read.

C. CLOSED-LOOP TIME PROGRESSION
Figure 4 displays the co-simulation timestep sequence. At the
start of the co-simulation step (1t1), the RT simulator (master
controller) streamsUDP data to an external computer running
both mqtt_rts and mqtt_dss Python functions (1). Next,
mqtt_rts receives the data and publishes it to the MQTT
broker corresponding topic (2). Once the topic is updated,
its subscriber mqtt_dss receives the data, and utilizes it to
execute a PF in DSS (3). If the DER emulator is disabled, the
feeder P and Q consumptions obtained from the PF solution
are updated to the MQTT broker corresponding topic (4a),
which is then received by mqtt_rts and sent as UDP data
back to the RT target (5). On the other hand, if the DER
emulator is enabled, it receives the PF solution via MQTT
(4b), and calculates the DERs P and Q injections based on
the grid conditions, what GSFs have been enabled, and the
power setpoints issued by OpenDERMS (6). Then, the power
injections are updated to the MQTT broker (7), and received
by mqtt_dss for another PF iteration to test for convergence
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FIGURE 4. Co-simulation closed-loop time progression during RT operation. Steps (1) and (5) correspond to UDP data exchange,
whereas other steps are carried out via MQTT communication protocol. When the simulation loop includes DER emulators, step 4a
occurs only after step 8; otherwise, step 4a occurs after step 3.

(8). Steps (4b), (6), (7), and (8) repeat for N iterations
until either (i) the PF convergence tolerance is achieved,
or (ii) a predetermined maximum number of iterations occur
(iterN > DSSiterMax). In this case, an overrun flag is
triggered). The PF convergence is evaluated by checking if
the changes from the last PF iteration are below a given
tolerance (tol ≤ DSStol). Therefore, when the DER emulator
is enabled, steps (4b) and (5) are only executed after (i) or (ii).
Note if the process between the start of step (1) and the end of
step (5) takes longer than the co-simulation timestep (1t1),
a closed-loop co-simulation overrun is flagged. For proper
operation, the system should be designed to never operate
with overruns.

Moreover, when BTM DERs are operating with voltage-
support GSFs, there can be oscillations during DSS PF
iterations that occur between steps 4b to 8 due to the quasi-
static characteristic of the DSS implemented. For instance,
suppose that at a given node with a BTM DER initially with
zero reactive power output, a PF yields a voltage of 0.9 p.u.
at step 4b, causing the BTM DER at that node to provide
a reactive power support of 10 kVAr at step 6, and suppose
that this reactive power support causes the next PF solution
to yield 1 p.u. at that node. This would cause a continuous
oscillation in the DER emulator output and the DSS PF
solution.

To address this issue a smoothing factor is applied to
the output power measurements received from the DER
emulators (in mqtt_dss) before each PF iteration that occurs
between steps 4b to 8. The following equation represents the
smoothing factor implemented.

Qsmth[i] = α × Qoriginal[i] + (1 − α) × Qsmth[i− 1] (1)

With a smoothing factor α = 0.5, for example, and
assuming a linear reactive power support curve, the previous
case would progress as follows: PF solution yields V [1] =

0.9 p.u., DER emulator finds a reactive power support
Qoriginal[1] = 10 kVAr, so a smoothed value used in the
next PF becomes Qsmth[1] = 5 kVAr, assuming linearity,
the next PF solution yields a nodal voltage V[2] = 0.95 p.u.,
which corresponds to a reactive power support of Qsmth[2] =

5 kVAr, and thus the system would reach convergence.
Note the PF DSS tolerance (DSStol), the maximum

number of PF iterations (DSSiterMax), and the smoothing
factor (α) are obtained heuristically, and will depend on
system size and computational capability. Here we set a
tolerance of 0.005 p.u., with a maximum of 5 iterations, and
a smoothing factor of 0.3.

D. AUTOMATED PROCESSES TO SETUP CO-SIMULATION
MODELS
The RT T&D co-simulation setup including hundreds to
thousands of devices can become too laborious due to the
need to write configuration files for each device across
multiple platforms. For instance, each new DER added to
the simulation requires (i) a new entry in the DER emulator
configuration files, including DER ratings, GSFs parameters,
and initialization values; (ii) a new DER instance defined
in the DSS model files, including the DER location and
monitors (note every DER is represented in the DSS as a
PV power injection, independent of the DER type, since
the emulator will already account for the DER operational
characteristics based on their type); (iii) a new DER entry
in the OpenDERMS platform, including the DER ratings,
mRID (master resource identifier), and MQTT topics which
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FIGURE 5. Flowchart of the initialization functions required to prepare
the testbed configuration files. The system is setup utilizing initialization
functions setup_config.py and der_config.py, which must be executed
whenever a new feeder configuration is added to Tx systems.

the platform will use to issue commands; (iv) new topics that
mqtt_dssmust subscribe to, corresponding to the DER active
and reactive power outputs, (v) new topics thatmqtt_dssmust
publish to, corresponding to the grid voltages and frequency
at the bus where the DER is added to, (vi) new contract files
that must be added to A-DERMS configuration files, and (vii)
a newDER instance in configuration files of the respective L-
DERMS responsible for managing the new device.

Furthermore, this editing process must be repeated for each
DER based on the number of Dx feeders to be simulated.
However, a mistake in any of these steps can result in
testbed initialization failure and/or simulation collapse. Thus,
significant work has been invested in automation processes
that reduce human error during setup. Python functions have
been developed to minimize the configuration based on the
number of feeders and DERs to be simulated. Figure 5
displays the sequence of steps performed by two main
setup functions designed to automate the setup procedure:
setup_config.py and der_config.py. This logic must be done

whenever a new testbed scenario or a new feeder is integrated
into the testbed.

It is worth mentioning that since the preparation to
initialize each simulation also requires significant effort (e.g.,
initialization of DER emulators and each OpenDERMS via
a graphical user interface, start of A-DERMS/L-DERMS
instances, etc), Python subprocess and PyAutoGUI mod-
ules [26] were utilized to automate the startup with script
quick_start.py. This Python function utilizes screen image
detection algorithms to automatically navigate through GUIs
reducing human effort.

III. HIL SIMULATION RESULTS
A. TESTBED SETUP
In [11], we introduced the coupling between Tx and Dx and
studied the propagation of dynamics between the domains.
In [25], we expanded the testbed to hundreds of DERs
and demonstrated how DERs could be leveraged to provide
local frequency support to the Tx. The work also included
a scenario regarding frequency and load balance between
the Tx and Dx under a severe bulk power system (BPS)
contingency. Here, we expand the developed HIL testbed
much further by including real-time optimization of DERs
dispatch via A-DERMS and L-DERMS to provide day-ahead
services to the BPS. The HIL testbed consists of (a) TS
positive sequence model of a section of the EITS; (b) Quasi-
Static Time-Series models of two 9,500 nodes feeders from
local utilities; (c) 182 BTM DERs distributed over 10 DER
emulators, corresponding to 48 ESSs, and 134 PV systems,
with ratings ranging from tens to about a hundred kW, and (d)
the hierarchical DERMS algorithm from [4], corresponding
to one A-DERMS, 10 L-DERMS, and 11 OpenDERMS
instances. Details regarding the data exchange structure for
this use case are presented in Fig. 2. Figure 6 shows how the
BTM DERs are distributed across each L-DERMS. Despite
having a similar number of ESSs, note the ratio between total
energy storage and rated output power from each L-DERMS
is designed unevenly to represent a more realistic scenario.
For instance, L-DERMS 5 has a large storage compared to
its rated power, whereas L-DERMS 8 has more output rated
power than energy storage. It is worth highlighting that the Tx
model is executed in a positive sequence software tool, hence
imbalances are not considered at the Tx level. On the other
hand, the DSS includes per phase modeling, and hence can
represent the impact of imbalances in BTM DER injections
and loads on the Dx operation.

B. DAY AHEAD SERVICE PERFORMANCE
The main novelty of the proposed testbed is the ability to
test DERMS in large-scale HIL simulations. To demonstrate
such capability, we have developed a use case in which the
DERMS algorithm from [4] is utilized to achieve day-ahead
power requests sent by a system operator. The simulation is
executed with data collected on July 2nd, 2016, and it runs for
12 hours, starting at 10:00 AM. The DERMS optimization
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FIGURE 6. A-DERMS/L-DERMS and DERs distribution for day ahead grid service scenario under test.

FIGURE 7. Power schedule for each L-DERMS as well as total power
schedule request generated by A-DERMS.

takes into account contract configuration files, which is
established for each BTM DER to represent their availability
and willingness to provide services throughout the day.

At the beginning of the simulation, the A-DERMS
algorithm reads the contract configuration files from each
BTM DER to solve a day-ahead optimization and generate
power output requests to be sent to each L-DERMS. This
process occurs only once, and after the power request profiles
are built, they are sent via HTTP communication protocol
(see Fig. 2) to each OpenDERMS platform. Figure 7 displays
the power schedule for each L-DERMS prepared by the A-
DERMS at the beginning of the simulation.

The L-DERMS algorithm is designed to have a timestep of
30 minutes for all ES devices except for selected pilot units,
which have a timestep of 2 minutes. This allows the pilot ES
devices to act as fast controllers to handle inaccuracies found
in RT operation when compared to the original day-ahead
schedule. During RT operation, L-DERMS algorithms issue
power commands to their respective OpenDERMS platform
to store a power reference schedule for each BTMDER under
their jurisdiction.

After the power schedule is updated to OpenDERMS, once
the corresponding RT timestamp is published by the RT
simulator, each OpenDERMS will send power commands to
the BTM DERs via DNP3. This behavior can be observed in
Fig. 8, in which DER 9 is the pilot unit.

FIGURE 8. Power injection of each BTM ES-type DER in the first L-DERMS.

Every L-DERMS will be operating to achieve its power
schedule commanded by their A-DERMS. Therefore, the
sum of all L-DERMS injections (similar to the one shown
in Fig. 8) has to ultimately match the A-DERMS request
from Fig. 7. The total day-ahead requested power and the
overall sum of L-DERMS power injections are presented
in Fig. 9. Note there are no penalties applied to injecting
power above the requested. Hence the PVs might operate
at maximum power injection while the ESS were set to
charging mode between 11:00 AM to 3:00 PM. Moreover,
note the irradiance profiles utilized have a 1-min resolu-
tion. Furthermore, every ES is initialized with 70% SOC
and is set to charge by the DERMS while the system
operator power request from Fig. 9 is null. This can be
observed in Fig. 10.

One of the main challenges of operating a Dx feeder under
high DER penetration is maintaining acceptable voltage
profiles and avoiding over-usage of reactive power support
devices. Figure 11 displays the voltage bus profiles measured
during the RT simulation. Since the moment of the highest
power request occurs at night when there are no PVs, the
ES units are solely responsible for achieving the request,
causing a large power injection at their point of connection.
The abrupt increase in power injection at their connection
nodes leads to large voltage violations observed from 7:00 to
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FIGURE 9. Total BTM DERs’ power injection.

FIGURE 10. ES units SOC throughout the day-long simulation. Note
standby battery losses are also included in the DER emulator.

FIGURE 11. Voltage profiles from 3000 randomly selected nodes from the
9,500 nodes within the feeder.

TABLE 1. Settings implemented for the voltage-reactive power
characteristic curve from Fig. 12.

9:00 PM. This highlights performance issues expected from
a feeder with BTM DERs not equipped with local volt-var
control, which is a required functionality defined in standard
IEEE 1547-2018.

Therefore, to address this issue, we run another day-long
simulation in which the DER emulators have BTM DERs
equipped with voltage-reactive power droop local control,
based on the standard voltage-reactive power GSF from Std.
IEEE 1547-2018 for a category II-B DER. Figure 13 displays

FIGURE 12. Voltage-reactive power characteristic curve. From [27].

FIGURE 13. Voltage profiles when BTM DERs are equipped with local
volt-var control with standard settings.

FIGURE 14. Voltage profiles when BTM DERs are equipped with local
volt-var control with custom settings (increased support).

the new voltage profiles when the BTM DERs provide local
voltage support with standard droop settings. In addition,
we also carried out a scenario in which the BTM DERs
are equipped with a stronger droop curve. Table 1 and
Figure 12 display the droop curve characteristics for each
case. With more aggressive voltage-reactive power support
characteristics, the feeder bus voltages achieved an even
better performance, as shown in Fig. 14.

Even though voltage violations are still observed in
Fig. 13, it is worth mentioning that several studies would be
carried out to properly allocate the BTM DERs through the
distribution feeder. Since that was not the goal of this work,
their locations were randomly based on the scheme from
Fig. 5. The important finding here is the demonstration of how
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FIGURE 15. Simulation settings built for each DER as a dictionary for mqtt_dss.

the testbed can test a DERMS algorithm in aHIL environment
while including propagation of dynamics between Tx and
Dx, GSFs from DERs, and the communication links between
DERs and DERMS.

IV. CONCLUSION
Traditionally, Tx and Dx simulation studies have been
conducted independently using inhomogeneous simulation
tools. These traditional tools and practices are not sufficient
for studying grid services of DERs which involves potential
dynamic interaction between Tx and Dx systems. To research
these services, their values and potential system impacts, this
paper has developed a first-of-its-kind T&D co-simulation
platform. The developed platform allows simulation of
large-scale T&D systems which is essential for realistic
representation of system impacts. The platform is further
capable of both offline and online simulations, providing HIL
testing capability for experimental validation of DERs and
aggregator controls. These features have been demonstrated
in a case study of DER grid services in the NY state
grid. In the presented case study, the developed T&D
platform runs a 5,560-buses model of the NY state Tx
and a 9,877-nodes radial feeder model of a NY state
distribution utility including DERs. Moreover, the HIL
testing capability of the platform has been demonstrated by
testing a proposed DERMS control architecture. The test
illustrates the effectiveness and limitations of BTM DER
participation in day-ahead energy market. Therefore, the
framework for a RT T&D co-simulation testbed proposed
here enables testing of DERMS algorithms in large-scale
HIL simulations. The cross-platform data exchange and time
synchronization is performed via MQTT communication
protocol and multi-threading parallelization. Methods are
developed to automate the setup of new simulation cases,
which can significantly help reduce the burden of developing
and/or editing large-scale systems. The proposed method is
tested in a realistic large-scale model including a section
of the EITS co-simulated with distribution feeders from
local utilities and multiple BTM DERs. We demonstrate the
proposed framework performance by simulating a day-ahead

FIGURE 16. mqtt_dss function connection via MQTT communication
protocol to receive messages published by the DER emulators.

power dispatch service while including BTM DERs with
GSFs to provide voltage support while operating with optimal
dispatch.

APPENDIX A
Figure 15 demonstrates the initialization process for the
mqtt_dss function to create a client subscribed to DER topics
to receive operational data from the DER emulators. Note the
MQTT client is assigned with on_connect and on_message
functions, which are executed when the client receives a
CONNACKmessage from the server, and when a newMQTT
message is received by the client, respectively. Moreover,
when a client publishes to a topic that does not yet exist, that
topic is created.

Figure 16 demonstrates how to create clients to be
subscribed to MQTT topics published by the DER emulators,
whereas Fig. 17 displays the code for publishing grid data to
the DER emulators viaMQTT communication protocol. Both
are contained within the Python functionmqtt_dss. Notice the
data is converted into a JSON (JavaScript Object Notation)
string prior to being published. The function from Fig. 17 is
responsible for publishing data to the DER emulators. It can
be parallelized, allowing data to be published to multiple
devices with minimum time delay. This is accomplished with
the code displayed in Fig. 18, utilizing the multi-threading
Python module.

APPENDIX B
In this work, the Tx model is based on a 65,000+ buses
transient-stability type model of the EITS provided to the
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FIGURE 17. How mqtt_dss function publishes a message via MQTT
communication protocol to DER emulators (subscribers).

FIGURE 18. Code for utilizing the threading Python module for task
parallelization.

New York Power Authority by the New York Independent
System Operator. The Tx model in use has been reduced to
a 5,560 buses system and configured for compatibility with
a RTS. Moreover, for the model reduction, the NY state is
kept in higher resolution, whereas buses outside the state have
their resolution reduced, such that generators located in areas
far from the NYISO purview are aggregated mainly based on
geographical location. For instance, all units in Florida State
(considerably distant from the NYS) are aggregated into one
equivalent machine.

On the other hand, the Dx is based on a 9,877 nodes
radial feeder model from a local utility in the NYS. The
model consists of over 3,500 loads, 2,000 transformer
units (including voltage regulators), and shunt reactors and
capacitors. Without any DER injection, the total load at
the feeder head at a given snapshot is about 7 MW. The
feeder is connected to the Tx via a 69/13.8 kV Yg/Yg
transformer. In addition, the Tx is represented as a voltage
source behind the substation transformer in the DSS, whereas
the Dx is represented in the Tx as a lumped load with total
power consumption given by the DSS solution. All DERs are
represented as PV injectors in the DSS with power injection
values given by the DER emulators.
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