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ABSTRACT Multimodal emotion recognition is a developing field that analyzes emotions through various
channels, mainly audio, video, and text. However, existing state-of-the-art systems focus on two to three
modalities at the most, utilize traditional techniques, fail to consider emotional interplay, lack the scope
to add more modalities, and aren’t efficient in predicting emotions accurately. This research proposes a
novel approach using rule-based systems to convert non-verbal cues to text, inspired by a limited prior
attempt that lacked proper benchmarking. It achieves efficient multimodal emotion recognition by utilizing
distilRoBERTa, a large language model fine-tuned with a combined textual representation of audio (such as
loudness, spectral flux, MFCCs, pitch stability, and emphasis) and visual features (action units) extracted
from videos. This approach is evaluated using the datasets RAVDESS and BAUM-1. It achieves high
accuracy (93.18% in RAVDESS and 93.69% in BAUM-1) on both datasets, performing on par with the
SOTA (state-of-the-art) systems, if not slightly better. Furthermore, the research highlights the potential for
incorporating additional modalities by transforming them into text using rule-based systems and utilizing
them to refine further pre-trained large language models, giving rise to a more comprehensive approach to
emotion recognition.

INDEX TERMS Multimodal models, emotion recognition, large language models, feature extraction with
rule-based systems, early fusion strategies.

I. INTRODUCTION
‘‘Human sentiment in natural language is generally an
intricate combination of emotions, which can sometimes
be indeterminate, neutral, or ambiguous’’ [1]. Accurately
deciphering and understanding these complex emotional
states is most important in building meaningful connections,
empathizing, and navigating social landscapes. However,
the capacity to decode emotions is limited despite being
remarkable. Subtle cues can vanish in the blink of an eye,
cultural nuances are easily misconstrued, and personal biases
can cloud judgment. This is where emotion recognition
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models emerge, offering a computational lens to understand
the emotional undertones hidden within human expression.

However, traditional emotion recognition models aren’t
entirely accurate in their predictions since they depend
on the verbal utterances while neglecting the non-verbal
cues involved, such as facial expressions, vocal inflections,
tones, etc. Even if non-verbal cues are utilized, the model
usually includes only one of those modalities, generally
audio [2], [3], [4], [5] or visual [6], [7], [8]. These modalities
are not isolated entities but interdependent elements of a
complex emotional state. Limiting emotional recognition
to text is like understanding a symphony by listening to
a single instrument, depriving it of richness, resulting in
misinterpretations and missed nuances. The introduction of
Multimodal Emotion Recognition (MER) [9] represents a
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paradigm shift in emotion recognition, aiming to capture
the complete interplay of human emotion by harnessing the
power of multiple modalities. MER offers a more compre-
hensive understanding of emotional states by interconnecting
information from facial expressions, speech, body language,
and even physiological signals (such as heart rate and skin
conductance). However, current MER systems focus on only
2 or 3 modalities, failing to capture the full spectrum of
emotional cues present, leading to a lesser understanding of
features. Some MER systems may involuntarily incorporate
irrelevant features like gender or race into their classification
process [6], which can lead to biased and inaccurate results
that do not reflect the true emotional state of the individual.
A few of the systems use computationally expensive and
time-consuming methods [10], [11], potentially limiting their
real-world feasibility. Most of the existing systems fail to
take emotional interdependency into account, potentially
missing out on the combined nuances [12], [13], [14]. This
research intends to address these limitations and allow future
advancements by providing a novel approach to solving
emotion recognition with the following contributions:

• Introduction of rule-based logic specific to each
modality (audio and visual) to convert the non-verbal
features into a unified text format using predefined
thresholds, which are further combined into prompts.
The rule-based systems are at the core of this research,
which facilitates the seamless integration of additional
modalities in the future while maintaining consistency.

• Utilization of a pre-trained Large Language Model
(LLM), fine-tuned on the verbal prompts generated
to generate a user’s emotion. This fine-tuning process
leverages the LLM’s ability to understand complex
relationships within text data, leading to more accurate
emotion recognition.

Simultaneously, this manuscript addresses the following
questions vital to research:

• Does adding more modalities improve the performance
of MER systems?

• Is it possible to create multimodal emotion recognition
models with a unified method to utilize the different
modalities while maintaining the scope to add more?

• Can the proposed system be benchmarked with the
best publicly available datasets containing videos for
emotion recognition? Is it better than the current state-
of-the-art (SOTA) systems?

The research manuscript has been divided into multiple
sections for better viewability. The researchwork is organized
as follows: Section II provides a literature review of the
traditional and SOTA systems perfected in the field of MER,
resulting in the identification of the research gap and the
creation of the problem statement. Section III introduces the
proposed system with a detailed description of its architec-
ture, workings, and the dataset utilized. Section IV provides
information on the results obtained and the comparison of
the benchmarks, along with their implications. Section V

provides the conclusion along with the scope for future work
in this research.

II. LITERATURE REVIEW
A. RELATED WORKS
Traditional models have typically focused on single modali-
ties, such as video or audio, limiting their ability to capture the
complexity of human emotions expressed through multiple
channels. However, recent advancements have explored
integrating multiple modalities to improve the accuracy and
granularity of emotion recognition. This research expands the
concept of multimodality by considering the textual domain
as a distinct modality. Textual data, when analysed with
large language models, offers a unique perspective as it
inherently integrates aspects of other modalities, representing
a promising new direction in emotion recognition.

1) UNIMODAL EMOTION RECOGNITION
Traditional emotion recognition methods, as shown in
Tables 1 and 2, tend to prioritise a single modality, such
as audio or visual cues, neglecting the potential benefits
retrieved from complementary modalities, but they tend
to be less complex in terms of implementation, making
them much more reproducible. While data augmentation is
present in some works, further development is necessary,
particularly for handling real-world variations in data such
as occlusions in images and noises in audio. Feature
extraction methods often rely on handcrafted approaches
like using HOG features in facial frames or the extraction
of MFCCs from raw audio signals, which capture the best
representations of such features (such as action units for facial
expressions) but may not fully capture the temporal nature
of emotions, while the usage of deep-learning approaches
isn‘t completely efficient and may not capture the right set
of features like the former approach. Most of the approaches
only considered scenarios with limited data, leaving behind
vulnerabilities in the computational demand and feasibility of
the approach in real-time applications. Additionally, concerns
persist regarding generalizability to diverse scenarios and the
accuracy achieved in classifying specific emotions.

2) MULTIMODAL EMOTION RECOGNITION
Existing multimodal emotion recognition methods, as shown
in Table 3, while leveraging mainly audio-visual cues, exhibit
limitations. Modality-specific data augmentation techniques,
though explored, require further development to handle
real-world variations like noise and occlusions. Feature
extraction, whether handcrafted or via deep learning architec-
tures, might not fully capture the temporal nature of emotions,
especially for large datasets. A few of the approaches use
graphs, potentially allowing them to capture the dynamic
nature of emotions. Most of the approaches focusing on
visual modality use facial frames for training, which isn‘t
the best method as there is a vulnerability to capturing
unwanted features. At the same time, most approaches just
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TABLE 1. Literature review on audio-based emotion recognition. TABLE 1. (Continued.) Literature review on audio-based emotion
recognition.

useMel spectrograms for audio classification, leaving behind
potential characteristics such as MFCCs, spectral flux, etc.
Additionally, performance inconsistencies across datasets
and difficulties with specific emotion classifications raise
concerns about generalizability. Most approaches use late
fusion, which avoids the potential inter-modal interactions
such as in early fusion. Furthermore, interpretability issues
with techniques like VAEs and overreliance on facial features
highlight the need for more robust and comprehensive
approaches. Cross-dataset performance variance is also
observed in many of the approaches.

3) TEXT-BASED SOLUTIONS IN EMOTION RECOGNITION
Existing text-based multimodal methods for emotion recog-
nition (Table 4) have shortcomings, such as fine-tuning
large language models (LLMs) for this task, which can be
time-consuming and computationally expensive, and their
performance can be inconsistent. Since the data used is
limited, one-shot learning is a huge difficulty. The scope for
adding modalities wasn’t explored in most of the approaches.
Their reliance on converting a few audio and visual features
directly into text without capturing temporal dynamics using
rule-based systems, although a new approach to solving
emotion recognition problems with the scope of adding
more modalities, may not capture the subtleties of emotional
expression inherent in these modalities. Furthermore, a lack
of proper benchmarking makes it difficult to assess their
effectiveness compared to other methods, and they exhibit
significant performance variations across datasets, raising
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TABLE 2. Literature review on visual-based emotion recognition. TABLE 2. (Continued.) Literature review on visual-based emotion
recognition.

concerns about generalizability and robustness in real-world
scenarios with noise and variations.

4) UNIQUE ALTERNATIVES
Contrary to the conventional approaches taken, [10] proposes
an approach that fuses electroencephalogram (EEG) signals
along with speech modals implemented with Grey Wolf
Optimisation (GWO), which is an innovative algorithm
inspired by wolf pack hunting behaviour that efficiently
selects the most relevant features from both audio and EEG
data, focusing on those that contribute most to emotion
recognition, and passes it through a CNN network to obtain
excellent results despite using real-time data, making it
much more robust. However, only three target classes were
involved, and the extraction of EEG signals requires hardware
like the Emotiv device. Reference [11] introduces various
methods to extract emotional responses unconsciously by
monitoring various methods using direct sensors such as
EEG, EMG (electromyography), EOG (electrooculogram),
modulating sensors like GSR (galvanic skin response), and
measurements like RR (respiration rate) and HRV (heart rate
variability). Even though these are unique alternatives to
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TABLE 3. Literature review on multimodal emotion recognition. TABLE 3. (Continued.) Literature review on multimodal emotion
recognition.
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TABLE 3. (Continued.) Literature review on multimodal emotion
recognition.

TABLE 3. (Continued.) Literature review on multimodal emotion
recognition.
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TABLE 3. (Continued.) Literature review on multimodal emotion
recognition.

emotion recognition, they aren’t as economically feasible,
accessible, or user-friendly as conventional approaches.

B. RESEARCH GAP ANALYSIS
Current emotion recognition methods struggle to capture
the full picture. While some leverage multiple modalities
(audio, visual, text), they often focus on individual modal-
ities, ignoring the potential benefits of combined analysis.
Data augmentation needs improvement to handle real-world
variations like noise and occlusions. Feature extraction
methods, both handcrafted and deep learning-based, might
not fully grasp the temporal aspects of emotions, especially
in large datasets. Existing approaches often rely on limited
data, hindering generalizability and real-time application
feasibility. Additionally, performance inconsistencies across
datasets and difficulties with specific emotions highlight
limitations. Multimodal approaches using audio-visual cues
also have shortcomings. Both modality-specific data aug-
mentation and feature extraction techniques might not fully
capture the temporal dynamics of emotions. Most approaches
use late fusion, neglecting potential inter-modal interactions.
Techniques like VAEs lack interpretability, and overreliance
on facial features raises concerns about robustness. Cross-
dataset performance variance is another concern. Fine-
tuning large language models used by text-based multimodal
methods is computationally expensive and time-consuming,
and performance can be inconsistent. Limited data hinders
one-shot learning, and the scope for addingmodalities is often
unexplored. These methods might miss emotional subtleties
by directly converting features into text without considering
temporal dynamics. The lack of proper benchmarking
makes it difficult to assess effectiveness, and significant

TABLE 4. Literature review on text-based solutions in emotion
recognition.
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TABLE 4. (Continued.) Literature review on text-based solutions in
emotion recognition.

performance variations across datasets raise concerns about
generalizability and robustness in real-world scenarios.
Recent approaches to exploring brain signals or physiological
responses often require specialised hardware or lack user
friendliness compared to conventional methods. There is a
need for more robust and comprehensive approaches that
effectively combine modalities, capture temporal dynamics,

and achieve generalizability across datasets and real-world
variations.

C. PROBLEM STATEMENT
The core challenge lies in developing robust, efficient, and
generalizable multimodal emotion recognition techniques.
These techniques should effectively capture the complexity
of human emotions expressed through multiple channels,
such as audio, video, and potentially text, while allowing
scope to add many more modalities. However, they must
also address the limitations of the literature reviewed.
Real-world variations like noise and occlusions necessitate
further development in data augmentation techniques. Fea-
ture extraction methods need to evolve beyond handcrafted
approaches or limited deep learning architectures to capture
the full spectrum of emotions, especially for large datasets.
Additionally, methods should achieve consistent performance
across diverse datasets and improve accuracy in classifying
specific emotions. Furthermore, interpretability is crucial;
techniques should allow us to understand how features
contribute to emotion recognition. Ideal methods will be
feasible and accessible for practical implementation, con-
sidering economic and user-friendliness aspects. Emotional
recognition systems could be more robust and comprehensive
by addressing these research gaps.

III. METHODOLOGY
This section consists of the proposed multimodal early-
fusion-based LLM-based approach with novel rule-based
systems for textual conversions.

A. PRELIMINARIES
The preliminaries provide the necessary context for a
better understanding of the methodology by establishing the
foundational concepts.

1) FACIAL FEATURES
Facial Action Units (AUs), as defined by the Facial Action
Coding System (FACS), as mentioned in [21], are anatom-
ically based descriptors corresponding to the contraction of
specific facial muscles or muscle groups. These AUs provide
a standardised and objective way to capture minute facial
movements, including wrinkle formation, eyebrow raising,
and lip corner depression. This detailed mapping allows
researchers to deconstruct complex emotional expressions
into their constituent AUs, enabling a deeper understanding
of the relationship between facial muscle activity and
underlying emotional states, as shown in Fig. 1.

2) AUDIO FEATURES
The audio features that are to be extracted when it comes to
the aspect of emotion recognition are as follows:

a) Equivalent sound level (equivalent loudness) is a
single numerical value representing the average sound
pressure level over a defined period. It signifies the
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FIGURE 1. Action units detected by PyFEAT.

overall loudness of the audio, similar to how decibels
(dB) measure sound intensity. It’s a basic but effective
indicator of emotional arousal.

b) A semitone is a musical term representing the smallest
interval between two adjacent notes in a standard
Western musical scale. It doesn’t directly relate to an
audio feature but describes the pitch difference between
notes. However, in some audio analysis applications,
semitones can be used to represent the change in
fundamental frequency (F0) between consecutive sound
frames. F0 is the perceived pitch of a sound, so analysing
semitone changes can reveal how the pitch varies over
time, from which you can determine pitch stability and
pitch emphasis.

c) Spectral flux captures the rate of change in the
frequency spectrum of an audio signal. The spec-
trum shows the distribution of energy across different
frequencies at a specific time. Spectral flux indi-
cates how quickly the sound’s ‘‘colour’’ or timbre is
changing.

d) Mel-Frequency Cepstral Coefficients (MFCCs) are a
popular feature set derived from the audio signal’s
Mel-Frequency Cepstrum. The Mel scale approximates
human auditory perception, where sounds with similar
perceived pitch are grouped closer together. MFCCs
capture the envelope of the sound spectrum on this
Mel scale. They are particularly useful for representing
the characteristics of speech and speaker identification
because they are less sensitive to variations in pitch
while encoding the formants (resonant frequencies) that
contribute to the sound quality.

3) EASY DATA AUGMENTATION
Easy data augmentation (EDA) in text augmentation involves
a set of simple yet powerful techniques to artificially increase
the size and diversity of the training data. Some of the
common EDA techniques are as follows:

a) Synonym Replacement replaces a word in the sentence
with a synonym while aiming to preserve the meaning.
For example, ‘‘The movie was terrible’’ could be
augmented to ‘‘The movie was awful’’. There are
various ways to find synonyms, including pre-built
wordnet libraries like NLPAug or online thesauruses.

b) Random Insertion has a random word (or synonym)
inserted into the sentence at a random location. This
can introduce slight variations in sentence structure
and vocabulary. For instance, the sentence ‘‘We went
to the park’’ could become ‘‘We often went to the
park’’. However, it’s important to maintain grammatical
coherence to avoid nonsensical sentences.

c) Random Swap involves swapping the order of two
randomly chosen words within the sentence. This can
introduce minor phrasal variations without significantly
altering the meaning. An example could be ‘‘I love to
eat pizza’’ becoming ‘‘I eat to love pizza’’ (although the
latter might not be grammatically ideal for this specific
case).

d) Random Deletion has a random word chosen and
deleted from the sentence in this method. This can
simulate natural speech disfluencies or typos. For
example, the sentence ‘‘The quick brown fox jumps
over the lazy dog’’ could be augmented to ‘‘The quick
brown fox jumps over lazy dog’’. It’s crucial to ensure
the remaining sentence retains meaningfulness.

These EDA techniques are relatively easy to implement
and can be effective in boosting the performance of
Natural Language Processing (NLP)models, especially when
dealing with limited datasets. They are particularly useful
when combined with other augmentation strategies or more
complex techniques.

4) MULTIMODALITY AND LLMS
Multimodal models are models that integrate information
from multiple modalities (e.g., audio, visual) to improve per-
formance. In the context of emotion recognition, multimodal
models combine features from different modalities to capture
complementary information and enhance the accuracy of
emotion recognition. LLMs, or large language models, are
essentially powerful machine learning models trained on
massive amounts of text data. They can understand and
generate human language, allowing them to perform a variety
of tasks like translation, writing different kinds of creative
content, and answering questions in an informative way.
A pre-trained LLM, DistilRoBERTa (referenced in [22]),
is used to understand the semantic meaning within the
text in this context. DistilRoBERTa is a transformer-based
model known for its effectiveness in various natural language
processing tasks. DistilRoBERTa is a ‘‘distilled’’ version of
RoBERTa-base. This means it retains the core functionality
of the original model with significantly fewer parameters
(around 82million compared to 125million for the RoBERTa
base). This reduction in size translates to faster training and
inference times.

5) FUSION STRATEGIES
Fusion strategies, the architects of multi-modal information,
orchestrate the seamless integration of data from diverse
sources to forge a more accurate and comprehensive
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representation. According to [16], these strategies fall into
three primary categories, each wielding distinct strengths and
weaknesses.

1. In Early Fusion, raw data or extracted features from
different modalities are directly concatenated at the
beginning of the processing pipeline. This forms a
unified feature vector fed into a single processing unit.
It can capture holistic inter-modality relationships and
is computationally efficient for simpler tasks, but the
increased dimensionality can lead to computational
burden with complex data and can result in the potential
loss of modality-specific information.

2. In late fusion, independent models are trained on each
data modality separately. Their predictions are then
aggregated at the end using techniques like weighted
averaging or majority voting to produce a consolidated
result. They leverage specialised models for each
modality and are readily interpretable due to modularity.
On the contrary, they are susceptible to inconsistencies
between models and their decision boundaries and may
not capture complex inter-modality relationships.

3. In joint fusion, data modalities are intertwined within
the hidden layers of a single, powerful neural network.
Instead of merging at the input, they interact and
influence each other’s learning process at various inter-
mediate layers. They lead to superior and more nuanced
representations by capturing complex inter-modality
relationships and feature interactions, but they are
computationally expensive, and model interpretability
can be challenging due to their complex architecture.

B. LIMITATIONS OF PAST ARCHITECTURES AND ETHICAL
IMPLICATIONS
Although PyFEAT proved to be a good open-source tool
to depict facial landmarks, detect action units, etc., it only
included visual modality, and it wasn’t efficient when it came
to emotion detection as it resulted in an average score of
only 0.55 on the AffectNet dataset. Other alternatives to such
approaches included (again, they only possessed a visual
modality):

• Noldus FaceReader, which wasn’t open source and only
performed slightly better than PyFEAT, It didn’t provide
facial landmarking and wasn’t robust in its performance
variance towards various head poses.

• iMotions, which also wasn’t open source (as it required
the purchase of modules like AFFDEX and FACET),
but it did provide a significant increase in efficiency
from PyFEAT in terms of all the modules present, such
as facial landmarking, action unit detection, emotion
detection, head pose, and gaze detection.

On the contrary, considering speech emotion recognition,
there weren’t a lot of open-source tools with satisfactory
efficiency found. However, OpenEAR [23] and Vokaturi
stood out. OpenEAR is very old software but was able to
capture satisfactory performance in recognising emotions on

publicly available benchmarked datasets such as EmoDB
and Enteraface’05. Vokaturi was also able to achieve good
performance in real-time scenarios, as mentioned in [12],
but had problems with gender independence. Moreover,
there was no provision for adding visual modalities. The
multimodal emotion recognition approach by [9] proved to
be the best among other alternatives by providing excellent
performance on benchmarked datasets such as RAVDESS
(Ryerson Audio-Visual Database of Emotional Speech and
Song) [24] and BAUM-1 (Bahçeşehir University Multimodal
Affective Database-1) [25]. However, this approach faced
difficulties such as cross-dataset performance variance,
usage of facial frames, and a few audio features, and
a classification variance of emotions was also observed.
To tackle the problem of unifying the modalities, [19]
presented a unique approach by introducing text-based
representations of modalities by using rule-based systems.
Still, it used only a few audio features, such as pitch and
energy, and it didn’t provide any performance benchmarks
on publicly available datasets. The proposed architecture
is taken to simplify the emotion recognition process while
allowing interdependencies between emotions, presenting a
methodology to unify the addition of more modalities into
a text-based format using rule-based systems, benchmarking
the performance on publicly available datasets such as
RAVDESS and BAUM-1, and providing a less-complex yet
customisable architecture.

Multimodal emotion recognition systems have some
serious ethical issues because they can intrusively monitor
and interpret people’s emotional states. This raises a lot of
concerns about how much personal and sensitive information
is being collected, stored, and used. These technologies can
be invasive, capturing data in places where people might not
even realise they’re being monitored, like in public spaces or
during private moments. This kind of surveillance can make
people feel like they’re always being watched, which can
mess with their sense of autonomy and discourage them from
expressing themselves freely. Plus, the ways these systems
get consent from users often aren’t great. People might not
fully understand what they’re agreeing to, how much data is
being collected, or how it could be used or misused. There’s
a real risk of this data being shared without permission, used
to profile people, or even leading to discrimination based
on emotional responses. This can make existing biases and
inequalities even worse. To deal with these issues, there is a
need for strong privacy protections, transparent data handling
practices, and clear, informed consent protocols, making it
important for developers, policymakers, and stakeholders
to keep talking about these things to create guidelines and
regulations that protect people’s rights while still allowing
users to benefit from these advanced technologies.

C. TOOLSET DESCRIPTION
1) PYFEAT
PyFEAT (mentioned in [7]) is a state-of-the-art deep-learning
library that excels at extracting facial features, especially
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AUs, from images and videos. PyFEAT’s RetinaFace is
considered in this research for fast and accurate face
detection, even in challenging scenarios where lighting
or pose variations might pose obstacles. Once faces are
reliably detected, PyFEAT’s MobileFaceNet model excels
at locating key facial landmarks and pinpointing specific
points like the corners of the lips, eyebrows, and eyes.
This precise landmark detection assists in analysing subtle
facial movements associated with different emotional states.
Once the landmarks are detected, PyFEAT‘s SVM model
is utilised to detect the 20 AUs based on the Facial Action
Coding System (FACS). By analysing these AUs, PyFeat
provides a highly detailed and accurate representation of
facial features, crucial for precise emotion recognition. This
combination creates a synergy that is both effective and
computationally efficient, making it well-suited for real-time
emotion recognition tasks.

2) LIBROSA
Librosa is a popular open-source Python library specifically
focused on audio and music analysis. It provides a compre-
hensive set of functionalities for various audio processing
tasks, including feature extraction, signal processing, audio
manipulation, and music content analysis. This research
utilises its audio-loading functionality to load audio files from
various formats and decode them for further analysis.

3) OPENSMILE
OpenSMILE [26] is an open-source feature extraction system
specifically designed for speech and audio processing.
It focuses on extracting features relevant to human speech
analysis, including prosodic features (related to intonation
and rhythm), spectral features, and voice quality features.
In this research, the eGeMAPSv02 feature set with functional
mapping is applied to extract the necessary features with the
best accuracy.

D. DATASET DESCRIPTION
The datasets utilised in this study are RAVDESS and
BAUM-1, which offer two distinct sets of videos based
on different intensity levels of expression: acted/strong or
spontaneous/normal. These datasets provide representations
of various emotional states, including anger, surprise, disgust,
fear, happiness, and sadness. The primary objective asso-
ciated with the dataset involves emotion classification and
prediction tasks.

1) RAVDESS
RAVDESS comprises 7356 recordings from 24 professional
actors (12 female and 12 male). Each actor vocalises two
lexically identical statements in a neutral North American
accent, expressing various emotions: calm, happy, sad, angry,
fearful, surprise, and disgust (speech) and calm, happy, sad,
angry, and fearful (song). Each expression is performed
at normal and strong intensity levels, with an additional
neutral rendering. Recordings encompass three modalities:

audio-only, audio-video (full-AV), and video-only. For this
research, the dataset focuses solely on the ‘‘full-AV’’ (audio
and video) speech recordings, excluding the ‘‘calm’’ emotion.
This subset comprises 1380 mp4 files where actors express
happiness, sadness, anger, fear, and surprise. Each file is
named using a standardised code that specifies:

• Modality: (01 = full-AV, 02 = video-only, 03 = audio-
only)

• Vocal Channel: (01 = speech, 02 = song)
• Emotion: (01 = neutral, 02 = calm, 03 = happy, etc.)
• Intensity: (01 = normal, 02 = strong)
• Statement: (01= ‘‘Kids are talking. . . ’’, 02= ‘‘Dogs are
sitting. . . ’’)

• Repetition: (01 = 1st, 02 = 2nd)
• Actor: (01-24, odd = male, even = female)

This refined dataset enables researchers to delve into the
nuanced expression of emotions through both auditory and
visual cues.

2) BAUM-1
• BAUM-1 contains 1184 multimodal facial video clips
collected from 31 subjects, containing acted and spon-
taneous facial expressions and speech of 13 emotional
and mental states such as happiness, anger, sadness,
disgust, fear, surprise, boredom, contempt, confusion,
neutrality, thinking, concentrating, and bothered. The
dataset is issued with two annotation files, one acted
and the other spontaneous, corresponding to each of
the folders containing the sessions. The annotation files
marked each session directory’s video files (.mp4) and
subtitle files (.srt) with a label among the 13 emotions.
Only the video files corresponding to the 7 emotions
as suggested in RAVDESS are considered. The files
follow a specific naming convention, which consists of a
2-part numerical identifier (e.g., S001_005.mp4). These
identifiers define the stimulus characteristics:

• Session (S001 to S031 for each of the 31 actors)
• File number (e.g., 005 for the 5th file)
• The annotation files contain the following columns:
• Number (Serial Number of each entry)
• Subject (Actor number)
• Clip (Video file number)
• Clip Name (Video file identifier)
• Emotion (Name of one of the 13 emotions involved)
• Emotion Code (Corresponding code of emotion)
• Gender (M = Male, F = Female)

3) UTILIZED DATASET
The study leverages a combined dataset of the RAVDESS
and BAUM datasets, resulting in approximately 2,285 audio-
visual recordings. Following pre-processing to ensure proper
file path alignment with corresponding emotions, the audio
data was processed using the openSMILE library. This audio
processing step eliminates 51 entries due to unidentified
audio segments (mean voiced segment length of 0).
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The proposed approach uses a subset of features for
further analysis, which include measures of loudness
(equivalentSoundLevel_dBp), fundamental frequency sta-
bility (F0semitoneFrom27.5Hz_sma3nz_stddevNorm), and
emphasis (F0semitoneFrom27.5Hz_sma3nz_pctlrange0-2),
spectral flux (rate of frequency content change) (spec-
tralFlux_sma3_amean), and the first fourMel-frequency cep-
stral coefficients (mfcc1_sma3_amean, mfcc2_sma3_amean,
mfcc3_sma3_amean, mfcc4_sma3_amean) which reflect
spectral energy distribution patterns. Since the feature
extraction of openSMILE and Librosa is excellent and has
been perfected over the years, barely any limitations are
found.

Simultaneously, facial feature extraction is performed on
the video segments using PyFEAT. One video segment
failed to render properly, resulting in 2,233 entries for
facial analysis. PyFEAT identified the presence or intensity
of 20 distinct action units (AU1, AU2, AU4, AU5, AU6,
AU7, AU9, AU10, AU11, AU12, AU14, AU15, AU17,
AU20, AU23, AU24, AU25, AU26, AU28, and AU43)
corresponding to various facial muscle movements. PyFEAT
faces the major limitation of providing lesser performance
in recognising the action units when compared with its
alternatives such as OpenFace and FaceReader, but it is
implemented since it’s consistent over various head poses,
the addition of occlusions, etc., while providing user-friendly
APIs to use.

Additionally, after the features were converted into text by
using a rule-based system based on various viable thresholds
in regards to the dataset and both textual representations
were combined into a prompt-like structure using string
interpolation, text augmentation was applied to enhance
the diversity and robustness of the data, and NLPAug was
utilised to augment the prompts in the dataset using EDA,
giving rise to a larger dataset with a much more enhanced
vocabulary.

E. DESIGN ARCHITECTURE
The first and foremost procedure is the acquisition of MP4
files fromRAVDESS and BAUM-1 datasets, vast repositories
that encapsulate diverse emotional expressions captured in
both audio and video. The data entries are merged to make
it a generalised dataset. To further prepare this data for
meaningful learning, a series of transformations are applied.
Librosa is utilised to extract the audio data from the raw audio
signals of the MP4 using the loading API. OpenSMILE was
employed to generate all the necessary audio features. On the
contrary, PyFEATwas utilised to detect and capture the action
units (visual features).

With both audio and visual features extracted, the data
undergoes a conversion to text, which involves the core
of the system, i.e., rule-based systems based on various
numerical thresholds. The textual representations of the audio
and video features are combined into a prompt-like structure
with their corresponding emotion labels, encoded for efficient
processing. Additionally, the prompts are augmented using

FIGURE 2. Proposed design architecture.

EDA to produce a bigger dataset with a higher vocabulary and
a broadened scope. This augmented dataset is then carefully
divided into three distinct groups: the training set, where the
system learns its skills; the validation set, where it fine-tunes
its abilities; and the testing set, where it demonstrates its true
understanding of unseen data, ensuring robust evaluation and
generalisation.

Then, the pre-trained Large Language Model (LLM),
distilRoBERTa, is fine-tuned with all its layers trainable
on this dataset using those prompts. This process allows
distilRoBERTa to learn the intricate relationships between the
textual prompts (encapsulating audio and video features) and
their corresponding emotions. By fine-tuning all layers, the
model leverages the dataset to improve its ability to recognise
emotions from the combined audio and video data. This
fine-tuned distilRoBERTa becomes a powerful multimodal
model for emotion recognition. Fig. 2 shows the design
architecture of the entire proposed system.

F. FEATURE EXTRACTION
1) FACIAL FEATURE EXTRACTION
For facial feature extraction (as shown in Table 5), PyFEAT’s
SVM model is employed to extract facial Action Units
(AUs) from each frame of the facial videos. The extracted
AUs are then cast into tensors for further processing.
Additionally, average pooling is used to capture the AUs that
occurred in more the half of the total frames involved in the
video.

2) AUDIO FEATURE EXTRACTION
For audio feature extraction (as shown in Table 6), openS-
MILE is utilized to extract the comprehensive set of audio
features from the MP4 files loaded using Librosa in the
dataset. These features include:

• Loudness (Equivalent Sound Level)
• Pitch Variance (Semitone from 27.5Hz F0 frequency)
• Spectral Flux
• MFCCs (MFCC1, MFCC2, MFCC3 and MFCC4)

VOLUME 12, 2024 108063



O. Chandraumakantham et al.: Multimodal Emotion Recognition Using Feature Fusion

TABLE 5. Algorithm for facial feature extraction using PyFEAT.

TABLE 6. Algorithm for audio feature extraction using opensmile.

3) SIGNIFICANCE OF THE EXTRACTED FEATURES
The accurate detection of emotions from human behaviour
is a complex task, but by analysing the extracted features,
significant progress was achieved. AUs, a standardised
system for describing minute facial movements, provide a
granular view of emotional expression. Each of the 20 AUs
corresponds to a specific muscular movement, such as AU 6
(cheek raising), often associated with happiness; AU 4 (brow
lowering), linked to anger; and AU 1 (eyebrow raising),
potentially indicating surprise or fear.

On the audio side, the equivalentSoundLevel_dBp feature
directly measures loudness, with higher values potentially
indicating strong emotions like anger, surprise, or happi-
ness. Conversely, lower volumes might suggest sadness
or neutrality. F0semitoneFrom27.5Hz_sma3nz_stddevNorm
and F0semitoneFrom27.5Hz_sma3nz_pctlrange0-2 analyse
the fundamental frequency (F0), which corresponds to the
perceived pitch of a sound. The standard deviation of the
semitone-converted F0 (F0semitoneFrom27.5Hz_sma3nz_st
ddevNorm) reflects pitch stability, with higher values poten-
tially indicating vocal wavering often linked to emotions like
anger or surprise. Conversely, lower values suggest a steadier

TABLE 7. Action unit mapping to textual representations.

pitch, potentially associated with sadness or neutrality.
The F0semitoneFrom27.5Hz_sma3nz_pctlrange0-2 feature
focuses on the range of F0 values within a short time
window, potentially revealing emphasis through stressed
syllables or changes in speaking rate. Strong emphasis
can be indicative of anger or surprise, while weaker
emphasis might be associated with sadness or neutrality.
SpectralFlux_sma3_amean captures the rate of change in the
frequency spectrum of the audio data. This feature is par-
ticularly sensitive to rapid changes in sound characteristics,
such as percussive events or sudden shifts in instrumentation,
often observed during moments of fear or surprise.
In contrast, lower spectral flux values are typically associated
with calmer emotional states. Finally, MFCCs represented
by features mfcc1_sma3_amean, mfcc2_sma3_amean,
mfcc3_sma3_amean, and mfcc4_sma3_amean provide a
more detailed analysis of the distribution of audio energy
across the frequency spectrum. These features capture how
much sound energy is present at different frequency bands.
Generally, a distribution skewed towards higher frequencies
might be associated with anger or frustration, while a
distribution with more emphasis on lower frequencies could
indicate happiness or neutrality.

G. DESIGN IMPLEMENTATION
1) CONVERSION TO TEXTUAL REPRESENTATIONS
Under Facial Feature Representation, Table 7 details the
mapping between Action Units (AUs) extracted by PyFEAT
and their corresponding textual descriptions for facial
expression analysis. This mapping allows for the creation of
human-readable interpretations of facial movements within
a dataset. For each frame analysed by PyFEAT, the corre-
sponding AU values are examined. If a specific AU value
is equal to one, indicating its activation, the corresponding
textual description from the table is appended to amain string.
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FIGURE 3. Non-normal distribution of Loudness.

FIGURE 4. Non-normal distribution of Pitch Stability.

This process results in a textual representation that captures
the active facial features within that frame. For example, if the
action units AU1 and AU6 were recorded as one over half
of the frames, then the main string would be ‘‘Raises inner
eyebrows. Raises cheeks.’’

Under Audio Feature Representation, audio features
extracted from an audio signal (loudness, pitch, spectral
flux, and Mel-Frequency Cepstral Coefficients) undergo
a rule-based conversion process (Table 8) to generate
human-readable descriptions that are appended to a main
string that marks the textual representation of those audio
features based on certain bounds. To figure out those bounds,
the research uses Chebyshev’s inequality [27] of non-normal
distributions (as shown in Fig. 3, 4, 5, and 6) of the audio
features other than MFCCs to estimate that at least 50%
of the entries lie beyond the thresholds at a constant value
of the square root of 2. Subsequently, the lower and higher
thresholds are obtained using the formulas given below:

higher_threshold = mean +
√
2x std

FIGURE 5. Non-normal distribution of Pitch Emphasis.

FIGURE 6. Non-normal distribution of Spectral Flux.

lower_threshold = mean − −
√
2x std

where std is the standard deviation of the non-normally
distributed data.

However, spectral graphs are used to visualise the energy
distribution with the different scenarios about the 4 MFCC
values to convert them to text, which are mentioned
below:

When mfcc1 is greater than mfcc2 and mfcc3 is greater
than mfcc4, the energy distribution is dominant at the lower
frequencies, as shown in Fig. 7.

When mfcc2 is greater than mfcc1 and mfcc3 is greater
than mfcc4, the energy is distributed across different fre-
quencies, with more emphasis on the lower-mid frequencies,
as shown in Fig. 8.

When mfcc3 is greater than mfcc1 and mfcc2, the energy
distribution is observed more towards the higher frequencies,
as shown in Fig. 9.

In the rest of the cases, energy is comparatively less
distinct, as shown in Fig. 10.
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FIGURE 7. Energy distribution when mfcc1 > mfcc2 and mfcc3 > mfcc4.

FIGURE 8. Energy distribution when mfcc1 < mfcc2 and mfcc3 < mfcc4.

FIGURE 9. Energy distribution when mfcc3 > mfcc2 and mfcc3 > mfcc1.

FIGURE 10. Energy distribution in the rest of the cases.

2) TEXT AUGMENTATION
To enrich the dataset and improve model robustness, this
approach utilises Natural Language Augmentation (NLA)
techniques. Specifically, the textual descriptions of both
facial expressions and audio features undergo augmentation
using the Synonym Augmentation function within the
NLPAug library. This function leverages WordNet, a lexical
database of English, to identify synonyms for the existing
words. It then generates five variations of the original text,
where each variation replaces more than five words with

TABLE 8. Audio features mapping to textual representations.

their synonyms while preserving the overall meaning. As a
result, this process creates 25 (5 variations for facial features
and 5 variations for audio features) distinct combinations of
augmented text descriptions for every single instance of facial
and audio features within the dataset. This strategy effectively
expands the dataset size 25 times and introduces variations in
how the same information is expressed, which can ultimately
lead to a more robust model that generalises better to unseen
data.

3) EARLY FUSION AND PROMPT GENERATION
The system leverages the generated textual descriptions of
both facial expressions and audio features to create prompts
for further analysis using early fusion. These descriptions,
potentially augmented using synonyms to increase variation,
are combined into a single prompt following a specific
format.

Prompt = ‘‘audio :
′′

+audio_text + ‘‘facial :
′′

+facial_text

+ ‘‘ < |endoftext| >′′

where audio_text is the textual representation of audio
features after augmentation and facial_text is the textual
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representation of facial features after augmentation, The
prompt structure utilises ‘‘audio_text’’ and ‘‘facial_text’’
placeholders, which are replaced with the actual descriptions
of the sounds and expressions observed in that specific
instance. This approach allows for the creation of a rich and
informative prompt that captures the interplay between the
visual and auditory aspects of the data. The limitations of
the early fusion technique only become a viable threat if the
number of dimensions is large, which is not a problem here
on the fusion angle since the features are converted to text and
just concatenated with each other.

4) MODEL FINE-TUNING
The pre-trained text-processing model, DistilRoBERTa [22],
is used to understand the semantic meaning within the
text. The AutoTokenizer function from the Transformers
library [28] is used to perform this tokenization based
on the pre-trained DistilRoBERTa model’s vocabulary. The
code employs padding and truncation techniques during
tokenization. The padding ensures that all input sequences
have the same length, which is necessary for efficient
batch processing during model training. Truncation addresses
situations where text entries exceed a predefined maximum
length. In such cases, the tokenizer shortens the text by
removing characters from the end while attempting to
preserve the core meaning. Following tokenization, the code
creates separate datasets for training, validation, and testing.
Each dataset is a collection of text inputs (tokenized text)
paired with their corresponding labels (the categories the
model needs to predict). These datasets are further divided
into batches for efficient training.

This research leverages a pre-trained DistilRoBERTa
model working on 7 classes (as there are 7 emotions)
specifically designed for sequence classification tasks. Pre-
trained models offer a significant advantage as they have
already been trained on massive amounts of text data,
allowing them to capture complex language patterns. Fine-
tuning a pre-trained model for a specific task involves
adjusting its internal parameters to adapt to the characteristics
of the new dataset and classification problem. The model
training process involves an optimisation algorithm to find
the best configuration of the model’s internal parameters that
minimises the difference between the model’s predictions
and the actual labels (ground truth). The Adam optimizer
with a learning rate of 2e-5 is used for this purpose, along
with a sparse categorical cross-entropy loss function. The
loss function measures the discrepancy between the model’s
predicted probability distribution for each class and the
one-hot encoded ground truth label. To assess the model’s
performance during training, the code monitors both the
training and validation losses. The validation data provides
an unbiased estimate of how well the model generalises
to unseen data. Early stopping, a regularisation technique,
at a patience of 5 is implemented to prevent overfitting.
Overfitting occurs when the model memorises the training
data too well and performs poorly on unseen data. Early

stopping monitors the validation loss and halts training if it
stops improving for a predefined number of epochs (training
cycles). This helps ensure the model learns robust patterns
that generalise well to new data.

IV. RESULTS AND DISCUSSION
A. EXPERIMENTAL SETUP
The empirical analysis of the fine-tuned model, incorporating
feature extraction and early-fusion methods, was conducted
using Python in a Windows 11 environment, supported by
a 16GB RAM system with a Nvidia RTX 4060 series
GPU. The experiments were executed with Python version
3.10 and used the TensorFlow framework. However, the
minimum requirements to create this system (especially,
finetune distilRoBERTa) are having a modern multicore
processor, at least 8GB of RAM (preferably, 16GB), and a
GPUwith a computing power of at least asmuch as theNvidia
RTX 3060.

B. EVALUATION AND IMPLICATIONS
The proposed LLM-based approach is evaluated on two
benchmark datasets for emotional expression recognition:
RAVDESS and BAUM-1. Generally, most of the other
works utilised metrics such as accuracy, f1 score, and
confusion matrix to determine the performance of their
model. This research considers the following various metrics
to comprehensively assess the model’s performance:

Accuracy: To find the overall correctness of the classifica-
tion of emotions.

Precision: To find the proportion of correctly classified
instances of each emotion.

Recall: To find out if the model can identify all instances
of a particular emotion.

F1-Score: To find the reliability of the model in predicting
each instance of emotion.

Error Rate Graph, Accuracy Rate Graph, and Loss Rate
Graph: To find if the model is overfitting as the number of
epochs increases.

Confusion Matrix: To find the proportions of what the
model is classifying each instance of emotion as.

Classification Report: Acts as a condensed report for the
different evaluation metrics.

The error rate graph (Fig. 11) found in the validation set
displays a continuous decrease in the misclassification of
emotions, which signifies that the model isn’t overfitting. The
results, including classification reports (Tables 9 and 10) and
confusionmatrices (Fig. 12 and 13), provide valuable insights
into the model’s strengths and weaknesses.

The model achieves impressive and consistent overall
accuracy on both datasets, reaching 93.18% for RAVDESS
and 93.69% for BAUM-1 after only running it for 18 epochs.
However, a closer look reveals dataset-specific challenges.
The RAVDESS dataset presents difficulties in accurately
detecting the neutral category. This could be attributed to
inherent ambiguity in the expression of neutrality or potential
imbalances in the dataset. Conversely, emotions such as
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FIGURE 11. Error rate of the proposed model over 18 epochs on the
validation data on the proposed LLM-based approach.

FIGURE 12. Confusion matrix on using RAVDESS on the proposed
LLM-based approach.

disgust, happiness, and sadness are classified with near-
perfect precision, recall, and an F1-score exceeding 94%. For
emotions like anger, fear, and surprise, the results deviate
from the high scores observed for other categories. This
suggests potential ambiguity within the extracted features
themselves. These emotions often involve exclamatory
expressions, which might share some characteristics, leading
to classification confusion. This observation highlights
the need for further investigation into data augmentation
techniques or alternative feature representations that could
enhance the model’s ability to recognise neutral emotions and
differentiate between emotions with potentially overlapping
expressions. However, a closer look at the ‘‘neutral’’ category
reveals a dip in scores, hinting at potential ambiguity in its
expression or possible imbalances within the dataset itself.
This observation sparks questions for further investigation,

FIGURE 13. Confusion matrix on using BAUM-1 on the proposed
LLM-based approach.

prompting exploration into data augmentation techniques or
alternative representations that could bolster the recognition
of neutral emotions. There could be a potential avenue with
the introduction of RENS [1], which could enhance the
latency of subtle nuances in emotional states, thereby refining
them.

The analysis of the BAUM-1 dataset yielded similar
findings.While overall scores have improvedwhen compared
to RAVDESS, particularly for disgust detection, anger
recognition shows a slight decline. The neutral emotion
category remains a challenge, suggesting that the model,
while generally robust, might benefit from further refinement.
Moving beyond raw accuracy, a deeper understanding of
the model’s behaviour can be understood by analysing
the confusion matrices. These matrices reveal specific
patterns of misclassifications, providing valuable insights
into the complexities of human emotional expression. Inter-
estingly, both datasets exhibit occasional misclassifications
of ‘‘anger’’ as ‘‘surprise.’’ This confusion could be due
to a potential overlap in the exclamative nature of these
emotions. Additionally, misclassifications between ‘‘sad’’
and ‘‘fear’’ are also observed. This could be attributed
to the fleeting nature of surprise expressions or cultural
variations in how these emotions are manifested. These
observations highlight the need for further investigation
into data augmentation techniques or alternative feature
representations that could enhance the model’s ability to
recognise emotional undercurrents and differentiate between
emotions with potentially overlapping expressions.

C. COMPARISON WITH STATE-OF-THE-ART SYSTEMS
The proposed multimodal LLM-based emotion recognition
model demonstrates promising results on both the RAVDESS
and BAUM-1 datasets, achieving high accuracy scores.
Accuracy is chosen as the metric in this scenario as it
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TABLE 9. Evaluation metrics on using RAVDESS on the proposed
LLM-Based approach.

TABLE 10. Evaluation metrics on using BAUM-1 on the proposed
LLM-Based approach.

FIGURE 14. Graphical comparison with SOTA on BAUM-1.

signifies the overall performance of the model, and most
of the SOTA tools display accuracy as the benchmark on
the datasets. However, a thorough evaluation necessitates
a deeper examination that acknowledges the nuances of
various comparisons, as shown in Figs. 14 and 15, and
Tables 11 and 12, and explores potential avenues for further
improvement.

When compared to existing literature, the proposed
model exhibits clear advantages. Reference [19] presents a
similar approach, but the proposed model surpasses their
performance in terms of F1 score while providing more audio
features. However, a direct comparison is limited due to the
lack of identical datasets in both studies.

Reference [9] employs a 2-input model utilising
Mel-frequency cepstral coefficient features alongside facial
features (the best model). While their model achieves an

FIGURE 15. Graphical comparison with SOTA on RAVDESS.

TABLE 11. Tabular comparison with sota on BAUM-1.

TABLE 12. Comparison with sota on ravdess.

accuracy of 75.58% at the 10th epoch (training iteration),
the proposed model reaches a significantly higher accuracy
of 93.69% on the BAUM-1 dataset after only 18 epochs.
Additionally, the proposed model performed competitively
with the model of [9] (94.16%) at the 20th epoch,
despite requiring fewer training iterations. Similarly, on the
RAVDESS dataset, the proposed model achieves an accuracy
of 93.18%, comparable to the model’s performance at the
20th epoch (93.44%) in [9]. Reference [12] presents a
simpler CNN-based approach that achieves an accuracy
of 97.57% on RAVDESS but only 67.59% on BAUM-1.
This significant disparity suggests potential overfitting
towards the RAVDESS dataset. While the proposed model
surpasses the approach of [12] on BAUM-1, it exhibits
slightly lower performance on RAVDESS. This highlights
the importance of addressing dataset-specific challenges and
potential biases. Reference [5] proposes a model utilising an
average probability ensemble with a 1D CNN architecture,
achieving an accuracy of 92% on a dataset with disruptive and
non-disruptive emotion labels. Notably, the proposed model
outperforms this approach (92%), despite incorporating
separate emotion classes and leveraging the video modality
within the RAVDESS dataset. Finally, [15] presents a tensor
fusion network approach that achieved an accuracy of 82.99%
on RAVDESS. The proposed model demonstrates superior
performance compared to this approach, further solidifying
its effectiveness.

VOLUME 12, 2024 108069



O. Chandraumakantham et al.: Multimodal Emotion Recognition Using Feature Fusion

Moving forward, several key considerations will guide
further development and refinement of the proposed model.
First, normalising accuracy values across various models
is crucial due to potential discrepancies in the employed
label sets. This normalisation will enable more meaningful
comparisons across different studies. Second, exploring
various fusion approaches for integrating audio and visual
features offers an opportunity to gain a broader perspective on
potential trade-offs between accuracy and model complexity.
Third, enhancing the model’s interpretability is essential.
Techniques that elucidate how the model integrates and
interprets individual modalities (audio and visual features)
will provide valuable insights and facilitate further opti-
mization. Finally, rigorous evaluation of diverse datasets and
cultural contexts is paramount for establishing the model’s
generalizability and real-world applicability. By addressing
these aspects, the proposedmodel can solidify its position as a
leader in the field of multimodal sentiment analysis, not only
achieving high accuracy but also offering interpretability and
the potential for real-world applications.

V. CONCLUSION AND FUTURE WORK
The proposed LLM-based model leverages early fusion,
combining facial features (Action Units) and audio fea-
tures (loudness, pitch variance, spectral flux, and MFCCs)
after a rule-based conversion to a human-understandable
textual representation. This approach achieves state-of-the-
art performance on the BAUM-1 (93.69%) and RAVDESS
(93.18%) datasets, demonstrating its effectiveness in emotion
recognition. Beyond accuracy, the model offers advantages
over prior methods that rely solely on facial frames or
Mel spectrograms. Although this approach falls behind [9]
in terms of accuracy, it presents a whole new innovative
approach to solving emotion recognition while maintaining
cross-dataset performance and having scope to add more
modalities, thereby proving that:

• An increase in the number of modalities mostly
increases performance while interconnecting multiple
cues that complement each other to form the rich nature
of emotions.

• By converting it to textual representations using rule-
based systems, it presents a unified approach to
managing modalities while providing scope to add more
modalities.

• The proposed system is on par with the current
SOTA systems after benchmarking on publicly available
datasets such as RAVDESS and BAUM-1.

However, a key challenge remains: variations in per-
formance, as signified by the evaluation of one dataset
when trained on another, which might be due to class
imbalances and cultural variances. Future work will explore
strategies to enhance generalizability. One promising avenue
involves incorporating additional modalities, such as body
language analysis or physiological signals, which can be
readily converted into text using the proposed rule-based

system. This would provide a more comprehensive picture of
human emotion, potentially improving recognition accuracy.
Supervised learning or reinforcement learning approaches to
deal with the generation and optimization of rules could be
utilized to simplify the creation of rules and thresholds for
each of the possible modalities. Deploying a cloud-based
solution and using continuous integration and deployment
(CI/CD) pipelines would make it much more scalable and
easier to maintain. Additionally, techniques like domain
adaptation or data augmentation could be employed to enable
the model to navigate diverse data landscapes, ensuring
robustness in real-world applications. Furthermore, investi-
gating alternative fusion strategies presents an opportunity
for improvement. While the current early-fusion approach
yields impressive results, a comparative analysis with late-
or intermediate-fusion techniques could reveal potential
benefits. Research into the strengths and weaknesses of
each approach, coupled with the exploration of novel fusion
methods that effectively exploit inter-modal relationships,
could lead to significant advancements. Future research
will focus on enhancing generalizability, exploring various
emotional models, exploring alternative fusion strategies, and
potentially incorporating larger and more diverse pre-trained
language models (LLMs) for feature extraction. The ultimate
goal lies in developing robust, interpretable, and adaptable
models capable of deciphering human emotions across
diverse contexts. This pursuit holds immense potential for
fostering deeper human-machine interaction and a future
where technology can not only understand but also respond
to human emotions with empathy and understanding.
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