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ABSTRACT Artificial Intelligence and Machine Learning (AI/ML) as analytical tools can be applied across
multiple social domains. Thus, these tools are being deployed in several ways to address societal issues and
concerns for ‘‘social good’’. For instance, AI/ML has applicable use cases for crisis response, economic
empowerment, educational demands, environmental challenges, equality and inclusion, health and hunger,
and security and justice. In this work, we seek to explore the power and capability of AI/ML in understanding
citizens’ engagement, which can improve governance and smart city deployment. Specifically, we studied
the views expressed by online users about the city of Saskatoon in Canada. The analyzed views have become
a value chain that community leaders can use to improve the governance structure of the city. In the study,
we extracted 114,390 comments from Reddit (i.e., Saskatoon subreddit posts) between January 1, 2019, and
September 20, 2023, to discover topics to highlight citizens’ concerns. We compare the performance of three
major topic models, namely, Latent Dirichlet Allocation (LDA), Non-negative Matrix Factorization (NMF),
and BERTopic with a K-means clustering algorithm in the discovery of topics from the collected Reddit
comments. The BERTopic with the K-means clustering algorithm achieved the highest coherence score of
approximately 0.64 in the extraction of 25 topics from the dataset. Our findings showed that BERTopic
can discover coherent and diverse topics compared to LDA and NMF. We found 12 underlying themes by
merging related topics. Also, we leveraged SiEBERT (a pre-trained transformer model), 4 supervised ML
models, and VADER (a lexical sentiment analysis classifier) to identify the sentiments expressed in each
theme. The SiEBERT model outperformed the other sentiment classifiers with an accuracy of 89% in the
prediction of sentiments. The research discovered factors for smart city engagement such as Housing and
Facilities, Education, Downtown Development, Tourism and Entertainment, Policing, Healthcare, Online
Community, and Cost.

INDEX TERMS Machine learning, textual mining, social media, citizens engagement, smart city.

I. INTRODUCTION
Social media has become the de facto platform for citizens’
engagement. Users find these platforms as avenues to express
themselves on social issues, economies, and governance of
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their daily affairs [1], [2], [3], [4], [5]. The views expressed
can have negative, neutral, or positive polarities depending on
the user’s feelings, views, understanding, and so on. Users’
views can be individualized or collective reflections of how a
group feels. When these user views are properly analyzed,
stakeholders and leaders can better steer the affairs of the
citizens since solutions can be customized. Understanding the
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citizens can also help with proper resource allocations and
community project prioritization. The challenge however is
that there is no straightforward way to analyze societal issues
from data. As a result, we have witnessed the application
of Artificial Intelligence and Machine Learning (AI/ML) to
social media data/posts to better analyze users’ sentiments,
views, needs, and demands.

For instance, researchers in [1] showed that ML algorithms
such as the logistic regression binary classifier could be used
to analyze public social media posts related to pro-vaccine
and anti-vaccine discourse. Similarly, [2] studied citizens
of the Philippines’ sentiments on social media when the
country’s house proposed a bill for decreasing the mini-
mum age of criminal liability. Their work employed ML
techniques such as clustering, natural language processing,
and content analysis. The same techniques were used by [3]
to study the communicative behavior, conversation themes,
and network structures of ‘‘Lockdown’’ protest supporters
and non-supporters based on their tweets. The work in [4]
also showed that the Latent Dirichlet Allocation (LDA) and
social network analysis can be used to study public discourse
on international trade between countries based on users’
expressions.

In this work, our goal is to analyze the concerns of the
citizens of Saskatoon, Canada based on their social media
engagements. The outcome of the work will enable city
leaders to manage the resources of the city better as well
as facilitate proper planning and prioritization of develop-
mental projects. This will align with the city’s vision for
the implementation of a smart city using a social approach.
Unlike existing works that focus on the Twitter community,
we are using data from Reddit. In the study, we extracted
114,390 comments from Saskatoon subreddit posts between
January 1, 2019, to September 20, 2023, to discover topics
that emphasize citizens’ concerns. Traditional topic models
like LDA and NMF leverage text vectorization methods such
as bag-of-words (BoW) to represent documents and do not
take into consideration the context and semantic similarity
of words in a sentence [47]. To resolve this issue, BERTopic
uses Bidirectional Encoder Representations from Transform-
ers (BERT) embeddings to capture the contextual word and
sentence vector representations of documents [47]. This pre-
processing step allows BERTopic to preserve the semantic
relationships between words to generate coherent and accu-
rate topic representations [47].

Our study aims to compare the performance of three major
topic models, namely, Latent Dirichlet Allocation (LDA),
Non-negative Matrix Factorization (NMF), and BERTopic
with a K-means clustering algorithm in the discovery of
topics from the collected Reddit comments. The BERTopic
with the K-means clustering algorithm achieved the high-
est coherence score of approximately 0.64 in the extraction
of 25 topics from the dataset. Our findings showed that
BERTopic can discover coherent and diverse topics compared
to LDA and NMF. We discovered 12 underlying themes
by merging related topics. Also, we leveraged SiEBERT

(a pre-trained transformer model), 4 supervised ML models,
and VADER (a lexical sentiment analysis classifier) to iden-
tify the sentiments expressed in each theme. The SiEBERT
model obtained an accuracy of 89% compared to the VADER
and Random Forest models which achieved an accuracy of
57% and 86% respectively in the prediction of sentiments.
The research discovered factors for smart city engagement
such as Housing and Facilities, Education, Downtown Devel-
opment, Tourism and Entertainment, Policing, Healthcare,
Online Community, Cost, and Animal Control.

In summary, the paper made the following contributions to
social science, social computing, and governance.

• Employed AI/ML, and social media data from the Red-
dit community to highlight the societal issues affecting
the citizens of Saskatoon, Canada. Hence, pivot the
vision of the city towards smart city design.

• Explored multiple AI/ML topic models such as LDA,
NMF, and BERTopic to determine the best-performing
model as applied to the Reddit data.

• The work further evaluated the performance of the
BERTopic model (a) when no preprocessing is done, and
(b) when data is pre-processed.

The remaining sections of the paper are as follows.
Section II describes the background works. Sections III
and IV detail the methodologies and the generation of topics
respectively. Also, Sections V and VI explain our thematic
analysis and sentiments analysis respectively. We discussed
our findings in Section VII and the paper concludes in
Section VIII.

II. THE APPLICATION OF AI/ML TO SOCIAL MEDIA DATA
ANALYSIS
Citizens’ engagement aids government officials in under-
standing the needs of the public and can lead to frictionless
decision-making. In this regard, social media platforms have
become the go-to place for citizens to communicate and
express their concerns about their expectations from commu-
nity leaders. While community leaders also engage in social
media, it is difficult to understand the generality and collec-
tive views of social media users due to the vast amount of
data available on these platforms. Hence, techniques such as
AI/ML algorithms and Natural Language Processing (NLP)
have been employed to better analyze these data which can
lead to an informed decision-making process [2].
Social media analysis can be used to analyze sentiments

and emotional states with public disclosure [5], [6], [7], [8],
[9], [10]. To understand the emotional and perceptual dimen-
sions of citizens on innovations within smart cities, Adikari
and Alahakoon [5] turned to Twitter to collect related data
for opinion analysis. Specifically, they focused on the impact
of self-driving cars on city development. They employed
NLP and Markov models for the analysis while the neg-
ativity (toxicity) in conversations was evaluated using a
deep learning-based classifier developed with layers of word
embedding, bidirectional Recurrent Neural Networks (RNN),
and Convolutional Neural Networks (CNN). Similarly,
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Jain et al. [11] studied the emotions of citizens on social
media about smart cities using the Bidirectional Encoder
Representations from Transformers (BERT). The work also
utilized the Dilated Convolutional Neural Network (DCNN)
and SenticNet to improve the classification ability of BERT.
Other researchers who classified public emotions using
machine learning algorithms include Adamu et al. [12].
Additionally, Melton et al. [13] and Liu et al. [14] used

NLP, Latent Dirichlet Allocation (LDA)modeling, andBERT
sentence clustering to identify semantics within Reddit text
as applied to public sentiments on COVID-19 vaccination.
Likewise, Singh et al. [15] turned to Twitter data and applied
sentiment and clustering analysis to understand the adverse
effect that the COVID-19 pandemic has on agriculture stake-
holders. Correspondingly, Chau et al. [16] used support
vector machines (SMV) and rule-based classification to sift
through numerous blog articles to detect emotionally dis-
tressed individuals during the COVID-19 pandemic. Basiri
et al. [17] also applied a fusion sentiment analysis model
that combines deep learning models to understand people’s
reactions to the coronavirus. Praveen et al. [18] used NLP
and LDA to comprehend the sentiments of citizens towards
the COVID-19 pandemic.

Further, Yigitcanlar et al. [19] investigated the use of AI
and NLP in urban planning and development in Australia.
This is better to perceive public perception and implement
practical interventions. Besides, Kovacs-Györi et al. [20]
employed Artificial Neural Networks (ANN), Support Vector
Machine (SVM), geospatial data, and big data analytics in the
realm of urban planning and the assessment and improvement
of livability in cities. Similarly, Tran et al. [21] andMilusheva
et al. [22] used NLP to identify the sentiments of online users
describing their transit experience and road crashes in urban
areas.

Also, Hodorog et al. [23] and Elabora et al. [24] focused
their works on event detection in urban and smart cities
with the aid of ML and Social Media Analysis (SMA).
In [23], they employedMultiple Regression Analysis (MRA),
semantic-based risk classification, and a selected combina-
tion of supervised NLP techniques for event detection in
smart cities. They focused on analyzing social media data
primarily from Twitter with an accuracy rate of 88.5% in risk
event detection.

Hassan et al. [25] used SMA and graph convolutional
networks to understand statistical trends in data sources such
as police reports, call data records, and citizen profile data
to discover criminal networks. Also, Chen et al. [26] used
Long Short Term Memory (LSTM), which is an extension
of RNN architecture, and an online forum to make a military
sentiment dictionary.

Also, Fan et al. [27] and Modha et al. [28] study hate
and aggressive speech online. They used tools like SVM,
Logistic Regression, CNN, and BERT to figure out if a
comment was aggressive or not. Also, Zarouali et al. [29]
researched the significant relationship that exists between the

use of political microtargeting (PMT) on social media and
changes in citizens’ attitudes and voting patterns. This is like
Guess et al. [30] who used SMA to study the attitudinal and
behavioral changes in users during the electioneering season.
Moreover, Nistor and Zadobrischi [31] and Bojjireddy et al.
[32] explored the problems that are associated with the spread
of fake news on social media. They used machine learn-
ing algorithms like K-Nearest Neighbors, Linear Regression,
Multinomial Naïve Bayes, Decision Trees, SVM, Random
Forest, Gradient Boosting, and Multilayer Perception for the
classification of texts. In [31], they achieved 90% accuracy
when identifying fake news.

Kaur et al. [33] discuss the problem of false or misleading
COVID-19 information posted through social media sites.
The researchers used ML algorithms such as RNN, SVM,
andHybrid Heterogeneous SVM to determine the devastating
effects that misleading information could have on the public.
Reisach [34] also found that ML algorithms can influence
misinformation on social media as pertains to critical issues
such as public health.

Moreover, Alipour and Harris [35] explored the complex
task of cost-effectively monitoring the conditions of urban
infrastructure using computer vision and big data computing.
The paper introduced a semi-supervised learning that lever-
ages web images and Google Street View imagery to detect
potholes and cracks in buildings. Also, Alahakoon et al. [36]
utilized a self-building AI framework to study the challenges
faced by the modern urban environment due to the massive
figure of urban migrations and also the importance of smart
cities as a solution to those challenges.

Furthermore, Bono et al. [37] studied how relevant infor-
mation related to emergencies could be distilled from online
platforms using CNNs and crowdsourcing. The work was
tested on the Albania earthquake of 2019, the Covid-19
pandemic, and the Thailand floods of 2021. Similarly,
Kankanamge et al. [38] after the use of AI posit that social
media in a disaster context carries real-time crisis information
such as the status of communication channels, status of roads,
needs for the evacuation camps, and other important knowl-
edge. Likewise, Biggers et al. [39] used an implementation of
the Word2Vec method of neural network training to present
the changing semantics of Twitter within the context of a
crisis event, specifically tweets during Hurricane Irma.

Finally, McClure et al. [40] employedMLmodels to inves-
tigate the convergence of AI and citizen science within the
field of ecological monitoring.

III. METHODOLOGY
In Fig. 1, we illustrate the overview of the proposed approach
of using social media sensing and machine learning to extract
the opinions of citizens. Using the city of Saskatoon as a
case study, we extracted comments from Saskatoon Subreddit
posts to discover topics discussed on Reddit. We used three
topic modeling algorithms namely, Latent Dirichlet Alloca-
tion (LDA), Non-negative Matrix Factorization (NMF), and
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FIGURE 1. Overview of the proposed approach.

BERTopic to discover the hidden topics in the collected com-
ments. We categorized similar topics into themes, and then
leveraged sentiment analysis tools to explore the sentiments
of each text in the discovered themes. The workflow of the
proposed approach is discussed below.

A. DATA COLLECTION
Posts on Reddit are categorized based on the level of
engagement and popularity. We leveraged the Python Reddit
API Wrapper (PRAW)1 to collect the hot, top, contro-
versial, and rising posts from the Saskatoon subreddits.
We retrieved 2,562 posts between the period of January 1,
2019, to September 20, 2023. Fig. 2 shows the proportion of
posts collected for each year. As shown in Fig. 2, the number
of posts at the beginning of the period was low.

However, the level of engagement of Saskatoon citizens
on Reddit increased in the subsequent years. We extracted
114,390 comments from the collected posts for further anal-
ysis. The graphs in Fig. 3 and Fig. 4 show the number of
comments in the original dataset and the cleaned dataset
respectively.

B. DATA PREPROCESSING
Data preprocessing is an essential step in topic modeling
and sentiment analysis. Performing data preprocessing before
applying topic models on collected texts improves the inter-
pretability of topics generated by the models. We employed
the followingNatural Language Processing (NLP) techniques
to preprocess the collected comments.

1) DATA CLEANING
a. Removal of bots and AutoModerator accounts. AutoMod-

erator is a built-in system in Reddit that allows moderators
of a Reddit community (subreddit) to define rules. Com-
ments from bots and AutoModerator accounts often add
noise to a dataset and may affect the quality of topics
generated by topic models. Hence, in this study, our goal is
to analyze comments from only human users. We detected

1https://praw.readthedocs.io/en/stable/index.html

bot accounts from the collected data by analyzing the
account names and comment contents. Most bots often
use very short and common phrases. To detect bots by
comment content, we removed accounts with comments of
less than 30 characters. To identify bots by names, account
names that consist of more than two words separated by an
underscore or hyphen, and followed by the keyword bot
were discarded.

b. Removal of [deleted] or [removed]. In a Reddit comment
section, ‘‘[deleted]’’ means a comment was deleted by the
user who posted the comment, and ‘‘[removed]’’ indicates
that the comment was deleted by the moderator of the sub-
reddit.We eliminated comment rowswith such contents as
they are irrelevant.

c. Removal of Links. We removed HyperText Markup Lan-
guage (HTML) entities and Uniform Resource Locators
(URLs) from the text as they can introduce noise and
increase the dimension of the dataset.

d. Removal of non-English comments. Our work focuses on
analyzing comments in English as most Saskatoon cit-
izens use English. Additionally, ML translation models
may not accurately translate non-English comments to
English, which may affect the efficiency of topic mod-
eling algorithms and sentiment classifiers [41]. We used
the FastText Python library to eliminate non-English
comments.

e. Expand contractions. We expand shortened versions of
words such as can’t into cannot, I’ll becomes I will. The
expansion of contractions in a text improves tokenization
and enhances the performance of models for sentiment
analysis and topic modeling.

f. Check duplicate comments. Topic models may assign
higher importance to duplicate documents in a corpus,
which may impact the inference of the topic model neg-
atively [42]. We discarded duplicate comments to obtain
a unique dataset to ensure that topics are accurately dis-
tributed across the dataset. After data cleaning, we had a
total of 85,113 comments for further analysis. All com-
ments in the cleaned dataset are converted to lowercase
before performing additional data preprocessing.

94888 VOLUME 12, 2024



S. Kumi et al.: Uncovering Concerns of Citizens Through Machine Learning

TABLE 1. Bag of words numerical vector representation of preprocessed comments.

TABLE 2. TF-IDF numerical vector representation of preprocessed comments.

2) TOKENIZATION
Tokenization is the process of splitting the comments into
individual words or tokens. It transforms raw comments into
a format that can be easily processed by ML models.

3) LEMMATIZATION
We lemmatized the words (terms) in the corpus to normalize
them into their root form. We transformed words to only their
noun and verbs to obtain meaningful words to enhance the
accuracy of the topic model and sentiment analysis models.

FIGURE 2. Total number of posts collected for each year from Saskatoon
subreddit.

FIGURE 3. The number of comments in the original dataset.

4) STOPWORD REMOVAL
We eliminated stop words from our dataset that carry little
meaning to obtain more meaningful terms in our corpus.

FIGURE 4. The number of comments in the cleaned dataset.

We extended the NLTK’s stopword Python library with cus-
tom stopwords such as ‘‘sask’’, ‘‘Saskatoon’’, ‘‘SK’’, and
‘‘Saskatchewan’’. These words might be common in our
dataset, which may affect topic modeling results.

5) HANDLING N-GRAM
We identified the captured sequence of words in the com-
ments to reduce ambiguity and improve the coherence of
topics. We applied unigram (1-gram) i.e. single words and
bigram (2-gram), which is the combination of two consecu-
tive words.

C. TEXT VECTORIZATION
After the preprocessing of comments, we leveraged text vec-
torization techniques to transform the texts into document
term matrices (DTM) for topic models. DTM is the trans-
formation of a text corpus into numerical representations for
ML models. We applied three text vectorization techniques
namely, Bag-of-Words (BoW), TermFrequency-InverseDoc-
ument Frequency (TF-IDF), and document embeddings. The
BoW technique is based on the occurrence of words in a
collection of documents. It ignores the order of words in
a document. The BoW algorithm converts each word in a
document to a numerical vector based on the word counts.
Table 1 shows the BoW numerical vector representations of
two sample comments (T1 and T2) from our dataset.

The TF-IDF measures how relevant a word is to a doc-
ument in a collection of documents. The TF-IDF score is
calculated by multiplying two factors: the frequency of a
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word in a document (TF) and the inverse frequency of the
word across the collection of documents (IDF). The higher
the score, the more important the word is in the document.
The TF-IDF algorithm represents each word in a docu-
ment as a numerical vector by assigning weights based on
their importance. The TF-IDF algorithm is defined as in
Equation (1)–(4), shown at the bottom of the page, where TF
(tw,d ) denotes the frequency of the word, w in the document,
d . The IDF calculates how frequent or rare a word is in the
entire corpus by taking the log of the number of documents in
a corpus,N divided by the total number of documents with the
word, w. Table 2 illustrates the TF-IDF scores of two sample
comments from our dataset.

Document embeddings are the use of pre-trained mod-
els such as Bidirectional Encoder Representations from
Transformers (BERT) to convert documents into dense vec-
tors while preserving the semantic similarities between
documents.
Original T1: > The real cost of dog ownership for me is

easily over $50,000 a year as a single employable man in the
prime of my life.Huh?.
Preprocessed T1: cost dog ownership man life
Original T2:If a child doesn’t want to tell their parents

about something crucial in their life (such as gender tran-
sition) there is probably a reason for it. This is fundamentally
no different from requiring schools to out bi(sexual) students
to their parents.
Preprocessed T2: child parent life gender transition

require school bi(sexual) student parent

D. TOPIC MODELING
1) LATENT DIRICHLET ALLOCATION (LDA)
The Latent Dirichlet Allocation (LDA) is described as a
three-level generative probabilistic model to discover hidden
topics in a collection of documents [43]. LDA assumes that
documents are represented as random mixtures over latent
topics, where each topic is characterized by a distribution over
words [43]. The generative process for each document in a
given corpus (collection of documents) to discover topics is
as follows:
a. For each document, d in a corpus, M

Choose the topic distribution per document, θm from
Dirichlet parameter, α.

θm ∼ Dir (α) (5)

b. For each word wm,n in the document:
i. Choose a topic zm,n ∼ Multinomial (θm).
ii. Find the distribution of words in topics, 8k from

Dirichlet parameter, β.
iii. Sample word, wm,n from a multinomial probability,

p
(
wm,n | zm,n, β

)
conditioned on the topic, zm,n.

The graphical illustration of the model representation of
LDA is shown in Fig. 5. The boxes are ‘‘plates’’ represent-
ing replicates. The outer plate, M denotes documents and
the inner plate, N represents the repeated choice of topics
and words within a document. The K plate represents the
topics hidden in a collection of documents (corpus). Table 3
describes the notations used as reproduced from [41].

FIGURE 5. Graphical representation of the LDA model.

FIGURE 6. Graphical representation of the NMF model.

As LDA assumes that topics discovered in a collec-
tion of documents are a mixture of words, it adopts the
BoW approach for text vectorization. BoW text vectorization
ignores the order of words in a document, hence maintaining
the word frequencies across the documents [43].

2) NON-NEGATIVE MATRIX FACTORIZATION (NMF)
The Non-Negative Matrix Factorization (NMF) is a linear
algebraic algorithm that was first introduced as a posi-
tive matrix factorization by Paatero and Tapper [44]. The
algorithm was later reintroduced by Lee and Seung [45] to
learn the semantic features of texts. NMF is a dimension

Ww,d = TF · IDF (1)

Ww,d = tw,d · log
(
N
df w

)
(2)

TF =
n times a word occurs in the document
total number of words in the document

(3)

IDF = log
(

number of documents in a corpus
total number of documents in the corpus with the word

)
(4)
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TABLE 3. Description of notations used in LDA.

reduction method that extracts meaningful data from high-
dimensional data [46]. The goal of NMF is to find the
lower-dimensional non-negative elements that approximate a
given non-negative document term matrix [45]. As illustrated
in Fig. 6, NMF decomposes a given text corpus, expressed as
a non-negative n×mmatrix A, into two non-negative factors,
W, of n × k matrix and H, of m × k matrix such that:

A ≈ WH (6)

where A is the set of documents (corpus) to discover topics.
A is expressed in the form of a document term matrix (DTM)
while W denotes the document-topic matrix. H represents the
word-topic matrix, and k represents the number of topics to
be extracted from A. The document-topic matrix describes
the relationship between the number of documents in a text
corpus, n, and the extracted topics, k. The word-topic matrix
describes the prevalence of words, m in a given topic, k.

FIGURE 7. Generation of topics with BERTopic.

Unlike the LDA topic model, NMF can be applied to either
BoW or TF-IDF transformed text corpus.

3) BERTOPIC
BERTopic employs transformers, clustering algorithms, and
class-based variation of Term Frequency- Inverse Document
Frequency (c-TF-IDF) to extract coherent topic represen-
tations [47]. The modular nature of BERTopic allows the
exploration of different sentence transformers, clustering,
and dimensionality reduction algorithms to design your topic

model. Fig. 7 illustrates the topic generation process of
BERTopic.

BERTopic extracts topics from documents through three
steps.
a. Embed Documents. Documents are embedded using sen-

tence transformers to convert sentences and paragraphs to
vector representations. The default BERTopic architecture
uses the Sentence-Bidirectional Encoder Representations
from Transformers2 (SBERT) framework for document
embeddings.

b. Document clustering. Document embeddings are clus-
tered into semantically similar documents. The dimen-
sions of the embedding documents are reduced before
clustering. This improves the performance of cluster-
ing algorithms in terms of accuracy and execution
time [47]. As a default, BERTopic uses the Uniform Man-
ifold Approximation and Projection (UMAP) technique
to reduce the dimensionality of document embeddings
and the Hierarchical Density-Based Spatial Clustering
of Applications with Noise (HDBSCAN) to cluster the
reduced embeddings.

FIGURE 8. Coherence scores for LDA model.

c. Topic Representation. All documents in a cluster are
merged into a single document to create a bag-of-words
(BoW). The BoW computes the frequency of words in
each cluster. BERTopic algorithm creates BoW on the
cluster level and not on a document level. Topics are
assigned based on the documents in each cluster. Each
cluster is assigned a topic. BERTopic adopts a class-based
TF-IDF (c-TF-IDF) strategy to extract the most important
words in a cluster to generate accurate topic representa-
tions. As shown in equation 7, the c-TF-IDF is computed
by taking the logarithm of the average number of words
per class A divided by the frequency of term t across
all classes [47]. Additionally, BERTopic employs several
representation models to fine-tune the topics generated.
Topics may be fine-tuned based on the semantic relation-
ship between keywords, part of speech and to decrease
redundancy. The fine-tuning step is optional.

Wt,c = tf t,c · log
(
1 +

A
ft

)
(7)

2https://www.sbert.net/
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TABLE 4. Training parameters for LDA and NMF.

TABLE 5. Training parameters for BERTopic models.

TABLE 6. The number of topics with their coherence score for the LDA
model.

where tf t,c is the frequency of word t in class c, ft is the
frequency of word t across all classes, and A is the average
number of words per class.

E. THEMATIC ANALYSIS
A thematic analysis is performed to merge related topics
into themes. We merged topics based on the occurrence of
keywords, intertopic distance maps, and similarity matrix of
topics.

We manually analyzed the top keywords of each topic to
assign a label. Topics with common keywords and related
concepts are merged to form a theme.

The intertopic distance map is a visualization of rela-
tionships between topics in two-dimensional space using
dimensionality reduction techniques. The intertopic distance
map of LDA and NMF topic models is computed using
multidimensional scaling (MDS) while the BERTopic’s inter-
topic distance map is based on the UMAP algorithm. In the
intertopic distance map, the distribution of each topic is rep-
resented with a circle. The distance between the circles in
the distance map determines the similarity between topics.
Circles (Topics) that are overlapping or closer indicate that
the topics are semantically similar. We check for topics that
are overlapping in the intertopic distance map to identify
related topics.

Additionally, for the BERTopic model, we visualize the
similarity matrix of discovered topics to identify related top-
ics. The similarity matrix is computed based on the cosine
similarity of the topic embeddings (vector representations).
The cosine similarity is a similarity measure that quantifies
the similarity between two vectors. In BERTopic, the topic
embeddings (vectors) are generated using sentence trans-
formers (embeddings) and c-TF-IDF. The cosine similarity
score ranges from 0 to 1. A cosine similarity score closer
to 1 indicates a higher similarity. We set the cosine similarity
score threshold to above 0.80 to determine related topics.

F. SENTIMENT ANALYSIS
We leveragedmachine learning and lexicon-based techniques
to identify the sentiments associated with each theme. For
the lexicon-based sentiment classifier, we used the Valence
Aware Dictionary and sEntiment Reasoner (VADER) [48]
tool to assign sentiments. VADER uses a compound score
between the range of -1 and 1 to label the sentiment of a given
text as positive, neutral, or negative.

In the case of leveragingMLmodels for sentiment analysis,
we employed a pre-trained transformer model, SiEBERT
(Sentiment in English) [49], and trained four supervised
models namely: Logistic Regression, Decision Tree, Ran-
dom Forest, and Extreme Gradient Boosting (XGBoost) on
a manually annotated comments randomly sampled from our
entire dataset used in this study. The SiEBERT model is a
fine-tuned checkpoint of RoBERTa-large [50] and evaluated
on 15 data sets from diverse text sources to enhance general-
ization across different types of texts.

IV. GENERATION OF TOPICS
We evaluated the performance of three topic models namely
Latent Dirichlet Allocation (LDA), Non-negativeMatrix Fac-
torization (NMF), and BERTopic in the extraction of topics
from our collected comments from the Saskatoon subred-
dit. We leveraged a cleaned dataset of 85,113 to analyze
the efficacy of the topic models. The experiments in this
study were implemented in Python. We trained the LDA and
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NMF models on a Mac operating system with an Intel Core
i7 3.8 GHz 8-Core Processor with 32GB of memory. The
BERTopic experiments were carried out on Google Colab
notebooks with GPU runtime.

We used the topic coherence metric to evaluate the perfor-
mance of the topic models in extracting hidden topics from
the Saskatoon subreddit corpus. Topic coherence metric uses
the semantic similarity of words in a topic to measure the
meaningfulness and interpretability of topics generated by
models. The UMass [51] and CV [52] metrics were used to
evaluate the coherence of topics generated by themodels. The
UMass coherence metric is based on the co-occurrence of
words in a collection of documents. The CV coherencemetric
uses the segmentation of top word subsets, a sliding window,
and the aggregation of indirect confirmation measures based
on normalized pointwise mutual information (NPMI) and
cosine similarity of the top word subsets. A higher topic
coherence score indicates that the generated topics are coher-
ent and can easily be interpretable by humans.

A. TRAINING OF TOPIC MODELS
We performed a grid search with different numbers of topics
(k), k ∈ {10 : 60} where k ranges from 10 to 60 with a step
of 5, on each model to determine the best number of topics in
our corpus. Default parameters are used in training models to
have a fair comparison.

The Gensim3 Python library was used in training the LDA
and NMF models. In the training of LDA and NMF mod-
els, we preprocessed the corpus by removing punctuations,
tokenizing, lemmatizing, removing stopwords, computing
unigrams and bigrams, and removing terms that appear in
less than 5 documents. In training the LDA model, the
bag-of-words text vectorization technique was used to trans-
form the corpus into numerical representations. We set the
document-topic distribution (alpha) to ‘symmetric’ and the
topic-word distribution (beta) to ‘symmetric’ to train the LDA
model.

The NMF model was fitted with a term frequency-inverse
document frequency (TF-IDF) transformed corpus and gradi-
ent descent step size (kappa) of 0.1 for training. A minimum
value is used for kappa to ensure that NMF convergences
during training. Table 4 shows a summary of parameters used
in training the LDA and NMF models.

For BERTopic, we trained two variations to discover
topics. We label the first variation as BERTopic_UMAP_
HDBSCAN, which is the default BERTopic architecture,
and the second variation as BERTopic_UMAP_Kmeans. The
two variations use the Uniform Manifold Approximation
and Projection (UMAP) algorithm for document dimen-
sion reduction. The BERTopic_UMAP_HDBSCAN models
use the hierarchical density-based spatial clustering of
applications with noise (HDBSCAN) for clustering. The
BERTopic_UMAP_Kmeans leverages theK-means clustering

3https://radimrehurek.com/gensim/index.html

algorithm to cluster documents. We utilized the bertopic4

library implemented in Python to train the BERTopic models.
For every number of topics (k), k ∈ {10 : 60}, we follow the
steps detailed below to train the BERTopic models:
a) We created document embeddings by converting our cor-

pus to numerical representations using the ‘‘all-MiniLM-
L6-v2’’ sentence transformer.

b) Apply the UMAP algorithm to reduce the dimensions of
the embeddings.

c) Apply the respective clustering technique of each varia-
tion to cluster documents.

d) We create BoWs using theCountVectorizer() module from
the scikit-learn package to find the frequency of each
word in each cluster. We set the CountVectorizer() to from
unigrams and bigrams during the generation of BoWs.

e) The class-based TF-IDF (c-TF-IDF) is applied to the gen-
erated bag-of-words to create topic representations.
To speed up the dimensionality reduction and clustering

step, we leveraged the cuML version of UMAP and HDB-
SCAN through GPU acceleration. The BERTopic_UMAP_
Kmeans model uses the scikit-learn implementation of
the K-Means clustering algorithm to cluster documents.
Table 5 shows a summary of parameters used in training
the BERTopic models. The BERTopic_UMAP_HDBSCAN
uses its default parameters for training. In the case of the
BERTopic_UMAP_Kmeans, all parameters are set to default
values except for the number of clusters parameter which is
set to 60 to cover the highest topic number in the range of
predefined topic numbers. The number of clusters defined
influences the number of topics to be generated.

TABLE 7. Number of topics with their coherence score for the NMF
model.

B. EVALUATION OF TOPIC MODELS
Topic models were evaluated using the CV and UMass topic
coherence metric. The CV coherence score ranges between
0 to 1. A CV coherence score closer to 1 implies better
coherence. The UMass coherence score ranges from nega-
tive to positive values. A UMass coherence score closer to
0 indicates better coherence.

Table 6 shows the CV and UMass coherence scores for
the LDA models for topics ranging from 10 to 60. In terms

4https://maartengr.github.io/BERTopic/index.html
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FIGURE 9. Coherence scores for NMF model.

of the CV coherence score, the LDA model has the highest
coherence score of 0.5948 for the 60 topics. In the case of the
UMass coherence score, the optimal number of topics for the
LDA model is 10 with a coherence score of -4.016. As illus-
trated in Fig. 8, the UMass coherence score of the LDAmodel
decreases as the number of topics increases. This implies that
as the topic number increases, the topics generated may be
less meaningful and difficult to interpret. We experimented
with generating 60 topics with the LDA model as it has the
best CV coherence score. In generating topics with optimal
topics for LDA and NMF models, we used the scikit-learn
Python package. From our experimental results, we observed
that generating a higher number of topics with the LDA
model yielded topic keywords that were less semantically
meaningful and difficult to interpret.

FIGURE 10. CV coherence score BERTopic_UMAP_HDBSCAN on the level
of data preprocessing.

FIGURE 11. UMass coherence score BERTopic_UMAP_HDBSCAN on the
level of data preprocessing.

The CV and UMass topic coherence scores for NMF are
shown in Table 7. The scores for both metrics show the best
number of topics for the NMFmodel on our corpus is 10 with

FIGURE 12. CV coherence score BERTopic_UMAP_Kmeans on the level of
data preprocessing.

FIGURE 13. UMass coherence score BERTopic_UMAP_Kmeans on the
level of data preprocessing.

FIGURE 14. CV coherence score of all topic models.

FIGURE 15. UMass coherence score of all topic models.

a CV coherence score of 0.5855 and a UMass coherence score
of -3.691. As shown in Fig. 9, the coherence score of both
metrics decreases from topics 30 to 60. Hence, in the case of
NMF, the best number of topics hidden in our corpus ranges
from 10 to 25.

Table 8 shows the top 10 terms for 10 topics discovered by
LDA and NMF models. We manually assigned labels to the
topics using the weights of the top 10 terms. Common topics
such as Education, Transportation, Humanity, and COVID-19
were discovered by both models.
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The BERTopic model leverages BERT embedding models
to capture the contextual information of the corpus to cre-
ate accurate vector representations of the documents. Thus
preprocessing steps such as stopwords removal and lemmati-
zation are not encouraged. However in this study, we explored
the performance of the two variations of BERTopic on three
types of datasets; no preprocessed corpus, slightly prepro-
cessed corpus and fully preprocessed corpus.

For the no preprocessed corpus data cleaning such as
HTML links are removed as they do not contribute any
meaning to texts. In the slightly preprocessed corpus, only
stopwords and punctuations are removed. The fully prepro-
cessed corpus involves preprocessing techniques such as the
removal of stopwords and punctuations and lemmatizing
words to only noun and verb forms. For each dataset, we com-
puted the unigrams and bigrams and filtered out words that
appear in less than 5 documents to train the two variations of
BERTopic.

Table 9 shows the performance of the first variation,
BERTopic_UMAP_HDBSCAN model on each dataset for
topic numbers ranging from 10 to 60. TheBERTopic_UMAP_
HDBSCAN model yielded 10 topics as the optimal number
of topics for all three datasets. For all three datasets, the
coherence score for both CV and UMass metrics decreases
as the topic number increases. As shown in Fig. 10, the
CV coherence score of the BERTopic_UMAP_HDBSCAN
model increases when additional data preprocessing is per-
formed. However, the fully preprocessed data obtained
the highest CV coherence score of approximately 0.53.
In the case of the UMass coherence score, as illustrated in
Fig. 11, the no-preprocessed corpus has the highest coherence
score. We observed that the UMass coherence score of the
BERTopic_UMAP_HDBSCANmodel decreases when further
preprocessing is performed on the corpus.

Similarly, the CV coherence score of topics generated by
the second variation of the BERTopic, BERTopic_UMAP_
Kmeans model as shown in Table 10 increases when addi-
tional preprocessing is done. The CV coherence score of the
BERTopic_UMAP_Kmeans model trained on each dataset is
shown in Fig. 12. The fully preprocessed obtained a better CV
coherence score, with 10 topics presented as the best number
of topics in our corpus. The UMass coherence score of the
BERTopic_UMAP_Kmeans model as visualized in Fig. 13
shows that 10 topics in the optimal number of topics hidden
in our corpus across all three datasets.

From our experiments, we observed that the Cv coherence
score of the two variations of the BERTopic model increases
when trained on a fully preprocessed corpus. However, the
BERTopic_UMAP_Kmeans model achieved higher coher-
ence scores compared to the BERTopic_UMAP_HDBSCAN
model. Table 11 shows the top 10 terms for 10 topics gen-
erated for each dataset with the BERTopic_UMAP_Kmeans
model. The terms generated for the slightly and fully
preprocessed corpora are easy to interpret compared to
the no preprocessed corpus. The no preprocessed cor-
pus topic terms are full of stopwords and are difficult to

interpret. Although preprocessing is not required for the
BERTopic model, depending on the case study applied,
the dataset must be preprocessed to achieve accurate topic
representations.

C. COMPARISON OF TOPIC MODELS
In this study, we compared the results of the BERTopic
models trained on a fully preprocessed corpus with the
LDA and NMF models. Fig. 14 and Fig. 15 show
the Cv and UMass coherence scores of all topic mod-
els respectively. In terms of CV coherence score, the
BERTopic_UMAP_Kmeansmodel obtained the highest score
across all k topics. The NMF model was the second-best
performing model for topic number ranging from 10 to 35.
Nevertheless, the LDAmodel performed better than the NMF
and BERTopic_UMAP_HDBSCAN models for topic num-
bers between 40 to 60. The BERTopic_UMAP_HDBSCAN
model obtained the lowest Cv coherence score for topic
numbers ranging from 30 to 60, however, achieved a
higher Cv coherence score for topic numbers from 10 to
25 than the LDA model. We observed that the Cv
coherence score of LDA increases as the topic number
increases, whilst that of NMF, BERTopic_UMAP_Kmeans,
and BERTopic_UMAP_HDBSCAN models decreases as the
topic number increases.

In the case of the UMass coherence metric, the NMF
slightly performs better than the BERTopic_UMAP_Kmeans
model for most of the topic numbers. The LDA model is the
worst-performing model for topic numbers within the range
of 30 to 60.

All topic models used in this study, output 10 as the optimal
number of topics hidden in the Saskatoon subreddit. How-
ever, from Tables 8 and 11, it is likely the topic models may
not adequately capture all the diverse topics in the corpus.
Comparing the CV and UMass coherence scores as shown
in Fig. 14 and Fig. 15, the optimal number of topics ranges
from 10 to 30 for all the topic models.

We decided to use 25 as the best topic number
to train the models to extract hidden topics. The top
10 terms for 25 topics generated by LDA, NMF, and
BERTopic_UMAP_HDBSCAN are shown in Table 12. The
top 10 terms for 25 topics generated by BERTopic_UMAP_
Kmeans are shown in Table 13. The NMF model outper-
formed LDA and BERTopic_UMAP_HDBSCAN, but most
of the topics generated by the model contain redundant key-
words. For the LDAmodel, four out of the 25 topics generated
could not be interpreted. These topics are given the label N/A.
Overall the BERTopic variations generated meaning topic
terms that easily be interpreted compared to LDA and NMF.
This performance of BERTopic variations can be attributed
to the use of embedding models to capture the contextual
information to ensure that similar texts are placed in the same
cluster and a class-based TF-IDF to improve the accuracy
of topic representations. The first variation of the BERTopic
model, BERTopic_UMAP_HDBSCAN, uses HDBSCAN as
the clustering method which groups unrelated comments

VOLUME 12, 2024 94895



S. Kumi et al.: Uncovering Concerns of Citizens Through Machine Learning

TABLE 8. Top 10 terms of 10 topics generated by LDA and NMF.

TABLE 9. Number of topics with their coherence score for the BERTopic_UMAP_HDBSCAN model.

TABLE 10. Number of topics with their coherence score for the BERTopic_UMAP_Kmeans model.

in our corpus as outliers to improve topic representations.
These outliers are labeled as -1 and discarded from the topic
representations. The BERTopic_UMAP_HDBSCAN model
applied to our dataset classified about 62% of the com-
ments as outliers. However, after manually inspecting the
comments, we identified important comments that are
worth exploring. The second variation of the BERTopic
model,BERTopic_UMAP_Kmeans allows the selection of the

number of clusters and includes every comment in our dataset
in a cluster. Although the BERTopic_UMAP_HDBSCAN
model discards outliers, the BERTopic_UMAP_Kmeans
model generated topics with a higher coherence score and
can easily be interpreted. The parameters of the HDBSCAN
clustering algorithm can be optimized to achieve the best
results, but the optimization of the clustering algorithm is out
of scope for this study.
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TABLE 11. Top 10 terms of 10 topics generated by BERTopic_UMAP_Kmeans for each dataset.

FIGURE 16. Intertopic distance map of LDA topics.

Comparing the CV coherence score for 25 topics, the
BERTopic_UMAP_Kmeans model achieved the best score
of approximately 0.64. In terms of the UMass coherence

metric, the NMF model performs best with a score of
approximately -4.11. It performs slightly better than the
BERTopic_UMAP_Kmeans model with a difference of
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TABLE 12. Top 10 terms of 25 topics generated by LDA, NMF, and BERTopic_UMAP_HDBSCAN models.
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TABLE 12. (Continued.) Top 10 terms of 25 topics generated by LDA, NMF, and BERTopic_UMAP_HDBSCAN models.

approximately -0.61. However, comparing the topic terms
generated by both models, the BERTopic_UMAP_Kmeans
achieves better results than the NMF. The NMF model
generates redundant topic terms (keywords) for almost all
topics. This is because the NMF model considers terms with
higher weights to represent a topic and does not consider
the similarity and diversity of the terms in a topic. The
BERTopic_UMAP_Kmeans model is selected as the final
topic model to discover 25 topics from the Saskatoon sub-
reddit comments.

Compared to the conventional topic models, NMF and
LDA, the modularity nature of BERTopic allows the cus-
tomization of the topic model. For instance, representation
models for keyword extraction, part of speech, and diverse
keywords can be leveraged to further fine-tune topic terms for
accurate topic representations. To address the issue of redun-
dant keywords (terms) found in topic representations, we uti-
lized themaximalmarginal relevance (MMR) as the represen-
tation model to improve diversity and reduce redundancy in
topics generated with the BERTopic_UMAP_Kmeansmodel.
We set the MMR diversity threshold to 0.5 to fine-tune topic
representations to improve diversity in the topic terms.

Fig. 16 to 19 illustrate the intertopic distance map of
25 topics generated by LDA, NMF, BERTopic_UMAP_
HDBSCAN, and BERTopic_UMAP_Kmeans model respec-
tively. As illustrated in the figures, each circle denotes a topic.

The size of the circle represents the prevalence of the topic
within the collection of documents.

In Fig. 16 and 17, the bars represent the top 3-most relevant
terms for a topic with their percentage in a topic. The blue bar
represents the overall term frequency within the collection of
documents. The red bar denotes the estimated term frequency
within a selected topic. In Fig. 18 and 19, hovering over a
circle gives the size of the topic and its corresponding top
5 terms.

The top 10 terms for 25 topics generated by the
BERTopic_UMAP_Kmeans model are shown in Table 13.
From Table 13, It can be observed that the BERTopic with
K-means clustering generates coherent and meaningful top-
ics compared to the other topic models. The BERTopic,
by default returns topics discovered in a descending order
based on their frequency. The topic ID starts from 0 to the
highest. We manually analyzed the top 10 terms to assign
labels to the topics generated.

Fig. 20 shows the distribution of comments for each topic
generated by the BERTopic_UMAP_Kmeans model. The
top 6 prevalent topics discovered in the Saskatoon subreddit
are Topic 0 (Educational influence), Topic 1 (social media),
Topic 2 (Road traffic), Topic 3 (Transportation), Topic 4 (Pic-
tures), and Topic 5 (Protest). The educational influence topic
(Topic 0) is the most dominant topic discussed, with 7.09%
of comments. It highlights discourse on gender affirmation,
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TABLE 13. Top 10 terms of 25 topics generated by BERTopic_UMAP_Kmeans on fully preprocessed Saskatoon Subreddit corpus.

TABLE 14. Number of topics with their coherence score for the BERTopic_UMAP_Kmeans model.

funding education, religion-owned schools, and the role of
parents in education. Topic 23 (Garbage and Recycling), and
Topic 24 (Radio and Entertainment) have the lowest propor-
tion of comments at a value less than 1%.

V. THEMATIC ANALYSIS
The 25 topics generated by the best-performing model,
BERTopic_UMAP_Kmeans, were categorized into 12 themes.
Thematic analysis is performed to merge the related topics
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FIGURE 17. Intertopic distance map of NMF topics.

FIGURE 18. Intertopic distance map of BERTopic_UMAP_HDBSCAN topics.

into themes. As shown in Table 14, we merge the topics with
the same label into a theme as they have common topic terms.
For instance, Topics 22 and 24 have the same topic label.
We analyze the topic similarity matrix (heatmap) to find the
relationships between topics. The topic similarity matrix is

FIGURE 19. Intertopic distance map of BERTopic_UMAP_Kmeans topics.

computed by finding the cosine similarity scores of the topic
embeddings.

A higher similarity score indicates a stronger relationship
between topics. We consider topics with a similarity score
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FIGURE 20. Distribution of topics generated by BERTopic_UMAP_Kmeans model.

above 80 as highly related. As shown in Fig. 21, Topics 18 and
23 are highly correlated with a similarity score of approxi-
mately 0.88. Fig. 22 displays the relationship between topics
generated by the BERTopic_UMAP_Kmeans model. The
BERTopic extracts the hierarchies of the topics generated to
understand how topics are related. Related topics are grouped
into the same cluster. Fig. 23 shows the hierarchical cluster-
ing of topics discovered by the BERTopic_UMAP_Kmeans
model. The hierarchical clustering of topics is based on the
cosine similarity scores between topic embeddings. In visu-
alizing the hierarchy, topics in the same cluster are assigned
the same color.

As shown in Fig. 23, the topics 2, 3, and 21 are in
the same cluster. We merged these topics to form the
‘Transportation and Weather Conditions’ theme. Although
BERTopic automates the process of merging related topics,
human interpretation is required as some combinations may
not be logical. We manually analyze the top terms and repre-
sentative comments of each topic to confirm how related the
topics are. Table 14 shows the themes with their correspond-
ing topics and the distribution of comments.

The top 5 themes discovered in the Saskatoon subreddit are
online community engagement, transportation and weather
conditions, cost of living, educational influence and family
values, and healthcare. The top 5 themes collectively make
up approximately 60.56% of the cleaned comments used
in the study. The online community engagement theme is
the most prevalent theme with 12,181 comments, followed
by the transportation and weather conditions theme, which
represents approximately 14.19% of the overall comments.
The Garbage and Recycling, and animal control themes were
the least discussed themes on the Saskatoon subreddit, with
an overall distribution of less than 8%.

We observed that the discussions across all themes were
minimal in 2019. Overall, there was a high level of engage-
ment across all themes in 2023, except for the ‘Healthcare’
theme. The discourse on the ‘Healthcare’ theme was higher
in 2021.

FIGURE 21. The similarity score between topics 18 and 23 of the
BERTopic_UMAP_Kmeans model.

Fig. 24 illustrates the evolution of the ranks of the top 5
themes over the study period. In the first seven months
of 2019, the ‘transportation and weather condition’ theme
was the hottest theme discussed on the Saskatoon subreddit.
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FIGURE 22. Similarity matrix of BERTopic_UMAP_Kmeans model.

FIGURE 23. BERTopic_UMAP_Kmeans hierarchical clustering.

The ‘cost of living’ theme remained at the second position
from January 2019 to March 2019, and from July 2019 to
September 2019. The ‘cost ofliving’ theme ranked first in
December 2019, and dropped to the fifth position in February
2020. The ‘educational influence and family value’ theme
started at the fourth position in the early months of 2019 and
drastically moved to the first position in August 2019. The

‘educational influence and family value’ theme remained at
the fifth position from July 2021 to January 2022. The ‘online
communityzengagemen’ theme started at the third position
in the first three months of the study period. The them’s
position fluctuated between first and second positions from
September 2019 to November 2019. The ‘online community
engagemen’ theme was most prevalent in 2021 followed by
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FIGURE 24. Rank of top 5 themes over time.

the ‘healthcare’ ztheme. The ‘healthcare’ ztheme remained
at the fifth position in the first nine months of 2019.

The discourse on the theme steadily increased from
February 2020, causing the ‘healthcare’ theme to be promi-
nent from June 2020 to December 2020. At the end of the
study period themost prevalent themewas the ‘transportation
and weather condition’ theme followed by the ‘cost of living’
theme. The ‘online community engagemen’, ‘educational
influence and family values, and ‘healthcare’ zthemes were
ranked the third, fourth, and fifth position respectively.

VI. SENTIMENT ANALYSIS
We used sentiment classifiers such as VADER, SiEBERT,
and four supervised ML models namely Logistic Regres-
sion, Decision Tree, Random Forest, and Extreme Gradient
Boosting (XGBoost) to determine the sentiments expressed
on the Saskatoon subreddit. We manually labeled 1,500 com-
ments randomly sampled from the original dataset as ground
truth to evaluate the performance of the sentiment classifiers.
The labeled dataset is made up of 946 negative comments,
426 positive comments, and 125 neutral comments. We dis-
carded the neutral comments as our focus is on identifying the
positive and negative sentiments influencing the discovered
themes.

For sentiment analysis with VADER, and SiEBERT,
we maintained the stopwords and punctuations in the com-
ments, as they contribute to the overall polarity of text in
sentiment analysis [41]. However, for the supervised ML
models, a fully preprocessed dataset is used in training.

We used the ‘‘siebert/sentiment-roberta-large-english’’
pre-trained BERT model from the Hugging Face’s sentiment
analysis pipeline5 to predict sentiments of the comments with
the SiEBERT model. In predicting sentiments with VADER,
the compound score threshold for the positive and negative
sentiments was set to +0.05 and -0.05 respectively.

5https://huggingface.co/siebert/sentiment-roberta-large-english

In the case of the supervised ML models, we transformed
the labeled dataset to numerical vector representations
using the Term Frequency-Inverse Document Frequency
(TF-IDF) vectorization technique. The Synthetic Minority
Over-Sampling Technique (SMOTE) is applied to handle our
imbalance annotated dataset. We used a stratified 10-fold
cross-validation to train and evaluate the ML models.
We used Accuracy, Precision, Recall, and F1-Score as

evaluation metrics to assess the performance of the senti-
ment classifiers. The evaluation metrics are expressed in
Equations (4) – (7).

Precision =
TP

TP+ FP
(8)

Recall =
TP

TP+ FN
(9)

F1 − score = 2
Precision ∗ Recall
Precision+ Recall

(10)

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(11)

where TP, FP, TN, and FNmean True Positive, False Positive,
True Negative, and False Negative respectively.

The performance of the sentiment classifiers in each class
is shown in Table 15. In the prediction of negative comments,
SiEBERT was the best-performing model with a precision
score of 94% and an F1-score of 94%. The Random Forest
model performed best in the prediction of positive comments
with a score of 90% and 84% for precision and F1-score
respectively.

The overall precision, recall, and F1-score are based on the
weighted average of precision, recall, and F1-score for each
class of sentiment. The weighted average of each evaluation
metric as expressed in equation (12) is computed by finding
the average, where each metric’s value is weighted by the
number of instances for each sentiment class.

Weighted Average =
1∑

l∈L |yl |

∑
l∈L

|yl |∅
(
yl, ŷl

)
(12)
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TABLE 15. Performance of sentiment classifiers in each class.

TABLE 16. Overall performance of sentiment classifiers.

FIGURE 25. Distribution of sentiments for each theme.

where L is the set of sentiment classes, ŷ is the predicted
sentiment class, y is the true sentiment class, yl is the subset of
y with sentiment class l, and ∅

(
yl, ŷl

)
computes the precision,

recall, or F1-score for the true and predicted sentiment classes
that have the sentiment class l.

Table 16 shows the overall performance of the sentiment
classifiers. The SiEBERTmodel outperformed the supervised
ML models and VADER with a precision score of 90%.
It achieved a score of 89% across recall, F1-score, and accu-
racy metrics. The lexicon-based classifier, VADER had the
lowest performance with a score of 57% for both recall and
accuracy and an F1-score of 61%. In terms of supervised
ML for sentiment prediction, the Random Forest was the
best model with a score of 86% across all evaluation met-
rics. SiEBERT is a transfer learning model based on BERT
trained on diverse datasets in various domains to enhance its
generalization on new data. It uses a self-attentionmechanism
to represent text as contextual embeddings to enhance its
performance. VADER relies on pre-defined lexicons which
may be outdated and not fully acknowledge modern vocab-
ularies. On the other hand, supervised ML models require a

large amount of annotated data to perform well. Supervised
ML models are subject to overfitting which results in poor
generalization to new data.

FIGURE 26. SiEBERT sentiment distribution.

We leveraged the SiEBERT model to determine the sen-
timents of the final dataset used in discovering the themes.
The number of comments for each sentiment class for each
theme is shown in Table 14. Fig. 25 illustrates the percent-
age of sentiment for each theme. Negative sentiment was
prominent in each theme. However, positive sentiments were
predominant for certain themes at various points in the study
period. In the ‘cost of living’ theme, positive sentiments were
prevalent in May 2021, and from July 2023 to the end of
the study period. For the ‘tourism and entertainment’ theme,
positive sentiments were highly expressed in the earlymonths
of 2019, February 2020, and June 2021. Similarly, positive
sentiments were dominant in the early months of 2019 and
towards the end of 2019, from the beginning of the period to
March 2020, and from May 2021 to June 2021 for the ‘edu-
cational influence and family values’ theme. For the ‘housing
and facilities’ theme, positive sentiments were only highly
expressed in January 2022. In the ‘downtown development’
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theme, positive sentiments were prevalent in the last four
months of 2019 and the spring of 2021.

The overall distribution of sentiments for the collected
Saskatoon subreddit comments is shown in Fig. 26. The
dominant sentiment in our Saskatoon subreddit dataset was
negative with a proportion of 64.77%, and the distribution of
positive sentiment was 35.23%. Fig. 27 shows the evolution
of sentiments over time. Both positive and negative senti-
ments exhibit similar trends, but negative sentiments were
prevalent throughout the study period. The total number of
comments in January 2019 was below 400. It can be deduced
that the level of Saskatoon citizens’ engagement on the Reddit
platform in 2019 was low compared to the successive years
in the period of data collection. An upward trend of engage-
ment was observed in March 2020. This was the year, WHO
declared the COVID-19 pandemic. The number of negative
and positive sentiments expressed increased from November
2020 but declined in December 2021. The number of com-
ments for both sentiments fluctuated from January 2022 to
June 2023. The negative sentiments dramatically increased in
August 2023. The high number can be attributed to discourse
on dangerous intersections, cyberbullying, the cost of goods
and services, parental inclusion and consent in education, and
housing and facilities. At the end of the period, which was the
third week of September 2023, the number of comments for
both positive and negative sentiments expressed was higher
than the entire number of comments in 2019.

VII. DISCUSSION OF RESULTS AND RECOMMENDATIONS
A. MAIN FINDINGS ON TOPIC MODELS
In this study, we compared the performance of well-known
topic models namely LDA, NMF, and BERTopic in the dis-
covering of topics from Saskatoon subreddit comments. The
topic models were evaluated based on their topic coherence
score. The LDA model was trained on a BoW-transformed
corpus and the NMF model was trained on a TF-IDF corpus.
The BERTopic utilizes a pre-trained sentence transformer
to create vector representations of the document. From our
experiments, we observed that the LDA model generated
incoherent topics compared to the other topic models. This
LDA focuses on the frequencies of words across the docu-
ment and ignores the semantic relationship between words.
Due to this, LDAmay generate dissimilar topic words, which
makes interpretation difficult. On the other hand, the NMF
exhibited a fair performance as most of the topic terms
generated were redundant. This is because the NMF model
considers terms with higher weights to represent a topic and
does not consider the similarity and diversity of the terms in
a topic. Redundant topic terms may lead to inaccurate topic
representations.

The BERTopic leverages transformers, clustering tech-
niques, and a class-based TF-IDF to generate coherent topic
representations. The default BERTopic leverages the HDB-
SCAN for clustering and can automatically find the number
of topics in a given corpus, unlike LDA and NMF which

require the number of topics to be specified. However, in our
studies, we observed that the default BERTopic generated
many outliers, whichwere found to be relevant after manually
analyzing them. Hence, to force every text in our dataset to
be included in a cluster we replaced the HDBSCAN with K-
means clustering. With traditional topic models, the dataset
needs to be thoroughly preprocessed.

However, for BERTopic minimal preprocessing is required
as it leverages sentence transformers to process texts. In this
study, we evaluated the performance of the variations of
BERTopic based on the degree of data preprocessing.
We observed that the two variations of BERTopic performed
well when trained on a fully preprocessed dataset. The
BERTopic with K-means clustering obtained a higher coher-
ence score than the default BERTopic model. To address the
redundant topic terms, we leveraged the Maximal Marginal
Relevance (MMR) algorithm to fine-tune topic representa-
tions to create diverse topic terms for the BERTopic with
K-means clustering.

There are some limitations of this study. TopicModels used
in this study perform better on short texts than long texts.
Reddit comments are limited to 40,000 characters. Long text
in our corpus may likely be inaccurately represented. In the
future, we will evaluate the performance of topic models
on longer texts and explore different truncation methods for
longer texts.

B. DISCUSSION OF THEMES
1) ONLINE COMMUNITY ENGAGEMENT
The online community engagement theme has 37.88% and
62.12% positive and negative messages respectively. The
theme represents 14.31% of all messages.

Overall, people see the online community of the city as
a forum for sharing messages of hope and addressing oth-
ers’ concerns. Citizens pose questions and online community
members respond quickly to the best of their knowledge.
A user responded to a query. . .C114: I would suggest con-
tacting the city and asking. I provided a link, their contact
info is on the right. I hope you can accomplish it so you can
all rest a little easier. Best of luck. [2023-08-27].

Members also provide information on how to access city
services and resources through the website. Other important
issues such as garbage collection dates and schedules are all
discussed in these online communities. Another benefit for
users is the recommendations for cheaper services and goods
in the city as people share prices, product reviews, and their
experiences with service providers.

However, there are more negative comments, a lot of which
focus on city service improvement. Users complain about
the difficulty of viewing certain information from the city
website. According to a user. . .C127: a lot of the useful tools
are somewhat obscured or hard to find. for example, the
building permit lookup search tool is buried in a paragraph of
text with a dark green, tiny hyperlink. or the pothole reporting
map tool is decently buried. there is a lot of useless text and
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FIGURE 27. Evolution of sentiments over time.

information that could be cleaned up a lot and made to look
more aesthetically pleasing and user-friendly. [2022-07-15].

There are also vindictive comments, intolerance exhibited
by others, and trolling. Some people also spew misinfor-
mation on topics such as the city’s energy supplier and
COVID-19 vaccination concerns.
Recommendation:We recommend that the city improve its

online outreach by revising and updating its website. Com-
monly accessed information and frequently asked questions
should be readily available. Also, users are encouraged to
provide honest reviews about the city and its services as that
is vital for boosting tourism.

2) TRANSPORTATION AND WEATHER CONDITIONS
The transportation and weather theme dominated 14.19% of
the total comments. Approximately 31.70% of the comments
are positive and 68.30% are negative.

One major issue on this theme is dangerous intersections
around the city although some residents are beginning to see
an improvement. A user wrote. . .C2113: I remember when
this intersection didn’t even have a light - and the church and
school had to fight just to get one put in. It’s always been a
dangerous intersection but it’s much safer now than it used to
be. [2023-08-29].

However, there are several complaints about merging
issues on highways in the city. Others have issues with the
stop signs and the speed limits. A remark reads. . .C2123: part
of the problem is that this interchange design was designed
in the 40s and this particular one was built in the 60s when
Saskatoon’s population was around 110,000. the other part of
the problem is the ‘‘slip lanes’’, where traffic weaves to enter
is woefully short. [2023-08-29]. There are so many posts
with people complaining about poor lighting of the roads and
improving the road network to meet the population growth of
the city.

A second issue of discussion is public transit in the
city. While residents praised the courtesy of some drivers,
others noted the scheduling and connections. A comment

reads. . .C2121: My bus home only runs every 40 minutes -
I always ask the downtown bus driver to ask the connect-
ing bus driver to wait for me at Place Riel - they always
do. [2023-08-23].

But most people have issues with unruly riders towards
older and disabled riders. Further, there is a need to add
more benches to bus stops to support cane users and disabled
people. Most riders experience unnecessarily long delays in
bus schedules. A user said. . .C2222: I hate how a destination
that is 8 to 10 minutes away by car is 40 minutes away via
transit. [2023-06-01]. Others have concerns that the transit
app malfunctions. Others must wait for hours in wintery
conditions for the bus due to delays, and weekend schedules
are worse.

In the winter season, there are suggestions that
Saskatchewan should make winter tires mandatory. Addition-
ally, it was suggested that drivers be given a rebate or reduced
plate insurance costs if they provide a receipt for winter tires.
This may entice people and would help lower the cost of
winter collisions. A user wrote. . .C2321: It continues to blow
my mind that winter tires aren’t made mandatory by law like
they are down east. [2021-11-18].

Residents also discuss a lot regarding bike lanes in the city.
There is excitement over the fact that some areas are seeing
bike lane development. Some areas are also extending the
bike lanes A comment read. . .C2412: Having worked for the
city during the asinine year of those horrendous bike lane
changes, this made my day! [2023-08-25].

However, some residents are calling for better bike lanes.
One user remarked. . .C2421: The west side needs bet-
ter pedestrian/cycling infrastructure. Especially close to St.
Paul’s. [2023-09-07]. Others suggested that the city needs
to make sure that bike lanes are separate from roadways for
safety. And others remarked on how some cyclists tailgate and
ride speedily.
Recommendation: The city must improve the design of

road intersections or re-develop the trouble spots on the road.
Putting streetlights where necessary as suggested by residents
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is needed for the safety of motorists, riders, and neighbor-
hoods. The public transit system also needs consideration,
especially the scheduled times. Moreover, bike lanes can be
added to the city but there must be strategic enforcement of
rules for bike riders.

3) PROTEST AND POLITICAL ELECTIONS
The thematic discussions on protests and political elections
cover 8.52% of the total comments analyzed. About 23.56%
of the comments were positive while 76.44% were negative.

On the positive, some residents of Saskatoon were happy
about the political changes and interventions. Political
promises of ‘‘parental inclusion and consent’’ for children are
welcomed by some parents. The deliberate effort for inclu-
sivity is also praised by some. A comment reads. . .C313:
correct, they fell short of 2022 targets, but some gains were
made. now the SPS will undergo a diversity, equity, and inclu-
sion audit that will encompass the forces of human resources
policies as it looks to improve the diversity of its staff. . . . I
don’t care what sex/race the hires fit into, I just want the most
qualified candidate chosen. [2023-08-27]. Other people also
acknowledged Canada’s social democracy tenets and believe
that both left and right issues can be collectively discussed.
There are also discussions on the enactment of bills to have a
protest-safe buffer zone around medical treatment facilities.
This is the response to the NDP’s proposal to ban pro-life
protests near abortion clinics.

On the negative side, most residents were livid about
the rollercoaster of confusion and uncertainty around the
COVID-19 situation. Others want political parties to make
their manifestos clear indicating what they will do for the city
and province and end the culture of giving empty promises.
Others have issues with provincial budget cuts and how sur-
plus funds were allocated for unworthy projects. There are
also concerns about how the NDP ignores other minority
groups and immigrants in the public system in Saskatchewan.
Others want to see more improvement in the failing rural
healthcare and education across the province. Others also
complain about political parties trying to clamp down on
protests. A comment reads. . .C3211: it’s already illegal to
harass someone. this is an unnecessary limitation on freedom
of speech. whether or not an opinion is popular or even
wrong shouldn’t give the government the authority to quash
demonstrations. hard pass. [2021-05-16].
Recommendation: Though the government and political

parties cannot please every citizen, they can certainly engage
the citizens more. They can change their political undertones
to bemore inclusive and propose clear plans for the welfare of
the citizens. Issues around taxation and budgetary allocations
can be done transparently with proper justifications. This will
increase confidence in the political parties by the citizens.

4) COST OF LIVING (GOODS, SERVICES, AND TAXES)
This theme has 39.73% positive sentiments and 60.27%
negative sentiments. The theme constitutes 12.62% of total

comments and is focused on the cost of goods, services, and
taxes.

Some residents are committed to promoting local busi-
nesses online and are pointing people to the shops where
they can get their preferred goods and services. These
local businesses are willing to price match when necessary.
Other recommendations are for local and small businesses
to take advantage of mobile apps and online platforms to
sell to reduce operating costs. Additionally, some residents
are happy about the pricing of certain items. A comment
read. . .C413: they have some of the most surprising food
items there. I got some very fancy flaked finishing salt there.
decent prices generally. and a bunch of the seasonal stuff
that’s not so great a price always gets marked down when
there is a ton left - have got some massive winter safe
ceramic planters for like 5 and 10 dollars, which would cost
at least 50 for that size at dutch growers as an example.
[2022-01-23].

On the downside, a lot of people bemoaned the rising cost
of goods and services. People opined that they are being
charged more for everything with less government assistance.
A user posted. . .C421: gas, groceries, leisure. everything
costs so much more, and yet, our wages will never be on
par with costs. I feel just as poor as I did making 11.50 in
2007 when I was like 20, now I’m making like 20$/hr and
I still feel like I can’t do anything, all I can do is budget
and hope my paycheck gets me to the next. so sick of this.
[2022-04-21]. Others also noticed that products keep reduc-
ing in size for the same prices and dubbed it as shrink-flation.
Also, some of the local businesses find it hard to compete
with major retailers such as Walmart on the pricing of goods.
Others mentioned how they could get similar items from
online e-commerce sites such as Amazon for half the price.
There were also concerns about the worsening quality in the
service industry, e.g., restaurants.

Some residents suggest that income is based on one’s
educational qualifications, especially offers outside of retail.
A post read. . .C1011: if you intend to come here as well
make sure your degree will be worthwhile here. many people
move with degrees, and they end up working in minimum
wage jobs because their degree isn’t recognized in Canada.
[2023-04-16].

Others bemoan that the province and city have the lowest
minimum wage in the country. Some unions are seeking
a 20% increment such as teachers. However, there is the
expectation that other public sector workers will also have
major justifications for huge pay increases. Others complain
about the high taxes and how managers in retail cut their
working hours.
Recommendation: This theme can be addressed through

public-sector engagement and private-sector partnerships.
It is inconceivable that the city will just announce an increase
in minimum wage. However, the city can provide a clear
roadmap on how to improve the minimum wage and taxation
requirements for residents. The high prices of goods and
services might not be peculiar to only the city of Saskatoon
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but a reflection of a global economic issue. However, city and
provincial leaders can look into some areas of improvement
such as tax breaks, checking exploitation by retailers, and
improving the standards across the service industry.

5) TOURISM AND ENTERTAINMENT
Approximately 7.89% of the total comments were on tourism
and entertainment themes. About 44.61%were positive while
55.39% negative. A lot of posts discuss the beauty of the
city and the Springtime Aurora borealis north of Saskatoon.
A user said. . .C5111: I love the northern lights around here
then I do further up north. Your beautiful picture reminds me
how beautiful they are. [2023-04-15]. Most of the other posi-
tive comments are on the radio programming in the city. The
morning and afternoon radio programs are seen as soothing
and informative. There are also several areas around the city
where memorable pictures can be taken.

On the negative sentiments, some residents consider some
outdoor events to have generated so much noise. A lot of
the comments however focused on the need for improved
programs on radio. A post says. . .C5212: if I’m gonna subject
myself to an all repeat drive home show, I’ll just burn my own
CDs [2022-03-30].
Recommendation: The city can continue to attract tourists

by promoting events and places of interest. Radio and televi-
sion programming can also focus on multiple demographics.

6) HOUSING AND FACILITIES
The housing and facilities theme represents 7.33% of the total
data analyzed. About 61.02% of the comments were positive
while 38.98% were negative.

Some residents are happy about government-funded low-
income homes and reduced property taxes on such homes.
New homes are being built by private citizens to address
the housing deficit in the city. Realtors in the city have also
been praised for their roles in getting people their preferred
properties. A user wrote. . .C614: yup. I found Lacey Watson
to be pretty honest and she did a good job for us. She made
sure we had the information we needed and the mortgage
broker needed so we could get the house we wanted at a
fabulous price. like all of the comparables except for one were
higher and that other comparable was on a slightly smaller
lot so in the end we did well. our house appreciated over 70k
since then. [2023-03-29.Other residents agree that properties
and taxes are cheaper in some neighborhoods. Some residents
are happy about the fact that Saskatoon and Saskatchewan
do not have land transfer tax, unlike most other Canadian
provinces. Some people also opined that though their income
is almost similar to what is earned in Ontario, their leaving
cost is cheaper, which makes it affordable for them to leave
in Saskatoon. People prefer the building types in Saskatoon
with garages than in places such as Vancouver.

However, there are issues with pricing for others. Someone
wrote. . .C621: a 400000 dollar house with a 5% down pay-
ment at the mortgage rates now is $2066 a month. insurance
roughly 150, taxes 185, utilities around 300. comes out 2700 a

month give or take a couple hundred. it’s ridiculous to own
a home now. [2022-05-28]. Others want the city to solve the
existing social problems that exist through class-based home
segregation, which breeds resentment. Some residents also
feel neighborhoods such as Fairhaven are being used as a
social experiment and can hardly complain about theft and
other vices. Some people also feel that the low commercial
property tax in the city means that homeowners have to pay
more to subsidize commercial landowners. Some people are
also calling for rezoning of parts of the city. Some posts also
suggest that their property tax always goes up by 5% a year.

On home energy consumption issues, residents are happy
that the city controls the power supply. However, the heating
cost keeps rising by 50-300% per home in the winter.
Recommendation: The cost of housing has been discussed

extensively. This theme is multifaceted, and users have
touched on different dimensions. The rising home cost was
attributed to property taxes, energy bills, income taxes, the
greed of landlords, etc. Certainly, discussions on increasing
property taxes are not being received well by most citizens.
Some realtors also need to be regulated because their actions
have been described as an unregulated industry dominated by
greed, manipulation, falsehoods, and lies.

7) EDUCATIONAL INFLUENCE AND FAMILY VALUES
The educational influence and family values theme represents
10.69% of the entire dataset. About 35.05% of the comments
are positive while 64.95% are negative.

A lot of the posts commended the attendance during the
rally in Saskatoon against new sexual education, and pronoun
policies in provincial schools. These rallies were organized
to support children’s rights. Citizens were demanding that the
government should properly fund education instead of ridicu-
lous homophobic policies. Parents want to be involved in the
decisions of their children at school. A post read. . .C711:
. . . but if the school system is teaching your kids you don’t
have to tell your parents I feel like it’s more detrimental to
the parent-child relationship. but instead, should focus on
communication with all parties. school and home should be a
safe place if you are being abused and hurt at home or school
communication is key to coming to a solution. parents should
be included in the well-being/education of their children.
As parents, we should choose to love everyone! even if you
don’t necessarily agree, unconditional love should not have
any conditions on it (as the word states). [2023-08-28].

A lot of users regret the consistent underfunding of educa-
tional programs. This is something that all political groups
have to consider. A user wrote. . .C721: I think this shines
another light on just how much the Sask party is bungling
education. not only have they systematically underfunded
public education, while simultaneously increasing funding
to Christian schools, they are now willing to put vulnerable
children at risk to pander to the far right wing. there will be
a lot of overlap of people who find both situations abhorrent
and they need to work collaboratively to see that our chil-
dren and grandchildren get the educational experience they
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deserve. [2023-08-23]. Others call for adequate funding for
the protection of children’s mental health as currently, such
funding is almost non-existent. Some posts call for equitable
distribution of funding to all schools. Others opined that
restrictions and limitations placed on sexual education will
increase the risk of teenage pregnancy and STD transmission.
Others want the schools to focus on teaching the kids taxes,
math, science, and reading.
Recommendation: The educational influence issues bother

parents wishing to be involved in the decisions of their
children at school. Parents want to be informed when their
children change their pronouns. Most parents oppose the
idea of their children keeping their school life private from
their home lives. This issue can be addressed with more
open dialogues and community engagements on the part of
school/city leaders.

8) DOWNTOWN DEVELOPMENT
The comments on downtown development-related issues
account for 4.62% of the entire dataset. About 43.96% of
the comments were positive sentiments while 56.04% were
negative.

Some people express their happiness about the good transit
system in downtown Saskatoon because there is limited park-
ing space. One comment read. . .C812: good transit because
downtown has bad parking I’d love a decent little arcade
for siblings to check out and lounge in [2022-08-06]. There
were suggestions for the city to consider the development
of underground parking facilities. There are dining options,
pubs, arcades, and random fun things to do downtown.

While so many people posted that they want an arena
to be built downtown, others opposed the idea suggesting
that the money be used for something different. A comment
reads. . .C8212: we have crumbling infrastructure, we run
deficits for snow removal, we have a serious homeless prob-
lem, and we continue to lose money on the remainder.
but yeah let’s build a giant arena downtown. makes sense.
[2023-07-18]. Others complain about the high cost of goods
and services downtown.
Recommendation: Residents want to see the addition of

facilities downtown, but such initiatives require a huge initial
investment cost. The city needs to weigh the impact such
developments will have on existing infrastructure.

9) POLICING
Comments concerning policing dominate 4.48% of the entire
dataset. The sentiments are 22.14% positive and 77.86%
negative. Some residents are happy with crime reporting
avenues in the city by the police service. Violent crimes are
minimal. A resident wrote. . .C1111: most if not all police
services in Canadian cities publicly post crime statistics on
their websites including heat maps that display locations
and types of reported crimes. you might even be able to
compare statistics with where you live if they do the same.
generally, many of the more violent crimes such as murder
here tend to not be random events but are between people who

know each other, either domestic issues or criminal conflicts.
[2023-08-27]. Other residents recall having pleasant conver-
sations with the police in the city.

However, some residents complain of rampant petty crimes
in their neighborhoods. Some discussed their bad experiences
of being targeted by gangs. Others remarked about being
failed by the police and justice system in the city. A domestic
violence survivor complaint in a post as. . .C1127: Okay, so I
have experience as a domestic violence survivor. the SPS
officer did not want to hear about it unless I had some
kind of evidence. Prince Albert police were more sympathetic
but could not do anything as the crimes were out of their
jurisdiction. [2022-08-10].
Recommendation: The crime-related issues can be investi-

gated further, and police presence could be increased in hot
spots across the city. Violent gangs should also be investi-
gated and disbanded. The crime rate can be reduced through
community policing.

10) HEALTHCARE (DRUG ADDICTION, REHABILITATION,
AND COVID-19)
The healthcare theme contains 8.75% of the entire dataset.
Approximately 31.31% were positive and 68.69% negative.

Most of the residents discuss the need for support for peo-
ple with addiction(s). There are suggestions that the homeless
and people battling drug addictions be offered a warm place
and fed while they go through treatment. Others want the
city to have a 24-hour minor emergency/medi-clinic. A user
wrote. . .C1217: See I think an education lesson on how
care here works would benefit everyone. When to use an
811, a pharmacy, make an appointment, telehealth or digital
health, medi-clinic, minor emergency, or an ER. Teach peo-
ple how to help themselves navigate our healthcare system.
Education would go a long way. [2023-09-12].

Users also want people to desist from chronically misusing
emergency health services. The healthcare system within the
province is also underfunded, understaffed, and overworked
according to some comments. Others also listed neighbor-
hoods in need of addiction centers. See. . .C1228: Sure thing.
Stonebridge, Erindale, andWilowgrove are all lacking addic-
tion facilities. Fair is fair. [2023-08-28].

Some users praised the city’s push to develop advanced
labs for pathogen testing. The city has a level-four contain-
ment facility that houses the world’s most contagious and
severe pathogens. Someone wrote. . .C911: Very cool. Before
this one, there was only one BSL-4 lab in Canada, located
in Winnipeg. Now we will have more people with access to
pathogens that are pandemic and endemic-level to study them
and discover ways to keep us safe and healthy! [2023-08-26].
There is, however, general agreement that the city’s medical
system needs drastic improvement and nurses need incen-
tives. So many users also discussed the need for vaccinations
and mentioned how pharmacies are equipped to administer
them.
Recommendation: The city is prepared for the COVID-19

pandemic and its aftermath from the comments. Residents
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want to see more concerning public health education in addi-
tion to the availability of vaccines. Further, we recommend
that the city prioritize addiction and rehabilitation issues. This
has the propensity to reduce crime, decrease the burden on
social infrastructure, and increase productivity.

11) GARBAGE AND RECYCLING
This theme represents 3.44% of the total dataset. About
33.20% of the comments are positive and 66.80% negative.

Some residents are happy with current city regulations
that prevent people from burning fuel and polluting their
neighbors. Also, the small bins accompanied by recycling
and compost bins will divert some waste away from landfills
says a user. Some have also recently realized that throwing
cigarette butts around is illegal. A user wrote. . .C1111: it’s
not Saskatoon police service, it’s bylaw but the only way
to make people stop doing it is to slap them with fines.
I appreciate you being a responsible smoker and keeping your
butts. [2023-06-22]. Others praised the city for its efficient
management of bio-waste.

Some residents want to see ashtrays to dump their cigarette
butts. Others also discuss the influence of waste on wildfires.
Other people noted how parts of the west side of the city are
littered with trash.
Recommendation: The good initiatives on trash manage-

ment by the city are commended by residents. However,
public education is needed to address the problem of trash
and dirt in certain parts of the city. There should be more trash
cans stationed around public places.

12) ANIMAL CONTROL
This theme represents 3.16% of the overall dataset. Almost
39.93% of sentiments in the comment were positive and
60.07% negative.

Residents wrote positively about pet-friendly parks across
the city. A user remarked. . .C1517: . . .Corman Park has been
amazing with my pets from spay/neuters right up until the
end. They have an amazing staff, and knowledgeable staff,
and the payment plan has been helpful. They’re so good!
[2022-03-14]. Some landlords are also willing to allow ten-
ants with pets.

However, most of the concerns were about the cost of
ownership. Someone wrote. . .C1529: but why is the cost so
outrageous? it is just another thing that low-income people
are being price-gouged out of. the benefits of having pets are
incredible and proven to be therapeutic. I think it’s very sad
that pet ownership is not an attainable goal for most people
now. [2023-07-04]. Some people also suggested that owners
should train their pets to avoid causing damage to properties.
Some animals outdoors should also be kept on a leash. Pet
owners must do more to train their animals.
Recommendation: Residents who own animals should

endeavor to take their pets to the vet when necessary and
applicable. Also, owners must be responsible for the welfare
of their pets. The city can do more in terms of managing

how pets defecate in public places and who’s responsible for
cleanup.

VIII. CONCLUSION
Most cities are pursuing the smart city agenda to improve
operational efficiency and offer better quality governance
services to their citizens. In this regard, city leaders of Saska-
toon, Canada want to know what the citizenry needs. Social
media platforms are one of the sources of social discourse and
public engagement.

Thus, we turned our attention to the Reddit platform to
collect data from Saskatoon subreddit posts between the
period of January 1, 2019, to September 20, 2023, to dis-
cover topics that emphasize the concerns of citizens. Three
topic models were used for the analyses which include:
Latent Dirichlet Allocation (LDA), Non-negative Matrix
Factorization (NMF), and BERTopic with a K-means clus-
tering algorithm. Our findings showed that BERTopic can
discover coherent and diverse topics compared to LDA
and NMF.

We discovered 12 underlying themes by merging related
topics. Also, we leveraged SiEBERT (a pre-trained trans-
former model), which returned an accuracy of 89% compared
to VADER and Random Forest which achieved an accuracy
of 57% and 86% respectively in the prediction of sentiments.
Based on the thematic analysis, we provided recommenda-
tions for each concern identified.

In summary, the paper made the following contributions to
social science, social computing, and governance.

• Employed AI/ML, and social media data from the Red-
dit community to highlight the societal issues affecting
the citizens of Saskatoon, Canada. Hence, pivot the
vision of the city towards smart city design.

• Explored multiple AI/ML topic models such as LDA,
NMF, and BERTopic to determine the best-performing
model as applied to the Reddit data.

• The work further evaluated the performance of the
BERTopic model (a) when no preprocessing is done, and
(b) when data is pre-processed.

The research discovered factors for smart city engagement
as applied to Saskatoon such as:
Online Community Engagement – The residents want to

engage in online communities that will be used to recommend
products and services. The government services can be made
accessible via their websites.
Transportation and Weather Conditions – Residents want

some of the road intersections to be redesigned. They also
want to see better transit schedules.
Cost of Living – Some residents bemoan the rising cost of

goods and services. They also noted shrink-flation.
Educational Influence and Family Values – On this theme,

parents want to be involved in the decision-making processes
of their children while in school. They are calling on the
city and government to review existing educational laws and
policies.

VOLUME 12, 2024 94911



S. Kumi et al.: Uncovering Concerns of Citizens Through Machine Learning

Healthcare – This theme focused more on calls for the city
to address issues of drug addiction, rehabilitation, and other
public health challenges such as COVID-19.
Protest and Political Elections – The city accepted some

political and policy protests and residents were happy about
that. However, they want to see more engagement and clear
political manifestos that are more inclusive.
Tourism and Entertainment – The city should work more

to attract tourists by promoting events and places of interest.
Housing and Facilities – Residents complain about the

unbearable costs of housing and facilities. Other attempts can
be made to reduce homelessness.
Downtown Development – Residents want to have more

parking spaces downtown. They also suggested other infras-
tructural projects such as an arena.
Policing – Community policing strategies can be adopted

to reduce the crime rate further in the relatively violent parts
of the city. This is also to acknowledge that most areas in the
city have a low crime rate and are safe.
Garbage and Recycling – Some areas in the city need more

education and garbage cans stationed to keep the neighbor-
hoods clean.
Animal Control – The residents are encouraged to keep

their pets safe and controlled in public places such as the park.
In the future, we shall focus on the implications of emerg-

ing technologies on smart cities such as smart health, smart
energy, smart agriculture, smart transit, smart buildings, etc.
We shall use our findings to analyze climate change issues
across North America.
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