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ABSTRACT This paper investigates the attitude controller design for an underactuated reusable launch vehi-
cle (RLV) with nonminimum phase property. To address the nonminimum phase problem, a zero dynamic
active suppression control (ZDASC) method based on Byrnes-Isidori (B-I) standard model transformation is
proposed. First, a computable criterion for the nonminimum phase property of RLVs is presented, by which
we can effectively determine the nonminimum phase property based on aerodynamic parameters in the
RLV model. Second, an augmented system consisting of internal dynamics and dynamic compensator is
constructed, and a ZDASCmethod is proposed for the RLV attitude control system with nonminimum phase
property, which can enable adaptive stabilization of the RLV’s zero dynamics under different operating
conditions and uncertainties. ZDASC achieves output accurate tracking without solving the ideal internal
dynamics, which reduces the computational complexity and enhances system robustness. Finally, simulation
results of the RLV attitude control are provided to verify the effectiveness and robustness of the proposed
controller in tracking the guidance commands as well as stabilizing the internal dynamics.

INDEX TERMS Zero dynamic active suppression, attitude control, underactuated, nonminimum phase,
reusable launch vehicle.

I. INTRODUCTION
In the last decades, reusable launch vehicles (RLVs) received
much more attention due to their great potential to provide an
economic way to enter space in the future [1], [2]. RLVs can
achieve low-cost space accesses by recovering and reusing
after each mission [3], [4]. However, in the reentry phase,
the RLV dynamics are highly nonlinear, multi-variable and
uncertain, due to the extreme atmospheric conditions which
may include aerodynamic disturbances, heating and gravi-
tational pull. Hence, designing a robust and reliable reentry
attitude controller for RLV is necessary to guarantee an accu-
rate orientation against various uncertainties [5].
Some traditional methods are widely used in attitude con-

trol of RLVs. In [6] and [7], PID controllers combined with
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model linearization have been designed, demonstrating good
control performance under nominal flight conditions. In [8],
a linear quadratic regulator (LQR) controller is designed,
which ensures optimality in the digital autopilot (DAP)
design of the integrated system. Other linear control methods
have also achieved valuable results, such as gain schedul-
ing [9], H∞ control [10], etc. Nevertheless, linear-based
control methods have an undeniable drawback, which is that
their control stability can only be maintained at some specific
equilibrium points. In practice, the controllers need to face
systems with high nonlinearity under large operating ranges,
and the performance of linear control methods would be
degraded even be unstable. Thus, many nonlinear control
methods are developed to improve the performance of RLV’s
attitude control, such as dynamic inversion control [11],
back-stepping control [3], [12], [13], state-dependent Ric-
cati equation [14], and Theta-D control [15]. In particular,
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sliding mode control (SMC) has the significant advantage
of dealing with the model uncertainty and external distur-
bance [16], [21]. In [16], a novel quaternion observer-based
sliding mode attitude fault tolerant scheme is proposed to
guarantee the closed-loop system stability and high-precise
attitude tracking of RLVs during the reentry stage. In [17],
a novel continuous attitude control algorithm is developed
utilizing the techniques of super-twisting and terminal slid-
ing mode control synthetically. In [18], a global terminal
sliding mode controller based on the quick reaching law is
designed, which is proved to converge to the sliding mode
surface in a finite time. In [19], a disturbance sliding mode
observer is designed, whose output is used as the feed for-
ward compensation for the system speed. In [20], a novel
robust controller combining SMCand a nonlinear disturbance
observer is designed, which can enhance the longitudinal
manoeuvrability of a morphing aircraft. In [21], a control
methodology based on an extended state observer (ESO) and
SMC is designed for powered parafoil systems, which can
effectively overcome the influence of environmental distur-
bances and achieve accurate trajectory tracking control. It is
worth noting that all the aforementioned methods are based
on the assumption that the aerodynamic control surfaces
of RLVs can provide moments about all three body axes,
neglecting the fact that RLVs may experience limited control
authority.

In the reentry phase, RLVs may face severe aerodynamic
heating due to the large flight dynamic pressure. Further-
more, when the fuselage blocks the airflow around the rudder
at a high angle of attack, the rudder’s efficiency decreases
seriously. Generally, the rudders of RLVs will not be avail-
able until the Mach number is less than 6 [22]. During this
period, RLV attitude control system is an underactuated sys-
tem, whose three attitude outputs are controlled by only two
body flaps. What’s even more tricky is that an underactuated
RLV exhibits nonminimum phase behavior [23], [24], which
means the system has unstable zero dynamics. Many tra-
ditional methods, such as backstepping, dynamic inversion,
cannot be directly applied due to the existence of unstable
zero dynamics. Therefore, the nonminimum phase property
must be addressed to achieve stable attitude control of RLVs.
To date, the researches on underactuated nonminimum phase
RLVs are not plentiful. Among the results given in the
literatures, the representative ideas mainly include output
redefinition [24], [25], [26] and dynamic slidingmode control
(DSMC) [23], [27], [28]. Tian and Ye have achieved benefi-
cial results by output redefinition in the study of nonminimum
phase RLVs control [25], [26]. In [25], they incorporated ideal
internal dynamics(IIDs) into RLV attitude control method for
the first time, which greatly improves the output tracking
accuracy for time-varying signals. Furthermore, they con-
sidered the input constraint, and proposed an anti-windup
strategy by using feedback error clipping. It is shown
that the input saturation can be effectively avoided [26].
IIDs can be calculated by several methods, such as output

regulation [29], [30], stable system center [31], [32], stable
inversion [33], [34], and optimal bounded inversion. Nev-
ertheless, the calculation of IID relies on accurate models,
whichmay bring additional uncertainty to the system. In [23],
a second-order sliding mode control method is proposed to
stabilize the unstable internal dynamics of the system. The
disadvantage of this method is that it is only effective for
systemswith a relative order of 2, and the setting of the sliding
mode surface will imprison the equilibrium points of the
internal dynamics, resulting in a loss of tracking performance
in the presence of uncertainty [35].
In this article, a zero dynamic active suppression control

(ZDASC) method is proposed to realize the stable attitude
control for underactuated nonminimum RLVs. First, the RLV
attitude model is transformed into a B-I standard model,
which realize the decoupling between internal dynamics and
control inputs. Then, a computable criterion for the nonmin-
imum phase property of RLVs is presented, by which we
can effectively determine the nonminimum phase property
based on aerodynamic parameters in the RLV model. Sec-
ond, a ZDASC method is proposed, transforming an attitude
output tracking task into a stabilization task of an aug-
mented system consisting of internal dynamics and a dynamic
compensator. ZDASC can achieve output accurate tracking
without solving the ideal internal dynamics, which reduces
the computational complexity and enhances system robust-
ness. In particular, the overall approach shown here provides
a practical solution to achieving RLV reentry attitude tracking
control under realistic conditions. Comparedwith the existing
methods [23], [27], the proposed method can greatly improve
the output tracking accuracy and smooth the process status
and control inputs. Then, it confirms the robustness of the
proposed method by Monte Carlo simulations in this work.
The main contributions of this study are summarized as
follows.

a) A nonminimum phase criterion based on the B-I stan-
dard model is presented, revealing the mathematical essence
of nonminimum phase behavior. On the basis of this criterion,
we can determine whether RLV has non minimum phase
behavior by its model parameters, and this criterion also has
reference significance for the determination of other nonmin-
imum phase systems.

b) ZDASC method takes into account the stabiliza-
tion of the internal dynamics of the system in the
natural control channel. It achieves output accurate track-
ing without solving the ideal internal dynamics, which
reduces the computational complexity and enhances system
robustness.

c) Compared to the second-order dynamic sliding mode
control (SODSMC) method in [23], ZDASC does not fix its
convergence origin when stabilizing the internal dynamics of
the system, thus achieving internal dynamic adaptive balance
under different operating conditions and uncertainties. The
proposed ZDASC method has better tracking performance
and stronger robustness.
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The remainder of this article is organized as follows.
Section II introduces the underactuated nonminimum RLV
model. In Section III, the zero dynamics are analyzed base
on B-I standard model transformation, and a computable
criterion for the nonminimum phase property of RLVs is
presented. In Section IV, a ZDASC method is proposed to
realize the outputs accuracy tracking and zero dynamics stabi-
lization. Numerical simulation results are given in Section V
and conclusions are given in Section 6.

II. PROBLEM FORMULATION
In this section, the attitude dynamics model is established for
an underactuated RLV with two body flaps. The rear view of
the vehicle is shown in Fig. 1. Differential deflection of body
flaps achieves aileron operation, and body flaps rotated in the
same direction achieves elevator operation.

FIGURE 1. The rear view of the vehicle.

A. ATTITUDE CONTROL MODEL
Assuming zero flight path angle based on the quasi equi-
librium glide condition, the RLV rigid-body attitude dynam-
ics [23] are given in (1).

α̇ = −p cosα tanβ + q− r sinα tanβ

+
m0g0 cosµ − L
m0V0 cosβ

β̇ = p sinα − r cosα +
m0g0 sinµ − Y

m0V0
µ̇ =

p cosα + r sinα

cosβ
+
L − m0g0 cosµ

m0V0
tanβ

ṗ =
Ixz
(
Ix − Iy + Iz

)
pq+

(
IyIz − I2z − I2xz

)
qr

IxIz − I2xz
+L ′

ββ + L ′
δa

δa

q̇ =
(Iz − Ix) pr + Ixz

(
r2 − p2

)
Iy

+M ′
α1α +M ′

δe
1δe

ṙ =
Ixz
(
−Ix + Iy − Iz

)
qr +

(
I2x − IxIy + I2xz

)
pq

IxIz − I2xz
+N ′

ββ + N ′
δa

δa

(1)

where α, β, and µ are the angle of attack, sideslip angle, and
bank angle, respectively. p, q, and r are roll rate, pitch rate,

and yaw rate, respectively. Ix , Iy,and Iz are the moments of
inertia about x-, y-, and z-body axes, and Ixz denotes the cross
product of inertia with respect to x- and z-body axes. m0,V0
and g0 denote the vehicle mass, flight pass velocity, and
gravitational acceleration, respectively. L = La1α + m0g0
denotes the lift, Y = Yββ denotes the side force, respec-
tively. La,Yβ ,L ′

β ,L ′
δa

,N ′
β ,N ′

δa
,M ′

α andM ′
δe
are aerodynamic

parameters. The complete aerodynamic parameters are given
in [36]. The 1α = α−αT , 1δe = δe−δeT denote deviations
of α and δe from trim condition of the flight dynamics, where
αT and δeT denote the trim angle of attack and the trim
elevator deflection, respectively. Usually αT is a prescribed
function of the Mach number. Because the evolution of the
Mach number is slower than the attitude dynamics, αT is
taken as constant. δeT corresponds to the trim elevator when
the pitching moment of the vehicle is free. Also, the changes
in m0,V0, and g0 are considered slower than the changes
in attitude states [24], so they are considered constants in
attitude control systems. In general, control surfaces are pri-
marily moment-producing devices, their influences on lift
and side force are much smaller than the influences of airflow
angles. Thus, the influence of the control effectors on lift and
side force will be ignored. This approach has been verified
viable by many flight control applications [37].

B. B-I NORMALIZED TRANSFORMATION
A new evaluation criterion is proposed for the nonminimum
phase property of the vehicle in this section. Without any loss
of generality, the affine nonlinear control system is described
as

ẋ = f (x) + g(x)u

y = h(x) (2)

where

x = [x1, x2, · · · , xn]T

u = [u1, u2, · · · , um]T

y = [y1, y2, · · · , ym]T

f (x) = [f1 (x) , f2 (x) , · · · , fn (x)]T

h (x) = [h1 (x) , h2 (x) , · · · , hm (x)]T

g (x) =

 g1 (x) · · · g1m (x)
...

. . .
...

gn1 (x) · · · gnm (x)


T

(3)

Here, we assume that the system has a vector relative
degree [ρ1, ρ2, · · · , ρm]T. Since the relative degree ρ of
affine system (2) is less than the number of states n, the
system inevitably exists internal dynamics. In order to study
the internal dynamics of the system more conveniently, it is
hoped that the nonminimum phase system can be transformed
into B-I normalized form by a coordinate transformation:

8 (x) : x → (ξ , η) (4)

where x ∈ Rn is the state vector of an n-th order system. ξ and
η denote external states and internal states, respectively. The
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transformation can achieve decoupling of internal dynamics
from control input u.
The m dynamic equations of the B-I normalized form that

depend explicitly on the control variables can be put in the
following form:

ξ̇ρ = b (ξ , η) + a (ξ , η)u (5)

where ξρ ∈ Rm, ∀ξρ ∈

[
ξ1ρ1 · · · ξmρm

]T
.

If the matrix a (ξ , η) is locally nonsingular, the rigorous
input–output feedback linearization is obtained as follows:

u = a−1 (ξ , η) (−b (ξ , η) + v) (6)

Substitution of (6) into B-I normalized form (2) yields
ξ̇ ij = ξ ij+1

ξ̇ iρ = vi
η̇ = q (ξ , η)

(7)

where η is the internal dynamics and vi is the pseudo control
input of the i-th control channel.

C. NONMINIMUM PHASE OF RLVS
There exists a similar coordinate transformation such that
the underactuated hypersonic vehicle model (1) could be
converted into a normal form like (7).

The control goal of the RLV attitude dynamics model (1) is
to track the angle of attack profile and the bank angle profile
given in real time, and to keep the sideslip angle near zero
at the same time. Consider the angle of attack α and the bank
angleµ as the model outputs, and u =

[
δe δa

]T is the control
input vector. Then the model (1) has a vector relative degree[
ρ1 ρ2

]
=
[
2 2

]
, and that ρ = 4 < n = 6, the system

inevitably exists 2-order internal dynamics. According to
model (1) and the 2 outputs α andµ, the natural external state
vector is represented as

ξ =
[
ξ1 ξ2

]T
=
[
ξ11 ξ12 ξ21 ξ22

]T
=
[
1α q µ p

]T (8)

In order to remove the control inputs in the internal dynam-
ics, the 2-order internal states are represented as follows:

η =
[
η1 η2

]T
=

[
β

p
L ′

δa
−

r
N ′

δa

]T
(9)

Theorem 1: If the RLV system trim states and parameters
satisfy (10), the RLV attitude control system is a nonmini-
mum phase system.

cosαTN ′
δe

(
L ′

β

L ′
δa

−
N ′

β

N ′
δa

)
> 0 (10)

Proof: The stability of the zero dynamics is analyzed
under the trim condition to evaluate the stability of the inter-
nal dynamics. We assume that α = αT , γ0 ≈ 0, p = q = 0,
and the zero dynamics

[
η̇1
η̇2

]
=


−Yβ

m0V0
cosαTN ′

δe

L ′
β

L ′
δa

−
N ′

β

N ′
δa

0

[ η1
η2

]
(11)

The eigenvalue vector of the state matrix of (11) is the
dominant factor affecting the stability of the zero dynamics.
It can be calculated as

λ2 +
Yβ

m0V0
λ − cosαTN ′

δe

(
L ′

β

L ′
δa

−
N ′

β

N ′
δa

)
= 0 (12)

If inequality (10) holds, there exist at least one positive
eigenvalue. The zero dynamics (11) is unstable, and the RLV
attitude control system is a nonminimum phase system. □

The theorem 1 provides an aerodynamic-parameter-
depended nonminimum phase criterion for the analysis of
RLV attitude control system.

III. ZERO DUNAMIC ACTIVE SUPPRESSION ATTITUDE
CONTROL FOR RLVS
In this section, a zero dynamic active suppression attitude
control method is proposed for underactuated nonminimum
attitude system of RLV. From (1), we can see that the longi-
tudinal control channel is almost naturally decoupled, as the
sideslip angle β ≈ 0 throughout the control process. In addi-
tion, the internal dynamics

[
η̇1 η̇2

]T are linearly dependent
on lateral states

[
β µ p r

]T, and linearly independent on
vertical states

[
α q

]T. Thus, the system can be decomposed
into the following two subsystems: the minimum phase longi-
tudinal control subsystem and the nonminimum phase lateral
control subsystem. This segmentationmethod is common and
acceptable [23], which is beneficial to the ZDASC design.

A. CONTROLLER DESIGN FOR LONGITUDINAL DYNAMICS
OF MINIMUM PHASE
The longitudinal model is described as{

α̇ = q+ w11

q̇ = w12 + b11δe
(13)

where w1 =
[
w11 w12

]T is the nonlinear term vector of α̇

and q̇ in (1), and b1 = M ′
δe

Let ξ1 =
[
ξ11 ξ12

]T
=
[
α α̇

]T, and a dynamic inverse
control law (14) is designed to achieve model linearization.

1δe =
1
b1

(v1 − w12 − ẇ11) (14)

then model (13) becomes{
ξ̇11 = ξ12

ξ̇12 = v1 + d1
(15)
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where v1 is a virtual control variable, and d1 represents
the modeling errors and unknown disturbance uncertainty in
the longitudinal dynamics, with the assumption that d1 is
bounded within certain limits.
Lemma 1 [38]: Suppose there exists a continuous differ-

ential positive-definite function V (x) : D → R, real numbers
p > 0, 0 < η < 1,such that

V̇ (x) + pV η (x) ≤ 0, ∀x ∈ D (16)

Then, the origin of system ẋ = f (x) is a locally finite-time
stable equilibrium, and the settling time, depending on the
initial state x0, satisfies

T (x0) ≤
V 1−η (x0)
p (1 − η)

(17)

The sliding surface for longitudinal control is represented
as

S1 = c1e1 + e2 (18)

where e1 = ξ11 − ξ11c, e2 = ξ12 − ξ12c, and c1 is a positive
constant parameter.

The conventional sliding mode control (SMC) law is

v1 = −λ11sgn (S1) − λ12sgn (S1) |S1|α1 − c1ė1 + ξ̇12c

(19)

where λ11 > sup
t>0

∥d1 (t)∥, −1 < α1 < 1. Choosing the

candidate of Lyapunov function as V1 =
1
2S

2
1 , the derivative

of V1
is given by

V̇1 = S1Ṡ1 = S1
(
c1ė1 + ξ̇12 − ξ̇12c

)
= S1

(
c1ė1 − λ1sign (S1) − λ12sgn (S1) |S1|α1

−c1ė1 + ξ̇12c + d1 − ξ̇12c

)
=
(
−λ1sgn (S1) + d1 − λ12sgn (S1) |S1|α1

)
S1

< −λ12sgn (S1) |S1|α1 S1 (20)

Using sgn (S1) =
|S1|
S1

, we have

V̇1 < −λ12 |S1|α1+1

= −2
α1+1
2 λ12

(
1
2
S21

) α1+1
2

= −2
α1+1
2 λ12V

α1+1
2

1 (21)

According to Lemma 1, the state trajectories will reach
toward the sliding surface S1 = 0 in finite time and remain
sliding on it. We get

e2 = −c1e1 (22)

Obviously, after a sufficient amount of time, the tracking
errors e1 and e2 will converge to origin simultaneously.

B. CONTROLLER DESIGN FOR LATERAL DYNAMICS OF
NONMINIMUM PHASE
The lateral model is described as

β̇ = p sinα − r cosα +
m0g0 sinµ cos γ0 − Y

m0V0
µ̇ =

p cosα + r sinα

cosβ
+
L − m0g0 cosµ tan γ0

m0V0
tanβ

+
tan γ0

m0V0
(Y cosµ + L sinµ)

ṗ =
Ixz
(
Ix − Iy + Iz

)
pq+

(
IyIz − I2z − I2xz

)
qr

IxIz − I2xz
+L ′

ββ + L ′
δa

δa

ṙ =
Ixz
(
−Ix + Iy − Iz

)
qr +

(
I2x − IxIy + I2xz

)
pq

IxIz − I2xz
+N ′

ββ + N ′
δa

δa

(23)

The SMC in Section III-A is used with limits for the non-
minimum phase lateral subsystem, due to the unstable zero
dynamics (11). An alternative control scheme needs to be
designed to stabilize the zero dynamics of the system.

Let ξ2 =
[
ξ21 ξ22

]T
=

[
µ − µc p

]T, and η =[
η1 η2

]T
=

[
β

p
L ′

δa
−

r
N ′

δa

]T
, and a dynamic inverse control

law (24) is designed to achieve model linearization.

δa =
1
L ′

δa


v2 −

Ixz
(
Ix − Iy + Iz

)
pq

IxIz − I2xz

−

(
IyIz − I2z − I2xz

)
qr

IxIz − I2xz
− L ′

ββ

 (24)

then model (23) becomes
ξ̇21 = Aξ2ξ2 + Aη η− µ̇c

ξ̇22 = v2 + d2
η̇ = Bξ2ξ2 + Bηη

(25)

where

Aξ2 =

[
0

cosα

cosβ
+

sinαN ′
δa

cosβL ′
δa

]
(26)

Aη =


(
L − mg0 cosµ

+Yβ tanV0 cosµ

)
mV0

−
sinαN ′

δa

cosβ

 (27)

Au =

[
0
1

]
(28)

Bξ2 =



g0
V0

sinα −
cosαN ′

δa

L ′
δa

0 q



2Ixz
(
Ix − Iy + Iz

)(
IxIz − I2xz

)
L ′

δa

−

(
I2x − IxIy + I2xz

)(
IxIz − I2xz

)
N ′

δa

+
N ′

δa

(
IyIz − I2z − I2xz

)(
IxIz − I2xz

)
L ′2

δa




(29)
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Bη =


−Yβ

m0V0
cosαN ′

δa

L ′
β

L ′
δa

−
N ′

β

N ′
δa

q
[
N ′

δa

(
IyIz − I2z − I2xz

)
−L ′

δa
Ixz
(
−Ix + Iy − Iz

) ]
−
(
IxIz − I2xz

)
L ′

δa

 (30)

In (25), v2 is a virtual control variable, and d2 represents
the modeling errors and unknown disturbance uncertainty in
the lateral dynamics, with the assumption that d2 is bounded
within certain limits.

The matrixBη is non-Hurwitz because of the nonminimum
nature of the system. As time increase, the zero dynamics will
diverge uncontrollably as (31).

lim
t→∞

∥∥∥∥ η1
η2

∥∥∥∥ = ∞ (31)

A ZDASCmethod is proposed to stabilize the zero dynam-
ics while maintaining precise tracking of expected outputs.
In order to achieve active suppression of system zero dynam-
ics, control law design needs to take into account internal
dynamics η̇, rather than only achieving output tracking in
external dynamic control channels.

A special dynamic integral sliding mode surface that
encompasses internal dynamics for subsystem (25) is defined
as

S2 = ξ22 −

∫ t

0
GTXdτ (32)

where

X =
[
ξT2 ηT χ

]T
, G =

[
g1 g2 g3 g4 g5

]T
is a parameter vector to be determined. χ is a dynamic
compensator, and its updating law is

χ̇ = FTX (33)

where

F =
[
f1 f2 f3 f4 f5

]T
.

Theorem 2: Construct an integrated matrix as follows:

Q =

[
A′T G B′T F

]T
(34)

where A′
=
[
Aξ2 Aη 0

]
, and B′

=
[
Bξ2 Bη 02×1

]
.

Design the parameter vectorsG and F that make (35) hold,
while ensuring that the matrix Q in (34) is Hurwitz.{

f5g2 − f2g5 = 0
f5g4 − f4g5 = 0

(35)

Let the virtual control law be provided by

v2 = −λ21sgn (S2) − λ22sgn (S2) |S2|α2 + GTX (36)

with λ21 > sup
t>0

∥d2 (t)∥, λ22 > 0, −1 < α2 < 1. Then

control law (36) will achieve the output precise trackingwhile
stabilizing the internal dynamics.

Proof: By choosing the candidate of Lyapunov function as
V2 =

1
2S

2
2 , the derivative of V2 is expressed as

V̇2 = S2Ṡ2 = S2
(
ξ̇22 − GTX

)
= S2

(
v2 + d2 − GTX

)
=
(
−λ21sgn (S2) + d2 − λ22sgn (S2) |S2|α2

)
S2

< −λ22sgn (S2) |S2|α S2

= −2
α2+1
2 λ22V

α2+1
2

2 (37)

According to Lemma 1, the state trajectories will reach the
sliding mode surface S2 = 0 in finite time and remain sliding
on it. Then the external dynamic can be expressed as

ξ̇22 = GTX (38)

Combining (25), (33) and (38), we obtain an augmented
system as (39) with dynamic compensator χ .

ξ̇21
ξ̇22
η̇

χ̇

 =
[
A′T G B′T F

]T


ξ21
ξ22
η

χ

+


−µ̇c
0
0
0


(39)

As the matrix Q =

[
A′T G B′T F

]T
is Hurwitz, it can be

concluded that the system (39) with internal dynamics η is
bounded-input and bounded-output (BIBO) stable.

The equilibrium point of system (39) is

x∗
= −Q−10 (40)

where x∗
=
[
ξ∗

21, ξ
∗

22, η
∗

1, η
∗

2, χ
∗
]T, 0 = [−µ̇c, 0, 0, 0, 0]T.

In particular, the equilibrium point of output ξ∗

21 that we are
most concerned with is

ξ∗

21 =
µ̇c

F

 (f5g4 − f4g5)
(
sinα −

cosαN ′
δa

L ′
δa

)
− (f5g2 − f2g5) cosαN ′

δa

 (41)

where

F =


sinα cosαN ′2

δa

cosβL ′
δa

−
sin2 αN ′

δa

cosβ

+
sinα cosαN ′2

δa

cosβ

 (f1g5 − f5g1)

+

(
cosα

cosβ
+

sinαN ′
δa

cosβL ′
δa

)
g0
V0

(f4g5 − f5g4)

+
sinαN ′

δa

cosβ

g0
V0

(f2g5 − f5g2) (42)

It can be seen that ξ∗

21 is time-varying related to the states of
the system and parameters in ZDASC. It is worth noting that
when the ZDASC parameters satisfy (35), the equilibrium
point of output will be fixed, that is

ξ∗

21 ≡ 0 (43)
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FIGURE 2. Responses of outputs: (a)Angle of attack α, (b) Bank angle µ.

FIGURE 3. Responses of control inputs: (a) Elevator deflection δe, (b) Aileron deflection δa.

Then the output precise tracking is achieved while the zero
dynamics are stable. □
Remark 2: The dynamic sliding mode control method

in [23] will cause a fixed functional relationship between the
equilibrium points of two internal dynamics, which prevents
the precise outputs tracking [35]. In Theorem 2, the proposed
ZDASC method does not rely on the ideal internal dynamics,
and the internal states can adaptively stabilize under different
operating conditions.
Remark 3: The Q ∈ R5×5 in Theorem 2 is a matrix

with the parameters to be designed. In order to ensure that
Q always satisfies the Hurwitz condition under uncertain
parameters and states, intelligent optimization algorithms
and other means can be used to keep the matrix eigenval-
ues far away from the imaginary axis. Then, the ZDASC
will ensure system robustness while achieving precise
tracking.

IV. SIMULATION AND ANALYSIS
In this section, numerical simulations are performed and the
results are presented to demonstrate the effectiveness and
applicability of the controller design method proposed in

TABLE 1. RLV parameters.

TABLE 2. Aerodynamic parameters.

Section III. The RLV and aerodynamic parameters are given
in Table 1 and Table 2.

First, based on Theorem 1, the nonminimum phase prop-
erty of the RLV attitude control system is analyzed. Substitute
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FIGURE 4. Responses of internal dynamics: (a) Curve of η1, (b) Curve of η2.

FIGURE 5. Monte carlo simulation results: (a)Angle of attack α, (b) Bank angle µ.

parameters into (10), we get

cos 0.66 ∗ 0.53 ∗

(
−25.1
−10.6

−
−1.53
0.53

)
= 2.2001 > 0 (44)

It is revealed that the RLV attitude control system in this paper
is a nonminimum phase system.

A. PERFORMANCE COMPARISON
Choosing the output commands: Keep αc = αT =

0.66rad(i.e. 37.818◦), and µc changes by one cycle within
the permissible ranges [−25◦, 25◦]. The control input
constraints are assumed to be δe ∈ [0◦, 50◦] and

δa ∈ [−25◦, 25◦] [26]. The rudders deflection rates are lim-
ited to

∣∣δ̇e∣∣ , ∣∣δ̇a∣∣ < 150◦/s. The performance of the modified
zero dynamic active suppression control (noted as ZDASC)
proposed in this paper is compared to the second-order
dynamic sliding mode control (noted as SODSMC) in [23],
which also has a dynamic sliding mode structure.
The parameters of SODSMC are set as in [23]. According

to the Theorem 2, the parameters of ZDASC in (19), (32),
(33), (36) are given as λ11, λ21, λ12, λ22 = 0.1, α1, α2 = 0.5,

c1 = 1, G =
[
100 4.33 −93.66 −100 −63.83

]T, F =[
−29.28 8.32 100 −7.23 −33.30

]T.
In the simulations, nonlinear functions fal (·) is used

instead of sign functions in (19) and (36) to eliminate
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FIGURE 6. Monte carlo simulation results: (a) Elevator deflection δe, (b) Aileron deflection δa.

FIGURE 7. Monte carlo simulation results: (a) Internal dynamic η1, (b) Internal dynamic η2.
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FIGURE 8. Monte carlo simulation results: S2.

FIGURE 9. Monte carlo simulation results: (a)Angle of attack α, (b) Bank angle µ.

chattering. It is defined as

fal (e, α3, δ) =

{
|e|α3 sgn (e) , |e| > δ
e

δ1−α3
, |e| ≤ δ

(45)

where e is the input variable, α3 and δ are parameters to be
determined. In this work, parameters in (45) are given as α3 =

0.25 and δ = 0.01.
Figs. 2-4 show a comparison of the simulation results

between SODSMC and ZDASC. It can be observed that
the ZDASC is provided with smaller tracking error, and the
outputs and inputs δe and δa obtained by ZDASC change
much more smoothly. To especially, Fig. 4 shows that the
internal dynamics are effectively stabilized simultaneously,
and the defect caused by nonminimum phase behavior of the
model is eliminated.

B. ROBUSTNESS
To verify the robustness of the ZDASC method, tracking
tasks are set under parameter uncertainty conditions. Retain
the commands of angle of attack and bank angle, and con-
duct 100 Monte Carlo simulations. Figs. 5-8 show the results
of 100 Monte Carlo runs considering model uncertainties,
where the aerodynamic parameter in the model are assumed
to have a random deviation within ±20% from their nominal
values. It can be observed that the two outputs tracking errors
and the sideslip angle can converge to a small region around
zero, and no saturation is observed for the responses of inputs
δe and δa. The Monte Carlo simulations indicate that ZDASC
method has good robustness against model uncertainties.

Set the attack angle and tilt angle to sine commands,
with an attack angle amplitude of 5◦, a bank angle
amplitude of 25◦, and sine period of 100 seconds, while

VOLUME 12, 2024 94319



Y. Wang et al.: ZDASC for Underactuated RLVs With Nonminimum Phase Property

FIGURE 10. Monte carlo simulation results: (a) Elevator deflection δe, (b) Aileron deflection δa.

FIGURE 11. Monte carlo simulation results: (a) Internal dynamic η1, (b) Internal dynamic η2.

still maintaining ±20% parameter uncertainty, and con-
duct 100Monte Carlo simulations. Figs. 9-12 show the results

of 100 Monte Carlo runs of sine commands considering
model uncertainties.
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FIGURE 12. Monte carlo simulation results: S2.

It can be observed that the two outputs tracking errors and
the sideslip angle can converge to a small region around ori-
gin, and no saturation is observed for the responses of inputs
δe and δa. The Monte Carlo simulations indicate that ZDASC
method presents good robustness against model uncertainties.

V. CONCLUSION
A zero dynamic active suppression control (ZDASC) scheme
is developed for an underactuated nonminimum phase RLV
system. First, the RLV system is converted to B-I standard
form, based on which a criterion of nonminimum phase prop-
erty is given by the stability analysis of internal dynamics.
A B-I-based ZDASC method is proposed, achieving asymp-
totic tracking of outputs while stabilizing internal dynamics.

The salient features of the proposed approach are twofold.
One is presenting a computable criterion for the nonmin-
imum phase property of RLVs based on its B-I standard
model, by which we can effectively determine the nonmin-
imum phase property based on aerodynamic parameters of
the RLVmodel. The other is transforming the output tracking
problem into stabilization problem of an augmented system
consisting of internal dynamics and dynamic compensator.
ZDASC achieves output accurate tracking without solving
the ideal internal dynamics, which reduces the computational
complexity and enhances system robustness. In particular, the
overall approach shown here provides a practical solution to
achieving RLV reentry attitude tracking control under real-
istic conditions. It confirms the advantages of the proposed
method by contrast simulations and Monte Carlo simulations
conducted in this work. The proposed control architecture
may also be applied to other underactuated nonminimum
systems.
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