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ABSTRACT In recent years, social media has significantly influenced how we share information and
exchange messages. However, a significant issue arises from the fast dissemination of deceptive information
portrayed as legitimate, which may seriously affect both people and society. Identifying unmonitored
‘deceptive text’ has become a crucial concern in mainstream media due to its potentially damaging impact.
Although there have been recent studies that have developed AI models capable of identifying deceptive
text in other languages, there is a scarcity of research focused on detecting detective text specifically in
the Arabic language. This paper presents a novel Arabic deceptive text detection dataset constructed from
publicly available resources. The dataset offers a unique distinction between formal and informal text genres,
reflecting the diverse communication styles encountered in real-world deceptive language. We evaluate the
performance of various machine learning (ML), deep learning (DL), and transformer-based models on this
dataset for classifying text as deceptive or non-deceptive. The study investigates the impact of incorporating
additional textual features including morphological features, psycholinguistic features, and sociolinguistic
features alongside the raw text data. Our findings demonstrate that the AraBERTv2 model, after fine-tuning
the Arabic dataset and incorporating textual features, achieves the best classification performance. This
research contributes a valuable resource for Arabic deceptive text analysis and highlights the effectiveness
of fine-tuned AraBERTv2 models with enriched features for such tasks.

INDEX TERMS Deceptive Arabic text, machine learning, deep learning, transformer, Arabic text
classification.

I. INTRODUCTION
The proliferation of online platforms introduces a challenge
stemming from diverse content quality. Put simply, the term
‘‘false information’’ is commonly employed to describe
low-quality content [1], which encompasses any written or
audio-visual content with the potential to deceive, confuse,
or misinform individuals making online decisions [2]. Decep-
tion, as a concept, refers to the deliberate communication
of messages and information with the intent to generate a
false conclusion [3]. In textual context, deception involves
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presenting information in a way that conceals or distorts
the truth by using carefully crafted language and persuasive
techniques, leading readers to form incorrect interpretations
or conclusions. Deceptive texts can take various forms, such
as fake news, fake reviews, review spam, or phishing emails.
Fake news involves a news article, like a report, editorial,
or expose, intentionally being deceptive [4]. Deceptive
reviews on products or services are intentionally crafted to
seem real, aiming to benefit businesses by boosting their
finances and reputation. These reviews come in different
styles, languages, content, and lengths, making it challenging
for people to spot deceptive reviews on their own [5].
Review spam includes reviews that go from merely irritating
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self-promotions or unrelated announcements to purposely
dishonest product reviews aiming to deceive consumers [6].
Additionally, phishing emails aim to deceive or trick the
recipient into sharing sensitive information. Various methods
are used to persuade email recipients, like clicking a link to a
fake website, providing information directly, or downloading
an email attachment that contains harmful software [7].
Studies suggest that humans can only detect deception

with an accuracy rate of 54%, emphasizing the need for
machine learning to automatically classify texts [8]. The
detection of deceptive text has been explored in various
forms, including news, reviews, and spam. Numerous studies
have focused on text analysis for detecting deceptive text
in different languages. In contrast to previous research
that predominantly focused on identifying deceptive text
in Arabic within specific genres, this study adopts a more
comprehensive approach. We aim to thoroughly explore
deceptive text across genres, including news articles, tweets,
messages, reviews, and emails. The aim of this research is
to develop innovative AI solutions capable of effectively
detecting deceptive Arabic text in any given genre. Building
on the foundation laid by prior studies, which highlighted
the significance of deceptive cues identified as textual
features for constructing machine learning models that detect
deceptive text [9], [10], our research extends this exploration
to modern learning techniques, such as transformers. We also
specifically focus on evaluating the effectiveness of deceptive
textual characteristics identified in previous research and
assess their impact when integrated into different models
trained to identify deceptive text across genres. The proposed
research holds substantial significance on multiple levels:
it addresses the urgent challenge of combating deceptive
Arabic text while contributing to the advancement of
Arabic language processing. By comprehensively addressing
deceptive Arabic text across diverse genres, this research has
the potential to significantly improve the quality of online
Arabic content and enhance user safety.

This study’s contributions are:
• Develop an Arabic deception detectionmodel capable of
identifying deception from diverse text genres, including
formal genres like news articles and informal ones like
tweets and reviews.

• Comprehensive comparison and evaluation of various
models, includingMachine Learning (ML), Deep Learn-
ing (DL), and transformer models, utilizing distinct
features for enhanced Arabic deception detection.

• Introduction of the first Arabic phishing email dataset,
translated from real English phishing emails for com-
prehensive analysis.

• Provide a thorough analysis of the challenges associated
with detecting deceptive text in Arabic.

The rest of this study is organized as follows. Section II
provides a comprehensive summary of related work. Sec-
tion III provides an overview of the problem description.
Section IV describes the employed methodology in details.
Sections V, VI and VII present the experimental results,

error analysis, and discussions and limitations. Finally, the
concluding remarks are presented in Section VIII.

II. RELATED WORK
In the realm of identifying deceptive opinions, particularly
false reviews in Arabic, the study in [11] extends beyond
the use of lexical features (e.g., emotionalism, reflexivity,
number of positive words, etc). It introduces innovative
semantic features inspired by the analysis of discourse parse
and rhetoric relations in Arabic. This involves acknowledging
the significance of phrase units in the Arabic language
and grammatical studies, which leads to the selection of
commonly used unit markers and relations for computing
the proposed features. These features, combined with lexical
features obtained from a translated dataset (English to
Arabic). The study utilizes a semi-supervised Support Vector
Machine (SVM) for the classification of reviews, yielding
noteworthy results with an 86% and 93% F-measure and
accuracy, respectively. However, only classicalML classifiers
are used for classification, as well as the reviews dataset used
was translated from English.

A comprehensive overview of the Arabic AI Evaluation
(ArAIEval) shared task, which is part of the first ArabicNLP
2023 conference held in conjunction with the Empirical
Methods in Natural Language Processing Conference, con-
ducted by [12]. Two task’s primary objectives are identified.
The first task is to detect persuasion techniques in diverse
content, including tweets and paragraphs from news articles.
This comprises two sub-tasks: binary classification to deter-
mine if a text snippet contains any persuasion technique,
and multi-label classification to identify the propaganda
techniques present. The dataset utilized for the task includes
156 tweets sourced fromArabic news accounts on Twitter and
news articles from the AraFacts dataset [13], which features
claims verified by Arabic fact-checking websites.

The other task targeted tweets and was organized into two
sub-tasks as well, The first is to identify whether a tweet is
disinformation or not, and multiclass classification to classify
the disinformation tweets as hate-speech, offensive, rumor,
or spam. The dataset used for this task includes 20K tweets
related to COVID-19.

Notably, the majority of participating teams’ proposed
models for both tasks relied on fine-tuning transformer
models like AraBERT and MARBERT. The highest Micro
F1 for the binary classification of the first primary task
was achieved at. 76 by [12] and at. 90 for the multi-label
classification task in the second primary task by [14].

The team [12] took the first place for the first primary
task which is to identify a multi-genre (a tweet or news
paragraph) and whether it contains persuasive content. The
study adjusted the MARBERT model through multitasking,
comprising a primary binary classification task to detect
persuasive techniques in text overall, and an additional task
concentrating on categorizing texts by type (tweet or news).
The additional task aimed to enhance the primary task by
enabling the learning of distinct lexical and syntactic features
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FIGURE 1. Arabic text deception detection framework, where ML stands for machine learning models, and DL stands for deep learning
models.

related to persuasive content in tweets or news. Due to the
imbalanced dataset, focal loss was utilized to optimize both
tasks. The proposed model achieved the top rank on the
leaderboard during the evaluation of the test set.

The other team [14] applied extensive preprocessing to
tackle issues such as code-switching and the inclusion of
emojis in tweets. The segments of the tweets that were
not in Arabic were translated automatically into Arabic.
Instead of eliminating emojis and hashtags, they were
transformed into descriptive Arabic text to maintain the
sentiment expressed in the tweets. The team explores large
language models, particularly AraBERTCovid19 [15] with
fine-tuned hyperparameters to address the computational
expense of large models (AraBERT), as well as explores
a soft-voting ensemble for the binary classification task
(misinformative or not) and multi-class classification task
(identify specific types of disinformation within a tweet
encompassing hate speech, offensive language, rumors, and
spam) disinformation classification tasks. As a result, the
team reports a successful integration of meticulous prepro-
cessing and hyperparameter-optimized AraBERT models,
resulting in a first-place performance in both binary and
multiclass disinformation classification tasks. For the binary
task AraBERT model slightly outperformed the ensemble
model, whereas the ensemble model outperformed the multi-
classification model. This may be explained by the fact that
multi-class problems are inherently complicated and need to
better capture more subtle relationships in the data.

The study by [16] manually annotated a substantial dataset
comprising 40,000 tweets in Arabic, encompassing both
deleted and non-deleted tweets categorized into fine-grained
disinformative classes, including hate speech, offensive,
rumor, and spam. The study aimed to develop classification
models for predicting the likelihood of a tweet being deleted
before posting and identifying potential reasons for deletion.

The proposed models consisted of a binary classification
model to distinguish deleted from non-deleted tweets, another
binary model for classifying disinformative versus non-
disinformative tweets, and a multiclass model for fine-
grained classification of disinformation labels. The approach
incorporated both classical algorithms, such as Random
Forest (RF) and Support Vector Machines (SVM), and
DL algorithms utilizing pre-trained Transformer models,
specifically AraBERT and XLM-R.

The experimentation revealed that the optimal settings for
each model achieved noteworthy F1 scores of 0.902, 0.895,
and 0.752, respectively. These results underscore the efficacy
of the models in predicting tweet deletions and classifying
disinformative content. Notably, the identification of deleted
tweets has the potential to contribute to the development
of annotated datasets for misinformative and disinformative
categories, representing a significant advancement in the
detection of disinformation on social media.

III. PROBLEM DEFINITION
This work tackles the challenge of identifying deception in
Arabic text. We approach this problem in two ways: First,
by building a model that can classify Arabic text as either
deceptive or non-deceptive. Second, by investigating the
impact of incorporating additional textual features into the
detection process. In essence, this classification task involves
feeding the model Arabic text, the model then analyzes this
data and predicts a binary outcome. Formally, our problem is
defined as follows:

A. PRELIMINARIES
Let D = {d1,d2, . . . ,dn} denotes a set of n documents, and
each document di is represented as an ordered sequence of
words (a.k.a., terms), denoted as di = (t1i , t

2
i , . . . , t

m
i , . . .),

where |di| ∈ N.
Let Y = {yd} ∀d ∈ D be the set of ground truth labels

for each document, where ydi = 0 means document di is a
deceptive document, and ydi = 1 means document di is a
non-deceptive document.

B. PROBLEM DEFINITION (TASK 1)
Given a pair of documents and labels (D, Y), our objective is
to learn a function f that maps a document d to a label y. This
is given by the formula in Eq. 1.

y = f (d) (1)

In this case, the function f represents a supervised binary
classifier. f can be a machine learning model, a deep
learning model or a transformer-based model. Details of the
selected models are presented Section IV. Different subsets
of the dataset (D, Y) are used to train/validate and test the
performance of the model f .
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TABLE 1. Overview of selected datasets.

C. PROBLEM DEFINITION (TASK 2)
Given a pair of documents and labels (D, Y), our objective
is to investigate the impact of textual features learned from
the raw dataset, D. Thus, our objective in this task is to learn
a function f that maps features learned from document d,
textualFeatures(d), to a label y. This is given by the formula
in Eq. 2.

y = f (textualFeatures(d)) (2)

Similarly to Task 1, f can be a machine learning model,
a deep learning model or a transformer-based model. The
representation of the model’s input (i.e., feature engineering)
varies according to the selected model. Details of model
selection for f , and feature engineering are provided next in
Section IV.

IV. METHODOLOGY
To address the problem defined in Section III, we employ
the pipeline presented in Fig. 1. The proposed pipeline is
composed of five main components: dataset (Section IV-A),
data pre-processing (Section IV-B), feature engineering
(Section IV-C), model selection and training (Section IV-D),
and finally model evaluation (Section IV-E). Each component
is described in details in the following sections.

A. DATASET
In compliance with legal and ethical standards, this study
uses only publicly available data designated for research
purposes. It utilized a comprehensive Arabic dataset collected
from various open-source repositories, previously employed
by other scholars/articles with a primary focus on detecting
deception. We considered both formal and non-formal
text genres in the collection in order to train and test
various models. This deliberate inclusion aims to provide a
diverse range of linguistic styles, vocabulary, and to ensure
inclusiveness of cultural and dialectical variations for the
models to learn from.

For formal text genre, the datasets included were from
works of [9] and [17]. The formal dataset included fake

news articles that were published or generated on Twitter
(which is currently namedX), from accounts of fact-checking
platforms, which are Akeed,1 Misbar,2 and Fatabyyano.3 The
latter included fake news articles that were human-generated
and modified real articles to produce fake articles. Both
datasets contained formal language imitating those found in
a journalistic text genre, whereas the real articles in both
datasets were collected from widely known news agencies
such as Aljazzera,4 Okaz,5 Russia Today Arabic,6 and Sabq.7

For the informal text genre, we used what has been used in
previous research to detect fake text which are rumors tweets,
reviews, and spam tweets. The rumors tweets dataset was
from the study of Houari et al. [18], which included rumors
about COVID-19 detected on Twitter. The fake reviews
dataset was the work of Alharthi et al. [19], which was an
Arabic-translated version of Amazon Review Data8 and it
included original customer reviews and computer-generated
fake reviews. The Arabic spam tweets dataset was a presented
work of [20], which included a variety of spam and ham
tweets displayed on Twitter. The ham tweets were extracted
from well-known news platforms such as Al Arabiya,9Al
Hadath,10 and Sky News Arabia11. Table 1 displays an
overview of the selected datasets, and Table 2 shows a sample
of deceptive text (a.k.a., spam, fake, false) and non-deceptive
text (a.k.a, real, true, ham).

Upon combining all the datasets, a significant imbalance
between the two classes would arise. To overcome the imbal-
ance of the gathered datasets, we selected the first 500 articles

1https://www.jmi.edu.jo/en/akeed-duke-reporters
2https://misbar.com/en/about-us
3https://fatabyyano.net/
4https://www.aljazeera.com/
5www.okaz.com.sa
6https://arabic.rt.com/news/
7www.sabq.org
8https://www.kaggle.com/datasets/rogate16/amazon-reviews-2018-full-

dataset
9https://www.alarabiya.net/
10https://www.alhadath.net/News
11https://www.skynewsarabia.com
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TABLE 2. Sample dataset for deceptive and non-deceptive classes.

from each dataset to form this dataset. This method ensured
an inclusive and varied collection of articles for our research,
capturing a broad spectrum of genres while maintaining a
manageable size for thorough examination. First, since the
least number of articles were from the deceptive-formal genre
in [9] and [17], we merged all of the available articles in
the dataset, which included 2500 deceptive formal articles.
Second, for the non-deceptive-formal genre, we selected the
first 2000, and 500 articles from the same previous datasets,
respectively. Third, for the informal genre for both classes,
deceptive or non-deceptive, we selected the first 834 articles
compatible in length across all [18], [19], and [20] datasets
for both classes, to ensure balance with the formal genre.
Throughout this process, 2,500 text statements were labeled
as ‘deceptive’ and 2500 text statements labeled as ‘non-
deceptive’, and diversely written in formal and informal text
genres.

Furthermore, we have developed an Arabic phishing email
dataset to evaluate the performance of the optimized trained
models on an unseen dataset. We selected phishing emails
because they demonstrate a deceptive behavior akin to that
observed in the previously created datasets. Additionally,
there is limited availability of Arabic phishing email datasets,
despite their significant impact on individuals.12 We relied on
translating an open-source English phishing emails dataset
compiled by [21] to Arabic, and balancing it with non-
phishing emails from the Enron project published publicly in
CarnegieMellon University’s School of Computer Science.13

Both datasets included labels such as the date of the email
and email ID. Since these labels are irrelevant to our work,
we only extracted the ‘‘context’’ label, which contains the
textual content of the email. We employed Marian MT,14

a neural machine translation tool, to translate the emails.
This tool has been found effective in similar translation
projects [22], [23]. A total of 100 phishing and 100 non-

12https://gulfbusiness.com/saudi-arabia-led-gcc-in-number-of-phishing-
attacks-in-q2-kaspersky-report/

13http://www.cs.cmu.edu/enron/
14https://marian-nmt.github.io/

TABLE 3. Statistical summary of training, testing, validation datasets.

phishing emails were incorporated into the development of
the Arabic phishing email dataset. Phishing emails were
labeled as ‘deceptive’ and non-phishing emails were labeled
as ‘non-deceptive’. The dataset can be freely accessed in
Github9.15

Table 3 shows the statistics for used datasets. Overall,
the inclusion of multiple text genres from different sources
ensures that our study accounts for cultural and dialectical
diversity, mitigating potential biases in the analysis of
deception detection.

The decision to focus on protecting user privacy, ethical
concerns, and the need to adhere to stringent data protection
regulations, we selected datasets that were publicly accessible
or provided upon request by their original authors. The
datasets did not include any personally identifiable informa-
tion about the contributors. In this study, the datasets only
included the textual content and class labels for the purpose
of this study.

B. DATA PRE-PROCESSING
Text pre-processing stands as a vital phase in natural
language processing (NLP), encompassing the cleansing and
transformation of unstructured text data to prepare it for
classification using selected models. The dataset utilized
in this study includes various genres, including formal
and informal texts such as tweets, often presented in an
unstructured form. It also may exhibit diverse word variations
for a single term and it may contain emojis, hashtags,
and nonalphabetic characters. Consequently, applying feature
extractions and text classification to such data can yield
poor results. To address these challenges, the following
common Arabic text pre-processing steps were conducted
using Tasaheel tool16 [24]:

• Cleaning: This involves the removal of diacritics,
punctuation marks, and non-alphabetic characters such
as emojis, hashtags, emails, and web page links.

• Normalization: This involved elongating words by
removing the repetition of three or more characters
normalized the three Arabic letters: Alef , Alef
maqsoura and ta-marbouta .

• Tokenization: This involves separating a piece of text
into smaller chunks called tokens. It is important

15https://github.com/Hanen-Tarik
16Tasaheel is an Arabic NLP toolkit that provides several NLP tasks

including pre-processing and automotive textual analysis.
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TABLE 4. Comparison of text data before and after pre-processing.

because unstructured text can be converted into indepen-
dent words that can be easily analyzed.

Table 4 provides a comparison of text data examples before
and after undergoing three pre-processing tasks: tokenization,
normalization, and cleaning.

The pre-processing steps had a significant impact on
enhancing the data quality. By meticulously cleaning and
normalizing the text, we greatly reduced unwanted noise and
ensured the model focused on relevant linguistic features.
Additionally, tokenization structured the text for analysis,
making it easier to extract meaningful patterns and features
efficiently.

C. FEATURE ENGINEERING
In order to feed the pre-processed data to selected models,
we use the standard TF-IDF representation for unstructured
documents, which is further described in Section IV-C1.
Additionally, we employ a set of diverse textual features,
described in detail in Section IV-C2, with the objective of
testing its adequacy in detecting Arabic deceptive text.

The TFDIF method is a prominent approach for extracting
features from text and has shown great effectiveness in tasks
concerning text classification. They have been proven to be
vital in training Arabic text classification models in general,
such as emotion classification [25], sentiment analysis [26],
and in deception detection in various formats such as
spam [27], fake online reviews [28], and phishing emails [5].
As for the textual features, the notion that deception includes
an individual who has many emotions, motives, expressions,
and behaviors that influence the behavioral signals they
send to an outsider, motivated scholars to investigate these
vital indicators to detect deception [29]. To study these
indicators, they focused on extracting parts of speech [30],
emotions [31], sentiment [32], and linguistics [33], [34], [35]
from the text, which all proved to be essential in detecting
deception.

1) TERM FREQUENCY-INVERSE DOCUMENT
FREQUENCY(TF-IDF)
Term Frequency-Inverse Document Frequency (TF-IDF)
assigns weights to words based on their relative importance
within a document and across the entire corpus. This

technique aims to highlight words that are more distinctive
and informative while moderating common words that carry
less meaning.

Mathematically, TF-IDF for a term t in a document d is
calculated as:

TF-IDF(t,d) = TF(t,d) × IDF(t) (3)

where TF(t,d) is the term frequency of t in d, representing
the raw count of t’s occurrences in document d, and IDF(t)
is the inverse document frequency of t , calculated as:

IDF(t) = log
(

n
df(t)

)
(4)

where n is the total number of documents in the corpus, and
df(t) is the number of documents containing t .

2) TEXTUAL FEATURES
The author’s writing style may result in language leakage,
some of which may signal the presence of deceptive text [36],
such as hedging words [37] and emotion words [38]. This
being said, three textual feature sets were composed: morpho-
logical, psycholinguistics, and sociolinguistics. These textual
feature sets were composed to analyze the text from different
writing perspectives. Each of these categories is further
explained below. The textual features were extracted using
the Tasaheel textual analysis tool [24], and the list of all
extracted textual features is available in Table 5. The extracted
textual features are represented in a tabular form. These
features were used to train selected ML and DL models,
as depicted in Fig. 1.
First, morphological features are the theoretical study

of lexemes, their linguistic structure, and their syntactic
connections within a given language. It includes part-of-
speech (POS) tags. These POS tags provide information
about the grammatical role of each word in the text. Part of
Speech is a word’s assigned word tags that comply with its
role in a sentence. These have been effective in detecting fake
news [39], [40], and identifying spammers on Twitter [30],
[41]. This textual feature category is capable of producing a
comprehensive set of markers to investigate the text, as they
are the main blocks used to create statements. Thus, the
POS examined were limited to those specific POS that
previous studies found useful in deception detection [39],
[42], [43], [44], which are nouns, verbs, adverbs, adjectives,
and proper nouns, conjunctions, prepositions, pronouns, and
proper nouns.

Second, psycholinguistics features are primarily inter-
ested in exploring linguistic awareness and the cognitive pro-
cesses involved in the development of thoughts. Linguistics
are certain syntactic categories that are too fine-grained to be
captured by general POS. Each syntactic unit conforms to a
certain linguistic purpose, which is used to build meaningful
statements. In some cases, the embedding of these linguistic
categories identifies unique features associated with their
writing and identifies certain characteristics of the deceiver
[35], [45]. In this study, the set of deceptive cues as linguistic
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FIGURE 2. Sample of some extracted textual features.

TABLE 5. Textual features.

markers investigated are as follows: assurance [46], nega-
tions, [47], justification [48], intensifiers [35], hedges [49],
illustrations [50] exceptions [34], and oppositions [33],
positive and negative terms.

Third, sociolinguistics features investigate the correlation
between society and language as a sub-field of linguistics.
It encompasses the emotional and social elements that
individuals engage with. The lying nature of the deceptive
text has been found in several studies [31] associated with
emotional language. Early studies suggested that liars tend
to cover their lies by embedding emotional language within
their writings [51]. More specifically, studies by [52] and [53]
found that liars tend to usemore emotional words to hide their
lies. Meanwhile, some studies found a correlation between
the use of highly emotional words and fake news [54], [55].
Therefore, six essential human emotions—anger, disgust,
fear, sadness, joy, and surprise [51] and eight social elements,
were used to analyze the sociolinguistics state of each text.
Table 3 displays all twenty-nine textual features examined.
Moreover, Figure 2 displays a sample of the textual features
extracted for each article.

D. MODEL SELECTION
As mentioned earlier, the study aims to comprehensively
evaluate different algorithmic approaches and their effective-
ness in detecting deception in Arabic text. We believe that
employing a multi-model approach contributes to a deeper
understanding of the strengths and limitations of various

machine learning methodologies in addressing this complex
task. Firstly, we selected various ML models, including
Logistic Regression (LR), Random Forests (RF), Decision
Trees (DT), and k-nearest Neighbors (KNN), to cover a range
of linear, non-linear, and tree-based approaches. Also, these
models are recognized for their effectiveness in detecting
deception in text across different languages, as supported by
existing literatures [11] and [56]. However, we acknowledge
that ML models may face challenges in capturing complex
patterns and dependencies within text data, particularly in
high-dimensional feature spaces, which could impact their
accuracy in deception detection.

In addition to ML models, we incorporated DL models
such as Long Short-Term Memory (LSTM) networks,
Recurrent Neural Networks (RNNs), Gated Recurrent Units
(GRUs), and Convolutional Neural Networks (CNNs).
DL models are known for their ability to capture intricate
patterns and dependencies in sequential data like text
and have been used in detecting deception [57], [58].
However, DL algorithms are prone to overfitting with large
datasets, computationally expensive training, and difficulty
in interpreting model decisions. Furthermore, we employed
transformer-based models, AraBERTv2 and Distilbert, due
to their state-of-the-art performance in various NLP tasks,
including Arabic text deception detection [12], [14], and [59].
These models utilize a self-attention mechanism to capture
global dependencies, handle long-range dependencies, and
are robust to sequence length variations. However, they
require significant computational resources for training,
and their complex architecture may pose challenges in
interpretation.

In summary, our model selection process was guided
by the goal of comprehensively evaluating different algo-
rithmic approaches while considering their effectiveness,
computational requirements, and interpretability in detecting
deception in Arabic text. The following section provides
an overview of the different models used in the study
experiments.

1) MACHINE LEARNING (ML) MODELS
Four ML classification models—specifically Logistic
Regression (LR), Decision Trees (DT), RandomForests (RF),
and k-nearest Neighbors (KNN) were utilized.

1) Decision Trees: A decision tree serves as a super-
vised learning algorithm utilized for classification
and regression tasks [60]. It adeptly discerns various
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ways of dividing datasets under changing conditions.
It strategically selects the best attribute, placing it at the
tree’s root, and subsequently partitions the training into
subsets based on dataset feature values. The impact of
nodes within the tree becomes more pronounced when
they are closely positioned.

2) Random Forests: Random Forest is an ensemble
learning technique consisting of numerous decision
trees [61]. It utilizes a blend of bootstrap aggregating
(bagging) and feature randomization to improve the
accuracy of predictions. The individual decision trees
are trained on random subsets of the data, and their
results are combined to formulate predictions. This
ensemble methodology enhances the overall perfor-
mance of the model and reduces the

3) Logistic Regression: Logistic Regression is a super-
vised ML algorithm [62]. It operates on the principle
of probability, constraining its cost function to values
of 0 or 1. LR is recognized for its cost-effectiveness,
although its efficacy diminishes with high-dimensional
datasets. Additionally, its performance varies depend-
ing on whether the data is linear or non-linear. LR tends
to excel when data separability is high, positively
impacting its overall performance.

4) k-Nearest Neighbors: It is one of the simplest
classification methods. Classification in kNN relies on
a majority vote from the nearest training instances. The
distance metric, k distance, is computed using common
arithmetic measures [63].

2) DEEP LEARNING (DL) MODELS
Four DL models, namely Long Short-TermMemory (LSTM)
networks, Recurrent Neural Networks (RNNs), Gated Recur-
rent Units (GRUs), and Convolutional Neural Networks
(CNNs), have also been employed.

1) Recurrent Neural Networks: Are specifically
designed for learning sequences of data, primarily
employed in the classification of textual data. The
learning occurs at hidden recurrent nodes, relying on
information from their preceding layers of nodes.

2) Long Short-Term Memory: is a type of RNN that
captures sequential relationships among words within
a sentence [64]. Given that textual information can be
treated as time-series data, the order of words holds
a pivotal role in shaping the meaning of sentences.
The LSTM cell comprises four crucial components: the
forget gate, output gate, input gate, and update gate.
The forget gate determines what to discard from the
previous memory units, the input gate decides what
information to incorporate into the neuron, the update
gate modifies the cell, and the output gate produces the
new long-term memory.

3) Gated Recurrent Units: is a simplified variant of the
LSTM, offering reduced training time and enhanced
network performance [65]. The functionality of a GRU
cell closely resembles that of an LSTM cell, yet the

former combines the forget gate and input gate into
a unified update gate, utilizing a single hidden state.
Additionally, GRU merges the cell state and hidden
state into a singular state, resulting in half the number
of gates (update and reset gates) compared to LSTM.

4) Convolutional Neural Networks: is structured with
a series of interconnected layers, where the output
from one layer serves as input for the next. These
layers include a convolutional layer, a pooling layer,
and a fully connected layer, as outlined in the study.
The initial layer, the convolution layer, incorporates
multiple filters, 16 for different regions, each with
2 filters, to extract sentence features. These filters
convolve the input, generating feature maps of variable
lengths. The subsequent layer, max pooling, captures
essential features from the prior maps. The last layer
is a dense (fully connected) layer utilizing the sigmoid
function as an activation function [66]. This layer
produces the network’s output, indicating whether the
input sentence is positive or negative [67], [68]

3) TRANSFORMERS-BASED MODELS
This study incorporates two transformer-based models,
namely AraBERTv2 and Distilbert, which achieve the best
results in several NLP tasks. The transformer’s architecture
employs a self-attention mechanism, enabling the inclusion
of information from any input token in subsequent layers of
the network. Transformer-based models undergo pre-training
on large volumes of text and are later fine-tuned for specific
tasks using smaller datasets.

1) AraBERTv2: Bidirectional Encoder Representations
from Transformers (Bert) is a DL-based NLP frame-
work aiming to capture text contextual relations bi-
directionally [69]. The bi-directional relation allows
the Pre-Trained Embedding to train on the provided
text’s left and right context to better understand
its variation. Furthermore, it continues learning by
applying unsupervised learning on unlabeled text,
allowing it to improve its performance and mak-
ing it suitable for applications like Google Search.
The model utilizes the ‘asafaya/bert-base-arabic’ pre-
trained transformer model to tokenize Arabic text data
(a.k.a., AraBERTv2). This choice ensures an efficient
representation of linguistic nuances in the language.

2) Distilbert: is a lightweight variant of BERT that
uses minimal resources to generate comparable results
to the BERT model [70]. It uses the distillation
method, creating small models to mimic the process
and representation of the larger BERT model. Each
smaller model learns from BERT and updates its
weight using the following parameters: Distillation
loss, similarity loss, and masked language model mask.
The lightweight nature of Distilbert makes it suitable
for resource-constrained devices.

The previous base transformers follow a standard sequence
classification architecture. They include embedding for
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TABLE 6. Transformer-based models and details.

words, positions, and token types. The encoder comprises
multiple layers, each containing a self-attention mechanism
and feedforward layers. A pooling layer is employed to
generate a fixed-size vector for the final classification.
To leverage pre-trained language understanding while adapt-
ing to the specific classification task, the transformers’
parameters are frozen. Only the classifier layers are fine-
tuned during training. The details of these transformers,
including checkpoint names, total parameters, size, and the
training corpus associated with each, are detailed in Table 6.

With the objective to take full advantage of the features
generated by the basic word embedding and textual features
integrated with the best-performing transformer, we develop
a novel-enhanced AraBERTv2 model that is trained on these
features. In addition to processing text with AraBERTv2, the
enhanced model incorporates additional linguistic features
using a feature extractor. This feature extractor consists of a
linear layer as a fully connected multi-layer neural network,
followed by a ReLU activation function, processing linguistic
features before concatenating them with the AraBERTv2
output. The classifier layer takes the combined output of
the AraBERTv2 model and the feature extractor, using this
representation for the final classification. Similar to the
base AraBERTv2 transformer, AraBERTv2 parameters are
frozen during training, allowing the model to benefit from
pre-trained language understanding while adapting to the
task at hand. This model has approximately 2.85 million
trainable parameters, reflecting the additional parameters
introduced by the feature extractor and modified classifier
layer. In general, we fine-tune the model in accordance with
embedding these features. Specifically, the base model, the
dropout layer, and the classification layer are then jointly
trained on the input text embedding and the supplementary
features against the supplied target class (deceptive or non-
deceptive), as shown in Figure 3.

E. MODEL EVALUATION
Various metrics are used to evaluate the performance of
all compiled classification models. Common evaluation
metrics [71] were selected, as described below:

• Precision: It quantifies the precision of positive predic-
tions, representing the proportion of correctly predicted
positive cases out of all positive predictions.

Precision =
TP

TP+ FP
(5)

FIGURE 3. Enhanced transformer model architecture.

• Recall: It evaluates the model’s proficiency in identify-
ing all relevant instances. It measures the proportion of
true positive predictions among all actual positive cases.

Recall =
TP

TP+ FN
(6)

• F1-Score: It represents a harmonic mean of precision
and recall, providing a balanced assessment of these two
metrics. Particularly beneficial when seeking a single
metric combining precision and recall, it is calculated
as:

F1 =
2 × Precision × Recall
Precision + Recall

(7)

• Accuracy: It is the ratio of accurate predictions to
the total number of predictions, which provides a
comprehensive evaluation of the model’s performance.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(8)

where TP, TN, FP and FN stand for True Positive,
True Negative, False Positive, and False Negative,
respectively.

• AUC-ROC: The AUC-ROC curve, also known as the
AreaUnder the Receiver Operating Characteristic curve,
is a visual depiction that shows how well a binary
classification model performs at different classification
levels. In machine learning, it is standard to use this
method to evaluate a model’s capacity to differentiate
between two classes, generally referred to as the positive
class and the negative class.

V. EXPERIMENTS
A. EXPERIMENTAL SETTINGS
In this section, we present the experiments for the compiled
models adopting ML, DL, and transformers. Extensive
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TABLE 7. Hyperparameter tuning for ML models.

TABLE 8. Parameters and configurations for DL models.

experiments for Arabic deception detection were carried out
to show the impact of using TF-IDF, textual features, pre-
trained transformers, and an enhanced AraBERTv2 by fine-
tuning themodel and employing the deceptive specific textual
features. This study utilizes essential feature engineering
approaches, namely TFIDF and textual features, in ML and
DL models. These strategies are not used in transformer-
based models. Transformers have a dual purpose, operating
as both feature extractors and classifiers. Manual feature
engineering is unneeded for transformer models.

However, specifically for ML, it is necessary to use
comprehensive feature engineering methods in order to
extract important and relevant features from the text.
The transformers’ models use pre-trained contextual word
embeddings with attention methods to preserve semantic
information. They take tokenized special text as input.
The TFIDF and textual characteristics are unsuitable for
representing semantic information, which results in the loss
of semantic information during the creation of transformers.
To achieve this, appropriate tokenizers were applied for the
transformers.

Table 7 details hyperparameter tuning for the ML models
employed, while Table 8 provides a detailed breakdown of the
parameters assigned for the DL models. Moreover, Table 9
presents the hyperparameters of the advanced pretrained
transformer-based models. The majority of parameters reside
within the pre-trained models which represent the core
architecture. We used HuggingFace’s Transformers in [72] to
leverage the pre-trained models.

The experiments have been implemented using a
server endowed with an Intel(R) Xeon(R) E5-2670 CPU,
NVIDIA(R) GeForce GTX 1080 GPU with 8 GB video
memory, and 64 GB RAM. The models were utilized by

TABLE 9. Parameters and configurations for transformers.

Google Colab17running on Python 3.0. The organized dataset
included 5k deceptive and 5k non-deceptive Arabic textual
statements. To test and evaluate each compiled model, it was
split into 80% ( 8000 statements) training, 10% (1000
statements) validation, and 10% (1000 statements)testing.
These computational settings generated averages of samples
per second, steps per second, and overall runtime for all
the developed models, which by 397.03, 54.1, and 0.054,
respectively.

B. EXPERIMENTAL RESULTS
In this section, the performance of ML, DL, and transformer
models trained on diverse feature sets in identifying deceptive
or non-deceptive Arabic text is evaluated. Tables 10, 11,
and 12 offers a comprehensive summary of the classification
metrics, including precision, recall, F1-score, and accuracy,
for both deceptive and non-deceptive classes.

1) ML MODELS RESULTS
Table 10 displays the performance of the four ML models in
classifying the text as deceptive or non-deceptive, utilizing
various features. When employing TF-IDF, RF obtained an
accuracy of 92%, whereas LR, DT, and KNN achieved
an overall accuracy of 91%,83%,and 91%, respectively.
LR and DT showed a similar accuracy of 84% when
using textual features. RF also performed well with an
90% accuracy, providing balanced precision, recall, and F1-
scores for both classes. Notably, TF-IDF features consistently
achieved the best results across all ML models and metrics.
This suggests that, in this context, the choice of features,
particularly TF-IDF, significantly contributed to the overall
model performance.

2) DL MODELS RESULTS
As shown in Table 11, the performance of the DL models
across different features reveals varying performances in
categorizing text as deceptive and non-deceptive. When the
DL models employed TF-IDF features for text classification,
they showed low performance. Specifically, the LSTM and
RNN models demonstrated unusual behavior, achieving a
precision score of less than 50% for deceptive cases but a
corresponding similar score for recall, indicating a failure

17https://colab.google/
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TABLE 10. Performance of ML models.

TABLE 11. Performance metrics for DL models.

to identify any actual deceptive instances. Conversely, the
precision for non-deceptive cases was moderate, suggesting
some false positives. The GRU model faced challenges with
a deceptive precision of 51% and a non-deceptive precision
of 41%, while the CNN model struggled with imbalanced
performance, resulting in a deceptive precision of 53% and
a non-deceptive recall of 47%. The presence of low scores
below 50% in precision and recall indicates the limitations of
DL models when using TF-IDF features.

Textual features showcased strong performance, particu-
larly with RNN and CNN achieving the highest accuracy at
89%. On the other hand, LSTM and GRU exhibited lower
performance, achieving 86% and 85%, accuracy respectively.

3) TRANSFORMER-BASED MODEL RESULTS
Table 12 outlines the performance of AraBERTv2 and
Distilbert, two transformer-based models known for their

TABLE 12. Performance metrics for transformer models.

effectiveness in NLP tasks. The results showed AraBERTv2
achieving 93% accuracy, with Distilbert close behind at 92%.
Notably, the enhanced AraBERTv2 model, incorporating
pre-trained embeddings and textual features, demonstrated
improvement, achieving the highest accuracy of 95%. The
model outperformed similar ML models compiled by [9]
on a fewer set of textual features, reaching an accuracy of
78%. It also surpasses models developed by [73], achieving
an accuracy of 88.8 % by utilizing the fastText pre-trained
word embeddings in conjunction with CNN and BiLSTM.
It also outperformed a more recent transformed-based model
developed by [74], which reached 87%. This indicates
the potential of leveraging both transformer-based models
integrated with deceptive- -textual features to optimize the
task of automating Arabic deception detection.

VI. ERROR ANALYSIS
We conduct a thorough analysis of the performance of
the enhanced model, focusing on the misclassified text
instances. The analysis found that 22% of them were of
formal genre compared to 8% non-formal. Similar to the
misclassified phishing emails previously stated, this may
be explained as deceptive text written in a formal genre
following a unified writing style, to imitate the formal
writing style found in ‘‘non-deceptive’’ text, which causes
minimum differences between them. For example, as seen in
table 13, a non-deceptive article was classified as deceptive
(FP) because it contained negative and intensifier terms such

as similar
to those found in deceptive articles. This notion is mostly
noted in studies such as [34] and [40], which found that
deceivers tend to imitate the language of non-deceivers to
present themselves as genuine. Compared to the fact that
formal descriptive articles misclassified as non-deceptive
(FN), as seen in table 13, contained no significant language
difference, thusmistakenly classified. On the other hand, non-
formal deceptive text was mostly attainable as it included
many intensifiers, justification, hedges, and a variety of
adverbs. Some of their content was composed of ‘‘made-up’’
events tailored with supporting adverbs in terms of time and
place, to support their ‘‘made-up’’ events. Others, contained
‘‘ eye-catching’’ phrases tailored with intensifiers, to lure the
reader to interact with their content. Nonetheless, our optimal
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FIGURE 4. Dominant textual features.

model had the ability to detect deceptive text in several genres
with respect to the formal and informal writing language.
These findings are supported by the most dominant textual
features found which are nouns, pronouns, location, time,
conjunctions, and adjectives used to weave in the ‘‘made up’’
events, accompanied with details to support the fabrication.
In support, we find that some of the dominant textual features
are nouns, adjectives, adverbs, intensifiers, and proper nouns.
Figure 4 displays them in order of their effect on the models’
performance.

A. EXPERIMENTAL RESULTS ON UNSEEN
DATASET-PHISHING EMAILS
Aiming to ensure the validation of our model’s performance
in detecting any form of deceptive text, we conduct this
vial experiment. In this experiment, we assess the perfor-
mance of the enhanced AraBERTv2 model not only against
independent and unseen data but also against a new form
of deceptive text (phishing email). The phishing emails
dataset, composed of 200 emails (100 phishing and 100 non-
phishing emails), is used as an input to the model as unseen
data. The Phishing Email dataset was subjected to identical
pre-processing steps as the main dataset used for training
models, followed by the extraction of textual features from
it. The results of ML models, RF, DT, KNN, and LR on
the unseen dataset were a range of low accuracy from KNN
with TF-IDF, 40%, and the highest accuracy in RF with
textual features, 59%. Moreover, the accuracy of the DL
models was achieved by CNN trained on TF-IDF, 51%,
with the lowest attained by RNN trained on textual features,
48%. Furthermore, concerning the transformers, the highest
accuracy was achieved by AraBERTv2, 50%, and a poor
result by Ditibert, 46%.

TABLE 13. Samples of misclassified articles.

The performance of the enhanced AraBERTv2 in terms
of its prediction of the unseen test data is displayed in
Table 14. According to the results, we find that the model
achieved 70% F1-score for deceptive and 67% for non-
deceptive text. Once more, we discover that non-deceptive
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TABLE 14. Performance of enhanced AraBERTv2 on unseen data.

text could be challenging for themodel to classify as they lack
deceptive textual cues compared to deceptive text. Though
the model’s performance was not as high as in the previous
trials, we suggest that the nature of phishing emails presented
in a formal language imitating the non-phishing (legitimate)
emails, caused a challenge for the model to detect useful
deceptive cues. Nevertheless, the enhanced AraBERTv2
achieved a 69% accuracy in detecting deceptive text, which
demonstrates the beneficial impact of encompassing these
textual features in the model’s compilation.

VII. DISCUSSION AND LIMITATION
This research aims to propose a methodology for an Arabic
deception detection framework capable of discerning various
text genres, including formal (e.g., news articles) and non-
formal (e.g., tweets and reviews). The goal is to frame
this as a binary classification task, employing diverse
models that incorporate innovative ML, DL, and transformer
models with different features and comparing them. We also
investigated the effectiveness of deceptive cues as textual
features combined with pre-trained word embeddings for
models compiled by transformers. The textual features
used to train the assembled ML and DL models achieved
high performance, with accuracies over 80% in all ML
models and LSTM in DL models. The transformers trained
by pre-trained embedding models gave high accuracies,
with AraBERTv2 reaching the highest 92%. This may be
explained as large-scale text corpora are utilized to train pre-
trained transformers with unsupervised or semi-supervised
learning objectives. Without the need for explicit textual
features, these objectives, such as language modeling or
obscured language modeling, motivate the model to acquire
meaningful representations directly from the raw text data.
Training the transformed-basedmodels on only these features
might limit their learning ability to different beneficial
features. In support, compiling an enhanced AraBERTv2
model pre-trained embedding and textual features, improved
its performance by 2 %, reaching 95%. Detecting deceptive
text by employing AI models, like any other natural language
processing task, comes with several limitations. Some of
these limitations include the challenging issue of detecting
formal written text. As seen earlier this type of deceptive text
has a similar linguistic pattern as that in the non-deceptive
text, making it difficult to differentiate even to humans.
Another limitation is the scarcity of available studies that
indicate Arabic deceptive linguistic cues that could be used
to detect deceptive text.

VIII. CONCLUSION
This studymakes a significant contribution to the literature on
deceptive text detection in the Arabic language. Specifically,
we introduced a unique dataset encompassing formal and
informal genres, reflecting the real-world complexities of
Arabic communication. Our evaluation explored the effec-
tiveness of various machine learning models, deep-learning
and transformer-based models on this dataset. The results
of various experiments demonstrated the superiority of the
fine-tuned AraBERTv2 model enriched with textual features;
including morphological, psycholinguistic, and sociolin-
guistic features. This finding highlights the importance of
incorporating these features alongside raw text data for
improved deception detection in the Arabic language.

This research offers a valuable foundation for further
exploration. Future studies can leverage our dataset to
benchmark future models as well as investigate the gener-
alizability of our findings to other languages. Additionally,
research can explore the impact of domain-specific features
on deception detection accuracy within the Arabic language.
By building upon these findings, we can develop robust and
comprehensive tools for combating deceptive information in
the ever-evolving digital landscape ofArabic communication.

For access to the Arabic phishing emails dataset and codes
for the compiled models used in this study, please visit our
GitHub repository.18
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