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ABSTRACT We present a novel data-efficient semi-supervised framework to improve the generalization of
image captioning models. Constructing a large-scale labeled image captioning dataset is expensive in terms
of labor, time, and cost. In contrast to manually annotating all the training samples, separately collecting
uni-modal datasets is immensely easier, e.g., a large-scale image dataset and a sentence dataset. We leverage
such massive unpaired image and caption data upon standard paired data by learning to associate them.
To this end, our novel semi-supervised learning method assigns pseudo-labels to unpaired images and
captions in an adversarial learning fashion, where the joint distribution of image and caption is learned. This
approach shows noticeable performance improvement even in challenging scenarios, including out-of-task
data and web-crawled data. We also show that our proposed method is theoretically well-motivated and has a
favorable global optimal property. Our extensive and comprehensive empirical results on captioning datasets,
followed by a comprehensive analysis of the scarcely-paired COCO dataset, demonstrate the consistent
effectiveness of our method compared to competing ones.

INDEX TERMS Image captioning, unpaired captioning, semi-supervised learning, generative adversarial
networks.

I. INTRODUCTION
Image captioning is to generate a natural language description
of a given image. It is highly useful for image understanding
in that 1) it extracts the essence of an image into a
self-descriptive form, and 2) the output format is an
interpretable natural language, which is free-form and easy
to manipulate so that it can be beneficial to user interactable
applications such as language-based image retrieval [1],
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video summarization [2], navigation [3], and vehicle con-
trol [4]. Image captioning is not limited to a few pre-defined
classes, allowing descriptive analysis of general images.

Recent works on image captioning have shown remarkable
progress [5], [6], [7]. However, most works are trained
only with supervised learning where it would be hard to
transfer a model to a target domain with significant domain
shift [8]. One way to improve the image captioning model’s
generalizability would be to add more supervised data, which
is difficult in practice. Specifically, the MS COCO caption
dataset is constructed with 120,000 number of images that
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FIGURE 1. We utilize ‘‘unpaired’’ image-caption data upon ‘‘paired’’ data.
We denote paired data as Dp and unpaired image and caption datasets
as Dx

u and Dy
u respectively.

were asked annotators to provide five plausible sentences for
each image, which is an expensive task in terms of labor, time,
and cost. Moreover, if the target task is a higher-level task
involving multiple captions and bounding boxes per image,
annotating the dataset becomes even more challenging.
For example, for the relational captioning task [9], dense
and combinatorially associated captions and a pair of two
bounding boxes are used as a label, and the data for this
task has much higher complexity than that of the standard
image captioning task. Constructing such human-labeled
datasets is an immensely laborious and time-consuming task,
so building new datasets according to the different needs of
target themes or application scenarios would be impractical.
Therefore, our goal is to more data-efficiently improve image
captioning performance.

In this paper, we introduce a novel method to utilize
unpaired image and caption data from the web upon
traditional elaborately labeled paired data to effectively
improve image captioning neural networks. The motivation
of our method is that images can be easily obtained from the
web, and captions can be easily augmented and synthesized
by replacing or adding other words given a base sentence
according to parts of speech as done in [10]. Also, once a
sufficient number of captions are given, we can easily crawl
corresponding but noisy images through Google or Flickr
image databases [11] to build a large image corpus. Thereby,
it is easy to construct large-scale unpaired image and caption
datasets, which require no or minimal human effort.

As the input image and output caption datasets are
unpaired in our problem, the conventional supervised learn-
ing approaches can no longer be directly used. To make
unpaired data paired, we propose to assign pseudo-labels to
the unpaired samples. The pseudo-label is used as a learned
supervision label. To develop the mechanism of pseudo-
labeling, we are motivated and leverage the generative
capability of generative adversarial networks (GAN) [12],
for searching pseudo-labels from unpaired data. In other
words, we propose to utilize the discriminator model trained
with an adversarial training method to find the pseudo-labels
for unpaired samples. As the discriminator is trained to
distinguish between real and fake image-caption pairs,
we can exploit the discriminator to retrieve pseudo-labels
and improve the captioner training. Our assumption is that
if the decision boundary of the discriminator is tight enough,

we can use the discriminator to retrieve a proper pseudo-label
when the unpaired datasets are sufficiently large.

This work is the extension of Kim et al. [13]. In this
work, we further improve our method with a simple yet
significantly effective concept transfer technique and analyze
our framework by extensively evaluating our method in
diverse and challenging scenarios: more challenging image
captioning baselines [6], [14], additional caption domain of
MS COCO and Flickr [15]. In addition to empirical results,
we also show the theoretical justification of our design of the
proposed learning method with respect to a global optimum.

In short, our main contributions are summarized as
follows. (1) We propose a novel image captioning framework
to train the model with the unpaired image and caption
data upon traditional paired data. (2) To better exploit
the knowledge in the unpaired data, we propose a novel
semi-supervised learning approach by utilizing the GAN
discriminator. In particular, for the scenarios when the
number of paired data is scarce, we additionally propose a
simple yet effective teacher-student based concept transfer
method to leverage an external high-level knowledge to help
bridge between unpaired image and caption data in different
domains from the paired data. (3) Beyond the naïve image-
level captioning task, we extend our method to the relational
captioning task in order to demonstrate that our framework
can be easily applied to region-based captioning datasets as
well with a simple modification. (4) We link our practical
realization of the proposed learning method and theoretical
algorithmic behaviors. (5) We show the effectiveness of our
method through extensive experiments compared with recent
methods in comprehensive experimental setups. Our model
trained by our learning method with 1% of paired data
plausibly performs well in a qualitative sense.

II. RELATED WORK
The main goal of our work is to address unpaired
image-caption data to improve the generalizability of image
captioning. Therefore, we introduce image captioning works
and the works on how to handle unpaired data.

A. GENERALIZABILITY IN IMAGE CAPTIONING
Since the introduction of the MS COCO dataset [16],
image captioning has been extensively studied in computer
vision and language community [5], [6], [7], [14], [17],
[18], [19], [20], [21], [22], [23], [24], [25], [26], [27] by
virtue of the advancement of deep neural networks [28].
As neural network architectures become more advanced,
e.g., Transformer [6], [21], [22], [29], they require a much
larger dataset scale for generalization [30] as the image
captioning models tend to show limited generalizability.

Traditionally, utilizing unpaired image-caption data
requires additional information to associate images and cap-
tions. Gu et al. [31] introduce additional modal information,
Chinese captions, and use it as a strong pivot language
for language pivoting [32]. Feng et al. [33] propose an
unpaired captioning framework that trains a model without
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either image or sentence labels via learning a visual concept
detector with external data, the OpenImage dataset [34].
Laina et al. [35] andGuo et al. [36] propose improved training
methods given the same visual concept detector as Feng et al.
trained with the OpenImage dataset. We later show that our
method can be easily extended with a similar visual concept
learning to enhance the performance. Gu et al. [37] utilize
scene graph to bridge between unpaired image and caption
data. Chen et al. [8] approach image captioning as a domain
adaptation by utilizing the large-scale paired MS COCO
caption dataset as the source domain and adapting on separate
unpaired image or caption datasets as the target domain.
Zhu et al. [38], [39] utilize a pre-trained large-scale vision and
language foundation model, CLIP [40], as a bridge between
image and caption data. Kim et al. [41] propose a multi-task
learning method to use an action recognition dataset without
caption labels to improve video captioning performance.
Liu et al. [42] use self-retrieval rewards for captioning to
facilitate training a model with partially labeled data, where
the self-retrieval module retrieves corresponding images with
the captions generated from the model. As a separate line of
work, there are novel object captioning methods [43], [44],
[45] that additionally exploit unpaired image and caption data
to mine a description of a novel word.

Most of aforementioned works including [31], [33], [35],
[36], [37], [41], [43], [46], [47], and [48] exploit large
auxiliary supervised datasets such as class labels or scene
graph. To the best of our knowledge, we are the first to
bridge between unpaired images and caption data in the
image captioning task without any auxiliary information
but by leveraging semi-supervised image-caption data only.
Although Chen et al. [8] do not use auxiliary information
as well, it requires large-scale paired source data, of which
the data regime is different from ours. Liu et al. [42] is also
this case, where they use the fully paired MS COCO caption
dataset with an additional large unlabeled image set. Our
method can deal with those regimes as well as paired data
where the scale can be a minimum of 1% of the COCO
dataset.

B. MULTI-MODALITY IN UNPAIRED DATA HANDLING
With the advance on generative modeling, e.g., GAN [12],
multi-modal translation recently emerged as a popular
field. Among various modalities, image-to-image trans-
lation between two different and unpaired domains has
been actively explored. To tackle this problem, the
cycle-consistency constraint between unpaired data is
exploited in CycleGAN [49] and DiscoGAN [50], and it is
further improved in UNIT [51].
In this paper, image captioning can be considered as a

multi-modal translation. Our work has a similar motivation to
the unpaired image-to-image translation [49], unsupervised
machine translation [52], and machine translation with
monolingual data [53]. Interestingly, we show that the
cycle-consistency does not work on our problem setup due

to a significant modality gap. Instead, our results suggest
that the traditional label propagation based semi-supervised
framework [54] is more effective for our task.

C. SEMI-SUPERVISED LEARNING
In general, the goal of semi-supervised learning (SSL) is to
improve the model performance by training with unlabeled
data under a transductive assumption [55]. Recent deep
learning based SSL methods can be divided into four main
categories: (1) pseudo-label generation [56], (2) consistency
regularization [57], [58], (3) combination of pseudo-labeling
with consistency regularization [59], [60], [61], [62], and
(4) generative model based methods [63], [64]. Our method
is motivated by the generative model based semi-supervised
learning [63]. While the prior work is mostly limited to
dealing with simple image classification, our work extends
the regime to image and caption modalities.

III. PROPOSED METHOD
In this section, we first introduce the image caption learning
pipeline and describe how to leverage the unpaired dataset.
Then, we describe our adversarial learning method using a
GAN model that encourages matching the distribution of
latent features of images and captions. The GAN model is
used for assigning pseudo-labels, which allows challenging
semi-supervised learning with both labeled and unlabeled
data. Moreover, we analyze the theoretical properties of our
proposed framework. Lastly, we extend our method to the
relational captioning scenario.

A. ADVERSARIAL SEMI-SUPERVISED TRAINING
Let us denote a dataset with Np image-caption pairs as Dp =

{(xi, yi)}
Np
i=1. A typical image captioning task is defined as

follows: given an image xi, the model generates a caption
yi that best describes the image. Traditionally, a captioning
model is trained on a large paired dataset (x, y) ∈ Dp, e.g., the
MSCOCO dataset, by minimizing the negative log likelihood
against the ground truth caption as follows:∑

(x,y)∈Dp

LCE(y, ŷ(x)), (1)

where LCE denotes the cross-entropy loss, and ŷ(x) denotes
output of the model. Motivated by early neural machine
translation literature [65], captioning frameworks have been
typically implemented as an encoder-decoder architec-
ture [7], i.e. CNN-RNN. The CNN encoder F(x) outputs a
latent feature vector zx from a given input image x, followed
by the Language decoderH (zx) (e.g., RNN or Transformers),
as depicted in Fig. 2, to generate a caption y from zx in a
natural language form, i.e. ŷ(x)=p(y|x;F,H )=H◦F(x).

1) LEARNING WITH UNPAIRED DATA
Our problem deals with unpaired data, where the image
and caption sets Dx

u={xi}
Nx
i=0 and D

y
u={yi}

Ny
i=0 are not paired.

Given the unpaired datasets, due to missing annotations, the
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FIGURE 2. Illustration of the proposed method. Dotted arrows denote the path of the gradients via
back-propagation. Given any image and caption pair, CNN and LSTM/Transformer encoders encode input image and
caption into the respective feature spaces. A discriminator (D) is trained to discriminate whether the given feature
pairs are real or fake, while the encoders are trained to fool the discriminator. The learned discriminator is also used
to assign the most likely pseudo-labels to unpaired samples through the pseudo-label search module.
We additionally introduce an auxiliary multi-layer perceptron to learn external knowledge via concept transfer.

loss in Eq. (1) cannot be directly computed. Motivated by
the semi-supervised framework [66], we artificially generate
pseudo-labels for respective unpaired datasets so that the
supervision loss in Eq. (1) can be leveraged with unpaired
data.

Specifically, we retrieve the best matched caption ỹi in
Dy
u given a query image xi, assign it as a pseudo-label,

and vice versa (x̃i for yi). We express the pseudo-labeling
as a function for simplicity, i.e. ỹi = ỹ(xi). To retrieve a
semantically meaningful match, we need a measure to assess
proper matches. We use a discriminator network to determine
real or fake pairs in a similar way to GANs, which will be
described in later sections. With the retrieved pseudo-labels,
we can now compute Eq. (1) with unpaired data as:

min
F,H

λx
∑
x∈Dx

u

LCE(ỹ(x), ŷ(x)) + λy
∑
y∈Dy

u

LCE(y, ŷ(x̃(y))), (2)

where λ{·} denote the balance parameters.

2) DISCRIMINATOR LEARNING BY UNPAIRED FEATURE
MATCHING
We train via a criterion to find a semantically meaningful
match so that pseudo-labels for each modality are effectively
retrieved. To this end, we train a discriminator and then
use the discriminator for pseudo-labeling to train the image
captioning model on both paired and unpaired datasets.

We introduce a caption encoder, G(y), which embeds the
caption y into a feature zy. This can be implemented with an
LSTM or Transformer [67], and we take the output of the

last time step as the caption representation zy. Likewise, given
an image x, we obtain zx by the image encoder F(x). Now,
we have a comparable feature space of zx and zy, of which
the number of dimensions are set to be the same. We train the
discriminator to distinguish whether the pair (zx , zy) comes
from true paired data (x, y) ∈ Dp, i.e. the pair belongs to the
real distribution p(x, y) or not.

To train the discriminator, we could use random data of
x and y independently sampled from respective unpaired
datasets, but we found that it is detrimental to performance
due to uninformative pairs in training. Instead, we con-
ditionally synthesize zx or zy, to form a synthesized pair
that appears to be as realistic as possible. We use the fea-
ture transformer networks z̃y =Tv→c(zx) and z̃x =Tc→v(zy),
where v→c denotes the mapping from visual data to caption
data and vice versa, and z̃(·) denotes the conditionally
synthesized feature. {T } are implemented with a multi-layer-
perceptron with four fully-connected (FC) layers with the
ReLU nonlinearity.

The discriminator D(·, ·) learns to distinguish features if
they are real or not. At the same time, the other associated
networks F , G, T{·} are learned to fool the discriminator
by matching the distribution of paired and unpaired data.
We formulate this adversarial training as follows:
min

F,G,{T }
max
D

Ũ (F,G, {T },D)

= min
F,G,{T }

max
D

U (F,G, {T },D)+ E
(zx ,zy)

∼(F,G)◦Dp

[Lreg(zx , zy, {T })],

(3)
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where

U (F,G, {T },D)

= E
(zx ,zy)

∼(F,G)◦Dp

[log(D(zx , zy))]

+
1
2

(
E

x∼p(x)
[log(1 − D(F(x),Tv→c(F(x))))]

+ E
y∼p(y)

[log(1 − D(Tc→v(G(y)),G(y)))]
)

, (4)

Lreg(zx , zy, {T }) = λreg(∥ T
v→c

(zx)−zy∥2F +∥zx− T
c→v

(zy)∥2F ).
Note that the first log term in Eq. (4) is not used for
updating any learnable parameters related to F,G, {T }, but
only used for updating D. The overall architecture related to
this formulation is illustrated in Fig. 2.

Through alternating training of the discriminator (D)
and generators (F,G, {T }), the latent feature distribution
of paired and unpaired data should be close to each
other, i.e., p(zx , zy)≈ pv→c(zx , zy)≈ pc→v(zx , zy), where
pv→c(zx , zy) = p(zx)pv→c(zy|zx), pc→v(zx , zy) =

p(zy)pc→v(zx |zy), and pv→c(zy|zx) and pc→v(zx |zy) are
modeled with Tv→c and Tc→v, respectively. It implies
that, as the generator is trained, the decision boundary of
the discriminator tightens; hence, we can use the D to
retrieve a proper pseudo-label if the unpaired datasets are
sufficiently large such that semantically meaningful matches
exist between the different modality datasets.

3) PSEUDO-LABELING
Given an image x ∈ Dx

u , we retrieve a caption in the unpaired
dataset, ỹ ∈ Dy

u, with the highest score obtained by the
discriminator, i.e. the most likely caption to be paired with
the given image as

ỹi = ỹ(xi) = argmax
y∈Dy

u

D (F(xi),G(y)) , (5)

vice versa for unpaired captions:

x̃i = x̃(yi) = argmax
x∈Dx

u

D (F(x),G(yi)) . (6)

By this retrieval process over all the unpaired datasets,
we now have fully paired data; i.e. image-caption pairs
{(xi, yi)} from the paired data and the pairs with pseudo-labels
{(xj, ỹj)} and {(x̃k , yk )} from the unpaired data. However,
these pseudo-labels are likely to be noisy or biased, thus
treating them equally with the paired ones would not
be desirable [68], [69]. Motivated by learning with noisy
labels [70], [71], we re-weigh the data pairs by defining
a confidence score for each of the assigned pseudo-labels.
In order to obtain the confidence score, we propose to use
the output score from the discriminator as the confidence
score, i.e. αxi =D̂(xi, ỹi) and α

y
i =D̂(x̃i, yi), where we denote

D̂(x, y)=D(F(x),G(y)), and α ∈ [0, 1] due to the sigmoid
function at the final layer. We utilize the confidence scores to

assign weights to the unpaired samples. The final weighted
loss minF,H Lcap(F,H ) is defined as follows:

min
F,H

∑
(x,y)∈Dp

LCE(y, ŷ(x)) + λx
∑
x∈Dx

u

αx(ỹ(x),x)LCE(ỹ(x), ŷ(x))

+ λy
∑
y∈Dy

u

α
y
(y,x̃(y))LCE(y, ŷ(x̃(y))). (7)

4) LEVERAGING EXTERNAL KNOWLEDGE VIA CONCEPT
TRANSFER
Although our semi-supervised learning method works prop-
erly to associate unpaired image and caption data despite
scarce paired data, the smaller the paired data size is, the
more difficult it becomes to associate unpaired samples
from unseen domains. This is because the small paired data
lacks the information to capture any snippet of image or
text, i.e. concept of each data. Therefore, as an extension,
we propose to borrow a pre-trained knowledge to effectively
associate unpaired samples by capturing concepts regardless
of domain, which is crucial for semi-supervised learning,
especially when paired data is scarce.

As an external source of knowledge, we propose to
use concept embeddings obtained from an off-the-shelf
and pre-trained scene understanding model that provides a
high-level scene understanding. We extract a set of dense
vectors1 from an image by using the pre-trained model.
By averaging the vectors of the image, we obtain a single
vector v = Concept(x) that represents an image, which we
call ‘‘concept vector.’’

To borrow knowledge from an external pre-trained model
regardless of its network architecture, we utilize this concept
vector in a way of the knowledge distillation [72], where
our image encoder F(·) learns the knowledge encoded in the
vector. To make the encoder deal with this auxiliary task,
we add an auxiliary concept regression branch R(·) to the
penultimate layer. The auxiliary branch is implemented by
a multi-layer perceptron to create a vector v̂ = R ◦ F(x) that
mimics the concept vector provided by the high-level scene
understanding model. Then, the image captioning model
is trained by adding the additional concept regression loss
Lexternal as follows:

Lexternal(F) = E
x∼p(x)

∥R ◦ F(x) − Concept(x)∥2F , (8)

which is described in Fig. 2. Thereby, the knowledge from
the external model could be effectively transferred to the
image captioning model. This simple approach significantly
improves the performance of an image captioning model
when the number of paired data is scarce, as shown in
Sections IV-C and IV-E.

To produce the concept vector, we use the pre-trained
relational captioning model [73]. We generate abundant
relational caption proposals from an image by using the
model, and each caption is mapped to an embedding by

1The dense vectors can be any dense representation, e.g., a pixel-wise
feature map, feature vectors corresponding to region proposals, etc.
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FIGURE 3. Illustration of the proposed semi-supervised region-based image captioning structure.
In addition to the paired region-based image captioning data Dp, we leverage an external image
captioning dataset as an unpaired caption dataset Dy

u , and the instances having no caption label
as an unpaired image dataset Dx

u . (is it possible to add unpaired dataset like figure2?)

utilizing Glove word vector [74]. Then, in order to represent
the global image-level concept, we average out all the vectors
obtained from the image to form a concept vector v of the
image. The concept vector encodes the semantic concept of
the scene.

The total loss function for training our model is as follows:

min
F,G,H ,{T }

max
D

Lcap(F,H ) + λ1Ũ (F,G, {T },D)

+ λ3Lexternal(F), (9)

where Lcap denotes the captioning loss defined in Eq. (7),
Ũ the loss for adversarial training defined in Eq. (3), Lexternal
the concept regression loss defined in Eq. (8), and λ1 = λ2 =

λ3 = 0.1.

B. THEORETICAL ANALYSIS
In this section, we analyze our minimax-style learning
framework and its favorable guarantees, which include a
global equilibrium exists in our learning framework and it is
also achievable. These analyses show that our design of the
system and loss functions are well-grounded to pursue our
objective of the multi-modal distribution match. To reach this
conclusion, we first show the following Lemma 1.
Lemma 1: For any fixed generators F , G, and {T }, the

optimal discriminator D of the minimax game defined by the
objective function U (F,G, {T },D) in Eq. (4) is

D∗(zx , zy) =
p(zx , zy)

p(zx , zy) + p1/2(zx , zy)
, (10)

where p1/2(zx , zy) =
(pv→c(zx ,zy)+pc→v(zx ,zy))

2 is a mixture
distribution.

This shows that the optimal discriminator D∗ is at the
balance between the true data distribution and the mixture

distribution defined by F , G, and {T }. Given the fixed
D∗(zx , zy), we can reformulate the minimax game with the
function U (F,G, {T },D) as minimizing the sub-problem
V (F,G, {T }) = maxD U over F,G and {T }. Then, we have
the following lemma.
Lemma 2: Given D = D∗(zx , zy), the global minimum

of V (F,G, {T }) is achieved if and only if p(zx , zy) =

p1/2(zx , zy), and the optimum value is − log 4.
Furthermore, the marginal distributions p(zx) and p(zy) can

be captured by the learned marginal distributions, i.e. p(zy) =

p
c→v

(zy) = p
v→c

(zy) and p(zx) = p
c→v

(zx) = p
v→c

(zx).
The standard adversarial training in GAN [12] uses a

similar way with Lemma 2 and shows that a generator
perfectly replicates the data generating process if the optimal
discriminator can be found. However, Lemma 2 shows only
up to the fact that our model can at least replicate data
marginal distributions and a mixture of {T } can replicate
the joint data distribution. In the next step, we show that
we can actually find a global equilibrium point p(zx , zy) =

pv→c(zx , zy) = pc→v(zx , zy) that mimics the data generating
(transformation) process in both directions as follows.
Theorem 1: Given an augmented objective function

defined as:

U (F,G, {T },D) + KL
[
p(zx |zy)||pc→v(zx |zy)

]
+ KL

[
p(zy|zx)||pv→c(zy|zx)

]
. (11)

The equilibrium of Eq. (11) is achieved if and only if
p(zx , zy) = pv→c(zx , zy) = pc→v(zx , zy).
Lemma 2 and Theorem 1 show that, without the additional

regularization, the learned distribution is only matched up
to marginal distributions and the true data distribution may
be achieved with the non-unique mix of two distributions,
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TABLE 1. Data source of each experiment setup. The numbers in the
parentheses indicate the number of samples.

p1/2(zx , zy). With the additional regularization, Theorem 1
shows that the true distribution can be matched with
the favorable unique global equilibrium guarantee. Finally,
by Theorem 1, we can ensure that F ,G, and {T }will converge
to the true distribution if F , G, and {T } have enough capacity
and each model has been trained to achieve the optimum.

Unfortunately, directly minimizing the KL divergence
terms in Eq. (11) is infeasible in practice. In Eq. (3),
we use the simple alternative of Lreg as a practical solution,
which can be regarded as a Monte Carlo approximation of
distribution matching and is proportional to those matching.
Note that despite departing from the theoretical guarantees,
the noticeable performance improvement in our empirical
study suggests that our method is indeed a reasonable
realization of the theory.

C. EXTENSION TO REGION-BASED CAPTIONING
Our semi-supervised learning method can be extended
to other advanced visual captioning tasks. In this work,
we extend our approach to region-based image captioning
tasks, which require localizing object instances in the
scenes [9], [75]. We especially focus on the relational
captioning task [73], where the task is to caption the
interactions of object instances in the visual scene, which
can be regarded as a generalization of the instance-wise
captioning [75].

The pipeline of the relational captioning [73] work is as
follows. Given an input image, B number of object proposals
from the region proposal network (RPN) [76] are obtained to
localize each object instance. To take interactions between
objects into account, the combination layer [73] produces
the subject-object region pairs of the object proposals by
assigning each instance into either subject or object role,
i.e.B×(B−1) subject-object region pairs. Given a region pair,
we obtain a triplet of features consisting of the subject (zxs ),
object (zxo), and the union of their regions (zxu), as illustrated
in Fig. 3. In this task, our semi-supervised method (illustrated
in Fig. 2) is applied to captions in the dataset (denoted as
y) and the union region features (denoted as zxu) in addition
to the supervised loss with the target task data. Thereby, the
learned model predicts a large number of relational captions
describing each pair of objects in the input image.

As the region-based caption labels in the existing
datasets [9], [75] are mostly in the form of subject-predicate-
object triplet, most descriptive phrases in general can be

thought of as following a similar form. Therefore, we
postulate that it would be helpful to leverage more natural
human-labeled language (caption) datasets as unpaired cap-
tion informationDy

u. Also, in these region-based tasks, we can
leverage the instances having no caption label (i.e. negative
sample) as an unpaired image dataset Dx

u as well for further
regularization.

IV. EXPERIMENTS
In this section, we describe the experimental setups and
competing methods and demonstrate the performance of
our semi-supervised captioning with both quantitative and
qualitative results.

A. EXPERIMENTAL SETUPS
We utilize the MS COCO caption dataset [16] (we will
refer to MS COCO for simplicity) as our target dataset,
which contains 123k images with 5 caption labels per image.
To validate our model, we follow Karpathy splits [1], which
have been broadly used in various image captioning works.
The Karpathy splits contain 113k training, 5k validation,
and 5k test images in total. In our experiment, to simulate
the scenario that both paired and unpaired data exist,
we use four different setups: 1) partially labeled COCO [42],
2) web-crawled data [33], 3) relational captioning data [9],
and 4) scarcely-paired COCO setup we proposed. The data
source of each experiment is described in Table 1.

We set the channel size to be 1024 for the hidden layers
of LSTMs, 512 for the attention layer, and 1024 for the word
embeddings. We use a mini-batch of size 100 and the Adam
optimizer for training with the hyper-parameters lr=5e−4,
b1=0.9, b2=0.999. We set λx and λy to be equal to 0.1.

For evaluation, we use the following metrics convention-
ally used in image captioning: BLEU [77], ROUGUE-L [78],
SPICE [79], METEOR [80], and CIDEr [81]. All the
evaluation is done on the MS COCO caption test set.

B. EVALUATION ON PARTIALLY LABELED COCO
For the partially labeled COCO experiment, we follow
Liu et al. [42] and use the whole MS COCO caption
data (paired) and add the ‘‘Unlabeled-COCO’’ split. The
Unlabeled-COCO split includes unpaired images from the
official MS COCO dataset [16], which involves 123k images
without any caption label (no additional unpaired caption
is used). Note that the MS COCO caption dataset and the
Unlabeled-COCO split do not have overlapped data. In this
setup, a separate unpaired caption data Dy

u does not exist.
To compute the cross-entropy loss, we apply the pseudo-label
assignment to the Unlabeled-COCO images. We use captions
from the paired COCO data Dp as pseudo-label candidates.

We compare on different advanced backbone architectures
equipped with attention mechanism [5], [7], [23], self-
attention approach [14], and the recent Transformer based
architecture [6], [21], which were originally developed for
fully-supervised methods. We use the same data setup as
the above, but we replace CNN (F) and LSTM (H ) in our
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TABLE 2. Evaluation of our method with different backbone architectures as an add-on module. All models are reproduced and trained with the fully
paired MS COCO caption data and the cross entropy loss. Our training method, with adding the Unlabeled-COCO images, is applied to each method in a
semi-supervised way, which shows consistent improvement in all the metrics.

TABLE 3. Performance comparison with web-crawled data. On top of
unpaired image and caption data, our method is trained with 0.5 – 1%
of paired data, while Feng et al. and Guo et al. use 36M additional images
of the OpenImage dataset. We also show the relative performance
improvements before and after applying the concept transfer on our
method and add the comparison with a baseline ‘‘Concept,’’ which only
uses paired data with the concept transfer for reference. Applying the
concept transfer significantly improves the image captioning
performance, especially when the number of paired samples is scarce.

framework with the image encoder and the caption decoder
of their image captioning models. Then, these models are
trained by our learning method as it is without the concept
transfer method, which consists of alternating between the
discriminator update and pseudo-labeling. Table 2 shows that
training with the additional Unlabeled-COCO data via our
training scheme consistently improves all the baselines in all
the metrics.

C. EVALUATION ON WEB-CRAWLED DATA SETUP
To simulate a more realistic scenario involving crawled data
from the web, we use the setup suggested by Feng et al.
[33]. They collect a sentence corpus by crawling the image
descriptions from Shutterstock2 as unpaired caption dataDy

u,
whereby 2.2M sentences are collected. For unpaired image
data Dx

u , they use only the images from the MS COCO data,

2https://www.shutterstock.com

while the captions are not used for training. For training our
method, we leverage from 0.5% to 1% of the paired MS
COCO caption data as our paired dataset Dp, i.e. very scarce
data with a few hundreds or a thousand. This is an extremely
challenging scenario as the paired and unpaired datasets are
disjoint with different domains. In other words, there is no
guarantee that all unpaired samples have their exact matches
in the counterpart dataset. The results are shown in Table 3
including the comparison with Feng et al., Guo et al. [36],
Zhu et al. [38], and Zhu et al. [39]. Note that all of Feng et al.,
Guo et al., and Zhu et al. exploit external large-scale data,
i.e. 36M images of the OpenImages dataset. Up to 0.7% of
paired-only data (793 pairs), the baseline shows lower scores
in terms of BLEU4 and METEOR than Feng et al., while
Ours shows comparable or favorable performance in BLEU4,
ROUGE-L, and METEOR against Feng et al., Guo et al., and
Zhu et al.. Ours starts to have significantly higher scores in all
themetrics from 1%of paired data (1,133 pairs), evenwithout
external knowledge.

Moreover, additionally applying the concept transfer with
additional loss in Eq. (8) by exploiting relational captions [9]
(denoted as Ours + Concept) shows significant performance
improvement, especially when the number of paired samples
is scarce. Note that although applying the concept transfer to
the Paired only baseline also shows noticeable performance
improvement, combining both Ours and the concept transfer
consistently shows the best performance in all settings. With
0.5% paired data, compared to our model without the concept
transfer (Ours), our final model (Ours + Concept) shows
nearly 2 times performance improvement on average; in
particular, almost 3 times in terms of the CIDEr metric.
Moreover, compared with a recent CLIP-based pseudo-
labeling approach, Zhu et al. [39], our discriminator-based
method outperforms the CLIP-based approach.

D. EVALUATION ON RELATIONAL CAPTIONING TASK
We apply our semi-supervised learning method to a dense
relational object region based image captioning task, i.e.
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TABLE 4. Evaluation of the relational dense captioning result with the
Relational Captioning dataset [9]. We annotate the extended MTTSNet
(MTTSNet + Relational module) by Kim et al. [73] with †. The extended
MTTSNet trained with the proposed framework shows improvement over
the one without the proposed framework by a noticeable margin.

TABLE 5. Comparisons of the holistic image captioning on the Relational
Captioning dataset [9].

relational captioning [9]. For evaluation, we use the Rela-
tional Captioning dataset [9] consisting of 85,200 images
with 75,456 / 4,871 / 4,873 splits for train / validation /
test sets, respectively. We regard the whole paired Relational
Captioning dataset as our paired data Dp, and we utilize
the captions from the MS COCO caption dataset as the
unpaired caption dataset Dy

u. In particular, we define the
visual features in the training batch (zx) as the region features
from individual object regions. As the relational captioning
is a region based task, we utilize the negative regions with no
captions label as the unpaired image datasetDx

u . We apply our
method to the extended version of MTTSNet (MTTSNet +
Relational embeddingmodule annotated with †) by Kim et al.
[73] and compare it with the other strong baselines.
We follow the evaluation protocols suggested by Kim et al.

[9]. The relational dense captioning performance on the
Relational Captioning dataset is shown in Tables 4 and 5.
In addition, the relational dense captioning performance on
the VRD dataset [82] is shown in Table 6. The extended
MTTSNet trained with our proposed method shows an
improvement by a noticeable margin over the MTTSNet
counterpart in all the metrics and all the tables.

We also show the caption based image region-pair retrieval
results in Fig. 4 as an application. As the Relational
Captioning dataset might have limited generalizability,
MTTSNet without the proposed framework (denoted as w/o
Unpaired) shows several incorrect retrieval results, whereas
the extended MTTSNet trained with our framework (denoted
as w/ Unpaired) correctly retrieves image region-pairs. Note
that, even if the MTTSNet without our framework retrieves
correct images, the semantic reasoning in the region-pairs
is incorrect when we do not leverage external knowledge.
We also show the quantitative results of the retrieval in
Table 7. Similar to the other experiment, the extended
MTTSNet with our framework shows favorable image
retrieval performance in all the metrics, which demonstrates
our method is beneficial to the application level as well.

TABLE 6. Evaluation on the relational dense captioning task with the VRD
dataset [82]. The extended MTTSNet trained with our method shows the
best performance among the baselines and the competing methods.

TABLE 7. Caption-based image retrieval results on the Relational
Captioning dataset [9]. Our framework improves the performance of the
MTTSNet, even in the image retrieval application, across all the metrics.

E. ANALYSIS ON SCARCELY-PAIRED COCO
In order to understand the algorithmic characteristic of
our method, we also provide an extensive and compre-
hensive analysis of our scarcely-paired COCO dataset. For
the scarcely-paired COCO setup, we remove the pairing
information of the MS COCO caption dataset, while leaving
a small fraction of pairs unaltered. We randomly select only
1% of the total data as the paired training dataDp, and remove
the pairing information of the rest to obtain unpaired dataDu.
This dataset allows us to evaluate the proposed framework
by assessing whether small paired data can lead to learning
plausible pseudo-label assignment and what performance can
be achieved compared to the fully supervised case. We follow
the same setting with Vinyals et al. [7], if not mentioned. The
performance evaluated on the MS COCO caption test set is
reported.

In Table 8, we compare our method with several baselines:
Paired Only; we train our model only on the small fraction
(1%) of the paired data, CycleGAN; we train our model
with the cycle-consistency loss [49]. Additionally, we train
variants of our model denoted as Ours (ver1, ver2, and
final). Ours ver1 is the base model trained with our GAN
model (Eq. (3)) that distinguishes real or fake image-
caption pairs. Even without pseudo-labeling, GAN training
unpaired image and caption data already helps better train the
encoder networks in an unsupervised way, which improves
the image captioning performance. As one could expect,
semi-supervising with unpaired samples from MS COCO
data is more helpful in improving the performance than with
unpaired web-crawled samples in Table 3. Ours ver2 adds
training with pseudo-labeled unpaired data using Eq. (7) to
Ours ver1, while setting the confidence scores αx=αy=1 for
all training samples. Ours (final) add the noise handling
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FIGURE 4. Qualitative results of the caption-based image retrieval on the Relational Captioning dataset [9]. The results are
obtained by the relational captioning methods, which improve the caption-based image retrieval in multiple aspects.
MTTSNet without the proposed framework (w/o Unpaired) shows a few incorrect retrieval results, whereas the extended
MTTSNet trained with our framework (w/ Unpaired) correctly retrieves image region-pairs.

TABLE 8. Captioning performance comparison on the MS COCO caption
test set. The ‘‘Paired only’’ baseline is trained only with 1% of paired data
from our scarcely-paired COCO dataset. We denote the ablation study as:
(A) the usage of the proposed GAN that distinguishes real or fake
image-caption pairs, (B) pseudo-labeling, and (C) noise handling by
sample re-weighting. In addition, we extend Ours (final) by adding the
concept transfer and compare with a baseline ‘‘Paired only + Concept’’
for reference. We also compare with Gu et al. [31], Feng et al. [33],
Lania et al. [35], Gu et al. [37], and Chen et al. [85] which are trained with
unpaired datasets.

technique to Ours ver2, which is done by re-weighting each
sample in the loss (Eq. (7)) with the confidence scores αx and
αy. We present the accuracy of the fully supervised (Fully
paired) model using 100% of the MS COCO caption training
data for reference.

As shown in Table 8, in a scarce data regime, utilizing the
unpaired data improves the captioning performance in terms
of all metrics by noticeable margins. Also, our models show

favorable performance compared to the CycleGAN model in
all themetrics. Our final model with the pseudo-labels and the
noise handling achieves the best performance in all metrics
among the baselines. In addition, applying our concept
transfer by utilizing relational captions [9] as an external
knowledge (Ours+Concept) further improves the image
captioning performance with noticeable margins. Note that
the CIDEr score of our finalmodel with the concept transfer is
almost 2 times that of the Paired only baseline. Also, applying
our concept transfer on the Paired only baseline shows lower
improvement than that of Ours, indicating that the concept
transfer is helpful when combined with our semi-supervised
learning framework.

We also compare the recent unpaired image captioning
methods [31], [33], [35], [37], [38], [85] in Table 8. In
Gu et al. [31], the AIC-ICC image-to-Chinese dataset [86]
is used as unpaired images Dx

u and the captions from the MS
COCO caption dataset are used as unpaired captionsDy

u. Note
that our dataset setup is unfavorable to our method in that
Gu et al. [31] use a far larger amount of additional labeled
data (10M Chinese-English parallel sentences of the AIC-
MT dataset [86]), Feng et al. and Laina et al. [35] use 36M
samples of the additional OpenImages dataset, and Gu et al.
[37] use scene graphs from the Visual Genome dataset [87]
(108k). In contrast, our model only uses a small amount of
paired samples (1k) and 122k unpaired data. Despite far lower
reliance on paired data, our final model shows favorable
performance against the recent unpaired image captioners in
all the metrics.
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V. CONCLUSION
We introduce a method to train an image captioning model
with a large-scale unpaired image and caption data upon
typical paired data. Our framework achieves favorable per-
formance compared to various methods and setups. Unpaired
captions and images are the data that can be easily collected
from the web. It can also facilitate application-specific
captioning models, e.g., sign language recognition [88], [89],
or visual question answering models [90], [91], [92] where
labeled data is scarce. Furthermore, our semi-supervised
learning method can be applied to various active learning
scenarios [93], [94], [95], [96]. One of the potential directions
to further improve our method may exploit the analogy
between our method and GAN. Such directions might include
research on the stability of the discriminator training or the
study on the hyper-parameter sensitivity of the GAN model.
These would be crucial ingredients to stimulate creative
follow-up research.
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