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ABSTRACT Affective computing, as its name implies, focuses on the recognition of human emotions,
sentiments, and feelings. This interdisciplinary field encompasses diverse areas such as languages, sociology,
psychology, computer science, and physiology. However, there is a notable absence of research exploring
the interaction between machine learning (ML) and mixed reality (XR) for affective computing. This
paper aims to address this gap by discussing the importance of affective computing and delving into its
concepts, methods, and outcomes. Drawing upon ML and XR approaches, we conduct a comprehensive
survey of recent methodologies employed in affective computing. Additionally, we examine state-of-the-
art approaches and available affective data resources. Furthermore, we explore various applications where
affective computing has a significant impact, providing valuable insights for future scholars seeking to
deepen their understanding of its relevance and practical implications.

INDEX TERMS Affective computing, emotional analysis, machine learning, mixed reality.

I. INTRODUCTION
Emotions, sentiments, and feelings, along with emotion
recognition, constitute what is referred to as ‘‘affective
computing’’ [1]. In 1997, Prof. Picard introduced the idea of
affective computing, which has helped computers recognize
and communicate their moods, as well as effectively respond
to humans’moods [2], [3]. Inmany practical applications, it is
desirable to develop a cognitive, intelligent system that can
detect and comprehend people’s feelings while also providing
sensitive and cordial responses [4]. Emotion is a cultural and
psychobiological adaptation mechanism that enables people
to adapt dynamically to environmental changes. Emotions
give meaning to our lives, deepen our relationships with
others, alert us to our wants and sentiments, and help us make
changes [5].
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There are five components to a single sentiment: a
cognitive evaluation, a physical sensation, an intention,
a subjective feeling, a motor reaction, and, in most situations,
an interpersonal component. ‘‘Emotion Regulation’’ (ER) is a
group of mental processes that affect our emotions, as well as
the timing of our emotions [6]. A dynamic process intended
to down-regulate or up-regulate positive or negative thoughts,
it is essential to human mental function. In order to identify
expressed emotions (anger, disgust, fear, happiness, sorrow,
or surprise) and predict their sentiment (positive or negative),
a framework based on the frame of reference of intermodal
attention [7] was developed.
It is called emotion dysregulation when a person is unable

to effectively control or process their emotions, resulting
in unintended intensification or deactivation [3]. Managing
emotionally intense experiences is therefore a component of
self-regulation. A specific method of emotion management
is not necessarily beneficial or harmful [8]. In doing so,
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it avoids making generalized judgments about which coping
mechanisms are more or less adaptive depending on the
situation [9], [10]. In various social media platforms, affective
computing can greatly help in understanding the thoughts
expressed [7]. In this way, emotional computing is seen
by many researchers as a way to advance the creation
of human-centric artificial intelligence (AI) and human
intelligence [11]. There is a difference between sentiment
research and emotion recognition in affective computing [12].
A diagram showing the different kinds of emotions can be
found in figure 1.

FIGURE 1. Types of emotions.

To understand and calculate human feelings, psychologists
presented two common theories: the discrete emotion model
(or categorical emotion model) [13] and the dimensional
emotion model [14]. In order to identify people’s emotional
state, three main areas of focus for emotion recognition have
been investigated [15]: visual emotion recognition (VER),
audio/speech emotion recognition (AER/SER) and physio-
logical emotion recognition (PER). It has been shown that
virtual reality (VR) systems can elicit emotional responses
that lead to psychologically positive changes when expe-
riencing increased presence in a virtual environment [16].
These widely used datasets have inspired the development
of emotional computing, which is Machine Learning (ML).
Study [17] reports that in everyday human interaction, human
emotions are primarily expressed through facial expressions
(55%) voice (38%) and words (7%) Textual, auditory, and
visual signals are generally referred to as physical data.

People’s propensity to openly express their ideas and
thoughts on social media platforms and websites makes it
easy to gather a wide range of bodily affect information.
As a result of these data, many academics attempt to identify
minor emotions conveyed either explicitly or implicitly. As a
result, [18] and [19] present an innovative approach to
multimodal music emotion analysis in affective computing

using LSTM networks. With the proposed model, a dual-
channel LSTM replicates the human auditory and visual
processing pathways, enabling the emotional information of
music and facial expressions to be effectively processed. As a
result, tangible affect recognitionmay not be successful, since
people may intentionally or unintentionally cover up their
feelings (called social masking) [20].

A. MOTIVATION
Increasingly, scientists in the fields of ergonomics and
intelligent systems are working to improve the effectiveness
and adaptability of human-computer interaction (HCI) in
various situations. Computers’ ability to comprehend human
emotions and behavior is a crucial component of their
flexibility. The performance of the state-of-the-art methods
and their implications for recognition have not been fully
addressed in previous surveys. The most important contribu-
tion of our review is that it addresses all areas of emotional
computers through a variety of research methods and
findings, as well as discussions and future efforts. Currently,
most HCI technologies cannot recognize human emotion,
but the development of advanced HCI systems depends on
automatic computer recognition of human emotion.

B. CONTRIBUTIONS
The performance of state-of-the-art methods and their
implications for their recognition ability have not been fully
addressed in previous reviews. Our review offers a variety
of research methods and findings, as well as discussions and
future efforts, to address all aspects of emotional computers.
The major contributions of this paper are as follows.

• To the best of our knowledge, this is the only survey of
its kind to use ML to categorize emotional processing
into broad categories of emotion identification.

• By examining how well the various affective modality
is utilized to study and identify affect, we provide
a comprehensive classification of the state-of-the-art
emotional computational tools.

• To the best of our knowledge, this is the only survey
that classifies emotional processing using mixed reality
(MR)machines and even further taxonomies them based
on augmented reality (AR) and VR.

• In order to categorize benchmark databases for emo-
tional computing, audio, speech, text, and visual modal-
ities, are used. Those resources’ salient features and
accessibility are outlined.

• Current approaches and tools are discussed along with
their limitations.

• Finally, we outline several open research problems in the
field of AR affective computing and ML.

The remainder of the paper is organized as follows. The
scope of the paper is presented in Section II. The existing
survey papers are discussed in Section III. In Section IV,
a number of important techniques are compared. The dataset
is covered in detail in Section V. In Section VI, the
main challenges of the paper are summarized, and several
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FIGURE 2. Organization of this survey paper.

TABLE 1. List of acronyms.

research directions are identified. Finally, Section V draws
the conclusions. An overview framework is shown in Figure 2
to improve the general readability of the paper.

II. SCOPE OF THIS SURVEY
We will discuss the approach used in this literature review
in this section. Affective computing as it pertains to ML,
deep learning (DL), and MR is the focus of this survey,
to the best of our knowledge. As far as we know, no other
study has taken into account affective computing in terms of
both ML and MR. The relevant articles between 2014 and
2021 are considered. There are three main models in this
survey: identification, screening, and inclusion.

As the first step of this survey, ‘Identification’ is used
to classify the data from all the databases. To conduct this
survey, we consider some research questions and keywords.
VR, AR, affective computing, ML, supervised learning, and
emotion recognition are explored and acquired from various
publishers including the Institute of Electrical and Electronics
Engineers (IEEE), Springer, Hindawi, and the Association for
Computing Machinery (ACM).

We consider only the relevant articles from all the selected
articles during this step. The duplicate record is removed
using EndNote X9 for relevant articles that are not redundant.
To determine whether the study articles’ titles and abstracts
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were relevant to a developed research topic, the titles and
abstracts were manually reviewed. We evaluated research
papers that contributed a significant amount but were highly
relevant.

Data selected following the qualifying stage are subjected
to quantitative and qualitative evaluations at this stage of the
research process. Adding records is the first step in the quality
check analysis. During the last stage, known as qualitative
analysis, some of these records are analyzed using meta-
analysis. As a final step, data is extracted from such data that
were included in the survey’s final analysis.

III. RELATED WORK
The key findings of this study are summarized in Table 2
in comparison with earlier research in the area of affective
computing. In no previous study for emotion recognition,
ML-based and MR approaches have been examined concur-
rently. Prior research also ignored the numerous disciplines
that contribute to the field of affective computing, as well as
their ideas, models, and methodologies. This study discusses
the classification and recognition of emotions in terms of
their categories and methods for detecting them. We have
also examined the challenges, remedies, and possible trends
of research studies.

Researchers provide a systematic review of emotion
models, databases, and recent advances in [19], which
includes both physical and psychological studies. In addition,
they examined the topologies and capabilities of cutting-edge
multimodal emotional analysis and unimodal affect iden-
tification. A mixed reality or ML approach to emotion
recognition was not considered by the authors of [21].
This paper [22] surveys recent efforts in automated analysis
of human affective behavior, addressing the challenge of
processing naturally occurring expressions beyond deliberate
displays. It examines psychological perspectives on emotion
perception and explores current approaches in machine
understanding of real-world affective behavior, highlighting
scientific and engineering challenges in advancing affect
sensing technology.Affective computing is only considered
in the context of interdisciplinary fields like psychology
and computer science, along with their theories, concepts,
models, and implications. Additionally, they present some
existing affective databases.

In [23], authors surveyed the state-of the art studies
affective computing. Their main focus was on the types of
features in emotions datasets as they reviewed affective image
contents. In affective computing, they discuss approaches to
identifying emotions using features extraction. The authors
of [24] described the state-of-the-art affective computing
technologies for large-scale heterogeneous multimedia data
in a comprehensive manner. Using handcrafted features-
based features, they compare relevant techniques on AC of
many multimedia forms, including photos, music, movies,
and multimodal data.

Additionally, this study examines the different uses,
problems, and upcoming challenges of emotion detection.

In order to achieve the study’s objective, the following
research questions were developed:

• (RQ1) What different interconnected domains are a part
of emotion detection?

• Answer (1): Emotion detection integrates psychology,
computer science, linguistics, neuroscience, and related
fields, analyzing behavior, facial expressions, vocal
cues, and physiological signals.

• (RQ2) What are the most common fields wherein
affective computing is used?

• Answer (2): Affective computing finds applications
in healthcare, education, human-computer interaction,
virtual reality, gaming, marketing, social media analysis,
and robotics.

• (RQ3) Which recent research questions might have an
impact on future work in emotion detection?

• Answer (3): Recent research focuses on multimodal
data integration, personalized emotion detection, ethical
concerns, and real-time algorithms, shaping future
emotion detection endeavors.

• (RQ4) How ML and Mixed Reality recognize the
emotions.

• Answer (4): Machine learning and Mixed Reality utilize
deep learning, NLP, computer vision, and sensors
to recognize emotions, enabling effective training on
labeled datasets and integration with virtual and real-
world environments.

A thorough search on theMicrosoft academic research por-
tal was conducted to obtain a comprehensive understanding
of the published literature on affective computing.

IV. EMOTION MODELS
The definition of the emotion or affect is crucial to building
an emotional computing standard. Ekman articulated the
fundamental idea of emotions for the first time in the
1970s. Despite psychologists’ efforts to categorize emotions
in neuroscience, philosophy, and computer science, there is
no universally accepted emotion model. Generic emotion
models used in affective computing include continuous
emotion models and multidimensional emotion models
(sometimes called continuous emotion models).

V. WORK FLOW OF EMOTION RECOGNITION
In this section, we discuss the workflow and contributions
of all forms of affective computing, including ML, deep
learning, and virtual reality.

A. TEXTUAL BASED EMOTION RECOGNITION
The majority of methods for textual emotion recognition,
or TSA, are based on statistical or knowledge-based
approaches. In the former case, an extensive emotional
vocabulary is required to model a thesaurus, while in the
latter case, a large database with emotional labels is required.
Online social media and e-commerce systems are rapidly
expanding, allowing users to freely express their opinions,
which generates a significant amount of text data. A text
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TABLE 2. Summary of existing related survey articles.

FIGURE 3. The overall framework of this survey.

sentiment classification method was developed to detect
subtle sentiments or emotions expressed directly or implicitly
from user-generated material [31].

The term ‘‘feature engineering’’ is often used to identify
characteristics that are associated with emotion by using
traditional approaches [32]. Through the use of DL-based
models, it is possible to create an end-to-end sentiment
analysis of text data. Statistics and knowledge-based methods
are mainly used in conventional ML-based TSAs [34]. It is

common for semantically polarized terms to be mixed up
in various lexicons, including Word-Net, WordNet Affect,
Sentic-Net, and Senti-WordNet [33].

Table 3 presents the articles and their contribution to
text-based emotion detection using deep learning and ML
techniques. Table 3 provides an overview of the main
contributions along with datasets and evaluation parameters.
Emotion classification in text has garnered significant
attention in recent years, with researchers focusing on

96154 VOLUME 12, 2024



S. Afzal et al.: Comprehensive Survey on Affective Computing

various aspects to enhance accuracy and effectiveness.
[34] conducted a comprehensive comparative analysis of
existing annotated corpora for emotion classification in text.
By evaluating datasets such as Affective Text, Blogs, ISEAR,
SSEC, and TEC, they identified the strengths, weaknesses,
and practical implications for improving emotion detection
models. Their findings underscored the importance of dataset
selection and highlighted the significance of accuracy as a
performance measure in this domain.

Reference [35] made significant strides in multilingual
emotion analysis by creating a dataset of over 22,000
annotated tweets. This dataset enabled fine-grained emotion
intensity analysis and facilitated the evaluation of bias in
emotion classification systems. By leveraging tweets as
their primary data source, they provided valuable insights
into cross-cultural emotion expression and emphasized the
importance of accuracy in evaluating model performance.

In another study [36], researchers focused on sentiment
analysis of social media text, developing and evaluating a
semantic analysis task to create a comprehensive polarity
corpus. By utilizing tweets and LiveJournal messages, they
provided researchers with a standardized benchmark for
comparing different sentiment analysis approaches. Their
work contributed to the advancement of sentiment analysis
in social media data. In another study [37], authors extended
the scope of emotion analysis to art with the creation of
the WikiArt Emotions Dataset. This dataset facilitated explo-
ration of emotional responses in art, providing researchers
with a unique perspective on the intersection of emotion and
creativity.

Similarly [38] proposed a novel approach to sentiment
analysis by leveraging distant supervision with a diverse
set of noisy labels from 1246 million tweets. Their method
led to richer representations and state-of-the-art performance
on multiple sentiment, emotion, and sarcasm detection
benchmarks, showcasing the effectiveness of their approach
on large-scale social media data. In another study [39], author
addressed the limitations of existing word representation
learning methods in capturing emotional similarity by
proposing a novel method for obtaining emotion-enriched
word representations. Their work opened new avenues
for incorporating emotion into natural language processing
tasks, contributing to a deeper understanding of emotional
semantics in text data.

Reference [40] introduced MEDA, a Multi-label Emotion
Detection Architecture, designed to capture and correlate
multiple emotions expressed in text. By using datasets
such as RenCECps and NLPCC2018, they demonstrated
the effectiveness of their approach in multi-label emotion
classification tasks. Similarly [41], presented ‘‘SpanEmo,’’
a novel model for multi-label emotion recognition that
employed span-prediction and a new loss function to improve
performance. By utilizing the SemEval2018 dataset, they
showcased the potential of their approach in capturing asso-
ciations between emotion classes and words in a sentence,

contributing to the advancement of emotion recognition in
text data.

B. AUDIO EMOTION RECOGNITION
A process of processing and understanding speech signals
is used in audio emotion recognition (also known as SER)
[59]. There are a number of ML- and DL-based SER systems
that have been implemented to enhance analysis [60], [61].
In ML-based SER, the extraction of acoustic features and the
selection of classifiers are the primary focuses. A DL-based
SER constructs a CNN architecture without taking feature
engineering and selection into account, however, in order to
forecast the final feeling [62].

In ML-based SER systems, two crucial processes take
place: learning representations of emotional speech and
selecting an appropriate classification for the final emotion
prediction. A well-known audio feature extraction tool called
OpenSMILE [63] extracts all the essential components of
speech. For SER systems, HMMs, GMMs, SVMs, RFs, and
ANNs are frequently employed as classifiers. The SER also
uses maximum classification and enhanced traditional easy-
to-understand classifiers in addition to these learners. The fol-
lowing Table 4 shows an overview of the main contributions,
along with the dataset and evaluation parameters.

C. VISUAL EMOTION RECOGNITION
Visual-based emotion recognition, a prominent area in affec-
tive computing, focuses on deciphering emotional states from
facial expressions and other visual cues. This field leverages
advancements in computer vision and machine learning to
develop algorithms capable of accurately identifying and
classifying emotions based on visual stimuli. Researchers
have explored various methodologies and techniques to
enhance the accuracy and efficiency of emotion recognition
systems, leading to significant progress in understanding
human emotions through visual data.Images or films with
face emotional clues are used to execute FER [74].
In face expression identification research, several method-

ologies have been explored to enhance accuracy and
efficiency. One approach, as documented in [71], employs
subsequent frames based on elastic bunch graph, a technique
that dynamically analyzes facial movements over time.
By capturing the subtle changes in facial expressions across
frames, this approach can effectively identify and classify
various emotional states. It utilizes advanced algorithms
to track and analyze facial features, enabling accurate
recognition even in complex scenarios. The utilization of
datasets like CK+ allows for extensive validation and
fine-tuning of the algorithm, resulting in robust performance.

In another study [72], fuzzification was explained, It is
a process that introduces uncertainty into the classification
process, allowing for more flexible and nuanced identifica-
tion of facial expressions. Combined with tracking Active
Appearance Model (AAM) characteristics, this approach
enables the model to adapt to variations in facial expressions
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TABLE 3. An overview of text based emotion recognitions studies.

and environmental conditions. By dynamically adjusting the
classification criteria based on the observed characteristics,
the model can achieve higher accuracy rates, particularly
in challenging scenarios where facial expressions may be
ambiguous or obscured.

In another study [75], researchers explores the challenges
in developing automated systems for detecting and inter-
preting facial expressions, aiming for human-like interaction
between humans and machines. It surveys past research
on face detection, expression extraction, and classification,
while considering the capabilities of the human visual system,

providing insights for the development of automatic facial
expression analyzers.

Linear discriminant analysis (LDA) is a statistical tech-
nique used to identify patterns and relationships within
datasets. In the context of emotion recognition, LDA is
applied to extract discriminative features from facial expres-
sions, allowing for effective differentiation between different
emotional states [73]. By analyzing datasets like JAFFE,
MMI, and SFEW, this approach can uncover subtle variations
in facial expressions and map them to specific emotional
categories, leading to more accurate emotion recognition.

96156 VOLUME 12, 2024



S. Afzal et al.: Comprehensive Survey on Affective Computing

TABLE 4. An summary of audio based emotion recognitions studies.

Auto-encoders, as explored in [74] and [76], are a
type of artificial neural network used for unsupervised
learning of efficient codings of input data. In emotion
recognition, auto-encoders are employed to extract relevant
features from facial images, which are then classified using
Self-Organizing Maps (SOMs). By combining geometric
characteristics with Local Binary Patterns (LBP) features,
this approach captures both spatial and textural information in
facial expressions, resulting in robust emotion classification
performance. Datasets like MMI and CASME II provide
valuable training and validation data for optimizing the
model’s parameters.

This research [77] focuses on detecting subtle facial
deformations associated with different emotional states,
acknowledging that emotional expressions are not always
overtly pronounced. By analyzing datasets like BU-4DFE,
which contain a diverse range of facial expressions, this
approach aims to uncover hidden patterns and cues that
signify specific emotional states. Techniques such as feature
extraction and pattern recognition are used to identify and
classify these subtle deformations, leading to improved
accuracy in emotion classification tasks.

Micro-expressions, as studied in [78] and [79], are
brief, involuntary facial expressions that occur within a
fraction of a second, often revealing true emotions that
individuals may try to conceal. Recognizing and interpreting
these micro-expressions is crucial for understanding genuine
emotional responses. This research leverages innovative
techniques such as weighting schemes and spatiotemporal
descriptors to detect and analyze micro-expressions accu-
rately. By utilizing datasets like HOG3D, which contain
high-speed video recordings of facial expressions, this
approach can capture the subtle dynamics of facial move-
ments and infer underlying emotional states with high
precision.

Neutrality facial images serve as important reference
points for emotion recognition algorithms, providing a
baseline for comparison against other emotional expressions.
By creating standardized neutrality images, researchers can
ensure consistency and accuracy in emotion recognition tasks
[80], [81]. Additionally, the development of identification
systems incorporating novel techniques such as hard negative
generation (HNG) networks and radial metric learning
(RML) networks enhances the robustness and reliability of
emotion recognition systems. These systems are trained on
datasets like CK+ and MMI, enabling them to accurately
classify a wide range of emotional expressions.

Attention-based modules, as investigated in [82], [83], and
[84], allow emotion recognition systems to focus on the
most salient regions of the face, enhancing their ability to
extract relevant features and classify emotional expressions
accurately. Uncertainty analysis techniques help quantify
the confidence level of emotion predictions, allowing for
more informed decision-making in ambiguous scenarios.
Dynamic-temporal stream modules capture the temporal
dynamics of facial expressions, providing valuable context
information for emotion recognition. By integrating these
modules into emotion recognition systems and evaluat-
ing their performance on datasets like FER, SemEval
2014, CASME II, SMIC-HS, and SAMM, researchers can
improve the robustness and accuracy of emotion recognition
algorithms.

Deep learning techniques, as explored in [85], [86], and
[87], have revolutionized emotion recognition by enabling
automatic feature learning from raw data. By training
deep neural networks on large-scale datasets like CK+,
JAFFE, Twitter, CASME-II, and Oulu, researchers can
extract hierarchical representations of facial expressions,
capturing both low-level visual features and high-level
semantic information. Transfer learning mechanisms further
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assist in leveraging pre-trained models and adapting them to
specific emotion recognition tasks, enhancing generalization
and performance across diverse datasets. FER techniques are
summarized in Table 5 as representative examples.

D. MR BASED EMOTION DETECTION
Emotional representation can be explained by several models
(Section II). The Geneva Emotion Wheel [94], Differential
Emotions Scale [95], and Appraisal Models are some of the
models that use specific items to identify emotions depending
on the events as they are framed in dimensional models
(valence, arousal, and dominance). Analyzing emotional
reactions utilizing multiple entities is crucial for grasping
complicated emotions and capturing disparities in emotional
responses. In light of this, it’s crucial to examine how VR is
able to evoke different types of emotions.

Consequently, this section examines the potential use
of various VR media formats in the induction of various
behaviors [96]. The research presents a reliable method for
detecting emotion based on brain signals and data interfacing
with the virtual world, providing a secure view of the
information. The design of a freely available and easy-to-use
application with augmented reality and uploading content to
theApp boosts portability and simplifies the user’s perception
of the virtual information added to the actual environment
is the most noticeable element of this work. Happiness and
sadness are practically detected, and other emotions are
detected using the DEAP dataset.

With the help of this system, a depressed person can
recover from his or her depression. Support Vector Machine
is used to classify excited, angry, pleasant, and sad feelings,
and calming videos for each mood are played in the
virtual environment [97]. There has been limited research on
multimodal inputs in a mobile AR learning environment that
combines emotion, markers, and speech.

The purpose of this research is to offer a framework for a
mobile AR learning system that comprises the combination of
multimodal inputs, including emotion, image-based markers,
and speech, in order to establish how such a combination
can improve the learning experience. Based on the decision
tree, the suggested framework integrates multimodal inputs
and evolves into a four-phase learning system that uses
Kolb’s experiential learning model. To examine this learning
technique, 38 kids were chosen and separated into two
groups for a vocabulary experiment at a primary school.
Combining the three multimodal inputs–speech, marker, and
emotion–produced better results quantitatively in terms of
learning effectiveness, mental load, engagement, challenge,
and competency. As a result, by merging multimodal inputs
with Kolb’s experiential learning model, the suggested
multimodal framework can be utilized as a guideline to design
a multimodal-based AR application for learning environ-
ments [98]. The proposed work addresses the difficulties in
identifying people and assessing head posture. The study
of the features generated at intermediate levels by reducing

the amount of kernals is done, which improves the person
detection performance.

Furthermore, the learned attributes are passed to forest
trees in order to identify the detected person’s exact head
attitude. On the Pointing 04 and Facepix benchmark datasets,
the proposed Forest CNN (FCNN) architecture is evaluated
for the head pose estimation methods [99]. This Human-
Computer Interaction discipline relies on the algorithmic
robustness and sensitivity of the sensor to improve recog-
nition. Sensors play an important part in precise detection
by delivering very high-quality input, boosting the system’s
efficiency and reliability. Automatic identification of human
emotions would aid in teaching machines social intelligence.
This paper provides a brief overview of numerous approaches
and techniques used for emotion recognition. The article
provides an overview of the databases that are used as data
sets for algorithms that recognize emotions through facial
expressions.

Later, Microsoft HoloLens (MHL), a mixed reality device,
is introduced for viewing emotion recognition in Augmented
Reality (AR). A brief overview of its sensors, their applica-
tion in emotion identification, and some preliminary findings
of emotion recognition utilizing MHL are presented. The
study then compares the outcomes of emotion recognition
by the MHL and a regular webcamera [100]. The authors
in [101],investigated the effects of social cognition training
(SCT) delivered through VR. They analyzed data from task
logs in a pilot study and randomized controlled trials on VR-
SCT. The study explored the impact of treatment sessions
on VR accuracy and response time, as well as associations
between baseline performance and VR accuracy.

While emotion recognition improved during VR-SCT, the
authors noted that improvements in VR may not necessarily
generalize to non-VR tasks and daily life. In the study [102],
the authors estimated emotions during MR games. They used
EEG data and self-assessments to label emotions based on
game type. The proposed method achieved high accuracy
(99.80% for SVM with STD and 99.00 for MLR with
the mean method) and contributes to understanding human
emotion inVR andMR contexts, potentially improving future
experiences and content.

The authors in [103], developed a real-time technique for
detecting the affective states of VR users. They conducted an
experiment with 18 participants who observed 16 emotionally
charged videos in a VR home theater while their EEG signals
were recorded. The technique was evaluated using two
variants: one based on Linear Mixed-Effects (LME) models
for feature selection, and the other using Recursive Feature
Elimination with Cross Validation (RFECV). Both variants
demonstrated reliable performance, with classification model
accuracies ranging from 87% to 93%.

In the research [104], the authors address the need for
care robots to consider emotional well-being when assisting
elderly and disabled individuals. They developed an emotion
detection and recognition platform that combines a virtual-
reality-interact immersive environment with physiological
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TABLE 5. An overview of visual based emotion recognitions studies.

signal detection. By synchronously recording signals such
as Electrocardiograph (ECG), Electromyogram (EMG),
Electrodermal activity (EDA), and functional near-infrared
spectroscopy (fNIRS), they explored how objective environ-
mental factors impact subjective feelings.

The verification experiments demonstrated the sys-
tem’s effectiveness in detecting emotions The authors
in [105], address the importance of emotion recognition
in human-computer interaction (HCI), neuroscience, and
psychology. They focus on EEG-based emotion recog-
nition using a publicly available dataset called VREED.
By extracting differential entropy (DE) features from
different wavebands (theta, alpha, beta, and gamma), they
classify emotional states (positive/negative). The best average
accuracy achieved was 76.22% Â± 2.06 using the Support
Vector Machine (SVM) classifier. Interestingly, the gamma
band showed the highest average accuracy, consistent with
previous EEG-based emotion recognition studies.

Certainly! In this research [99], the authors explore
emotion recognition in computer science. They discuss the
importance of non-verbal cues (such as gestures, body
movement, and facial expressions) for conveying feelings
and feedback to users. The study covers various approaches

and techniques for emotion recognition, including a focus on
using the Microsoft HoloLens (MHL) mixed reality device
and comparing its results with a regular webcam.

In the research [106], the authors propose a hybrid
approach for emotion detection that combines image-based
and sound-based features. They acquire audio and video
samples, extract the corresponding image and sound samples,
and then fuse the features obtained from both modalities.
The fused features are used to train an emotion detection
hybrid model, which is applied to recognize emotions in
processed audio and video data. Overall, this method aims to
improve prediction accuracy and enhance model robustness
for real-time emotion recognition in various applications,
including VR and MR experiences.

The authors in [107], address the challenging task of
multimodal emotion recognition in real-world environments.
They emphasize the difficulty of recognizing affective or
physiological states in individuals, both for humans and
computer systems. The study focuses on finding discrimina-
tive features, as this approach holds promise for improving
multimodal emotion recognition. The authors propose an
enhanced autocorrelation feature for multi-pitch detection
and compare its performance to other state-of-the-art features
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in signal and speech processing. Notably, the enhanced
autocorrelation outperforms other features on a challenging
dataset, which lies between naturalistic emotional utterances
and well-understood acted emotional datasets. This work
contributes to advancing emotion recognition techniques in
practical settings.

The authors in [108], addressed the challenge of detecting
emotions in VR games, where the Head-Mounted Display
(HMD) obscures crucial facial features like eyes and eye-
brows. They trained a Convolutional Neural Network (CNN)
on modified FER2013 dataset images to predict emotions
in full-face images. The model accurately recognized seven
emotions (anger, happiness, disgust, fear, impartiality, sad-
ness, and surprise). By testing it on VR games and collecting
self-reported emotion data, they demonstrated the potential
for enhancing gameplay analysis and creating more engaging
experiences.

Researchers introduced in [109], a novel framework
for emotion recognition using frontal EEG (electroen-
cephalogram) in VR affective scenes. Unlike traditional
wet electrodes, they employed textile dry electrodes for
data collection. Key steps included feature extraction from
time, frequency, and space domains, and model stacking
using GBDT, RF, and SVM. The framework achieved
an impressive mean accuracy of approximately 81.30%,
outperforming previous studies. Its practical application lies
in wearable devices for EEG-based emotion recognition in
VR environments. This paper describes a new approach to
designing and developing an AR and haptics-based STEM
product that uses Vuforia, Unity 3D, and Open-Haptics to
improve student engagement.

A computer vision-based system is also built and
implemented in the real-time website to detect students’
engagement in online learning, which uses features such
as facial emotions, position estimate, and head rotation.
Marker-based augmentation is used and with the use of the
haptic Touch Omni device a sensation of touch is provided
for an immersive experience for the students. As a result,
the proposed method can boost classroom learning tasks
by utilizing Augmented Reality and Haptics-based STEM
products and evaluating them with a computer vision system.
An extensive user survey is conducted and analysis is done
on the suggested setup in order to verify the increase in
engagement.

Emotion plays an important part in the learning process
since it is linked to motivation, interest, and attention.
Affective states are manifested in the brain and in general
bodily activity. Biosignals, like heart rate (HR), electroen-
cephalography (EEG), and electrodermal activity (EDA) are
physiological expressions that are altered by emotional state.
Analyzing these biosignal records can reveal a person’s emo-
tional state. Modern medical education has made significant
strides towardmore diversified learning resources through the
use of virtual reality (VR) and mixed reality (MR) apps.

The purpose of this research is to investigate the usefulness
of wearable biosensors for affect detection in a learning
process involving a serious game on the Microsoft HoloLens
VR/MR platform.Methods: During two educational sessions,
a wearable array of sensors recording HR, EDA, and EEG
signals was deployed by 11 participants with varying edu-
cational levels (undergraduate, postgraduate, and specialist
neurosurgeon doctors). The first scenario was a standard
virtual patient case used to establish the participant’s personal
biosignal baselines. The secondwas a neuroanatomy case in a
VR/MR setting. We recorded EEG (theta/beta ratio and alpha
rhythm), HR, and EDA as affective markers [110].

In [111], the authors investigate the development of
approaches for identifying the affective states of virtual
reality (VR) users in real time utilizing EEG data and virtual
reality visual stimuli. They extract features using an emo-
tion classification algorithm based on convolutional neural
networks. They employ a Deep Network of Reinforcement
Learning with Q-Learning. In [112], the authors examine
the use of EEG data to detect individual emotional states
in virtual reality scenarios, as well as how to increase
computing efficiency and emotional valence recognition
accuracy. It makes no explicit mention of other papers
on emotion recognition in virtual reality. They use EEG
signals to determine individual emotional states in virtual
reality environments. Their findings showed an improvement
in computing efficiency and emotional valence recognition
accuracy.

This paper [113] discusses applying machine learning
methods to detect EEG-based emotion states via virtual
video inputs. It does not expressly reference any other
publications on emotion recognition in virtual reality. Three
prominent machine learning models are implemented on an
obtained database. Researchers EEG signals were extracted
into 34 temporal and frequency domain characteristics.
Researchers in [103] deploy an EEG signal-based approach
to detect the affective states of VR users in real time. They
use Recursive Feature Elimination with Cross Validation
(RFECV) to choose features. Their findings include the
development of a technique for inferring users’ affective
states based on electrophysiological responses, as well as
the creation of user-dependent models for real-time affect
detection in virtual reality.

In this work, the authors [114] look into the use of
Heart Rate and Electro Demography signals for emotion
classification in Virtual Reality. For their findings, they
combine Heart Rate and Electro demography signals for
emotion identification in VR and achieved good accuracy
results with the use of a KNN classifier. In this paper [105]
is about EEG-based emotion recognition in a virtual reality
environment. For their findings theyUsed differential entropy
(DE) features for EEG-based emotion recognition. They
Employed five classifiers for automated classification of two
emotional states.
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TABLE 6. An overview of MR based emotion recognitions studies.

VI. DATASETS
Our purpose in this section is to describe the datasets we use
to detect emotions in text, audio, and visual images. There
are three types of affective computing databases: textual,
speech, audio, and visual. Models for emotional computing
and network architectures are greatly influenced by these
databases’ characteristics.

A. TEXT BASED DATASET
The TSA database contains text data at various granularities,
like words, sentences, and documents. The Multi-domain
Sentiment (MDS) [115] database contains more than 100,000
phrases derived from Amazon.com reviews. These sentences
are divided into two emotion types (positive and negative) and
five sentiment categories. IMDB [116] is another significant
resource that is frequently utilized for categorizing binary

sentiment. There are 25,000 reviews of extremely divisive
movies available for testing and 25,000 for training. The
Stanford University-annotated semantic lexical database is
called Stanford Sentiment Treebank (SST) [117]. It has
215,154 phrases with fine-grained emotional descriptors.

B. AUDIO BASED DATASET
There are two types of speech databases: spontaneous
and non-spontaneous (simulated and induced). The first
non-spontaneous voice collection was created primarily
from professional actors’ performances. Due to their abil-
ity to professionally mimic well-known emotional traits,
these performance-based datasets are considered trustworthy.
There are over 500words in the Berlin Database of Emotional
Speech (Emo-DB) [118] spoken by 10 actors (five men and
five women) in various emotional states, including rage,
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anxiety, fear, boredom, and contempt. Artificial emotions,
however, are more likely to be exaggerated than actual
feelings. In an effort to close this gap, databases have been
created for spontaneous speech.

C. VISUAL BASE DATASET
To create the initial FER datasets, lab volunteers voluntarily
expressed their emotions (in-the-lab). A 1998 publication
entitled JAFFE [76] contains 213 photographs of 10 Japanese
female models expressing 7 different facial expressions.
In order to develop the Cohn-Kanade+ (CK) [119], subjects
were instructed to make 7 different facial expressions.
In order to offer methods and benchmark findings for tracking
features of face, action units (AUs), and identifying emotions,
photos of face expressions were captured and evaluated.
MMI [121], in contrast to CK, contains onset apex offset
orders. Multiple views and multiple poses are supported by
many 3D or 4D datasets made for FER. For the Binghamton
University 3D Facial Expression (BU-3DFE) [122] database,
606 facial expression segments were taken from 100 people
using six different facial expressions.

A huge, unrestricted collection called FER2013 [98]
contains 35,887 grey images with a resolution of 48 48 pixels
that were autonomously gathered using the image search API
950,000 of the one million photos in EmotionNet [123] were
generated automatically. 91,793 facial photos from Emotion
in theWild (ExpW) [124] have each been individually labeled
using one of the seven fundamental facial expressions.
The annotating technique eliminated non-face photos. Over
one million facial photos are included in AffectNet [125],
of which 4 lac 50k images have been manually classified
as one of eight distinct expressions (neutral, disdain, the six
fundamental emotions, and more). AffectNet also includes
information on the dimensional intensity of valence and
arousal. The Real-world Affective Face Database (RAF-DB)
[126] is a collection of 29,672 extremely different facial
photos annotated by the public and acquired from the Internet
(seven basic and eleven compound emotion labels). Over
16,000 video snippets that were cut from hundreds of films
with different topics make up Dynamic-Facial-Expressions in
the Wild (DFEW) [127].

VII. CHALLENGES
ML-based techniques have been used in affective comput-
ing’s early literature [15]. The ML pipeline [140]entails
the pre-processing of unprocessed signals, the creation of
expertly constructed feature extractors (including selecting
features when practical), and masterfully crafted classifiers.
ML-based approaches for affective analysis are difficult to
reuse across similar issues because to their task-specific
and domain-specific feature descriptors, despite the fact that
many types of hand-crafted features have been generated for
diverse modality.

The most popular ML-based classifier are the SVM
classifier [141], GMM classifier [68], RF classifier [142],

TABLE 7. Available databases for research purposes.

KNN classifier [143], and ANN classifier [144], with the
SVM classifier being employed in the majority of ML-based
affective computing tasks.

Due to their superior feature representation learning capa-
bilities, DL-based models have recently gained popularity
and outperformed ML-based models in the majority of
affective computing applications [145]. CNNs and their
derivatives are made to extract significant and discrete
characteristics from static information (such as face and
spectral analysis images) [146]. RNNs and its variants
are made for capturing temporal dynamics for sequence
information (such as physiological signals andmovies) [147].
The deep spatial-temporal feature extraction is a task

that can be handled by CNN-LSTM models. By enhancing
data and using cross-domain learning, adversarial learning
is frequently employed to increase the robustness of mod-
els [147]. Additionally, to enhance overall performance,
various attention methods and auto encoders are used with
DL-based techniques. The most discriminative traits appear
to be automatically learned by DL-based algorithms, which
appears to be an advantage. When compared to ML-based
models, DL-based techniques have not yet had a significant
influence on physiological emotion recognition.

In the field of emotion research, VR is being used
more and more, but there are some limitations. Therefore,
standards must be developed and implemented. Research can
be conducted more effectively and restrictions can be reduced
by applying these principles. It is important for researchers to
assess the likelihood of different kinetic settings on the typical
population in order to decrease motion sickness. By filtering
participants at an early stage, it becomes easier to collect
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FIGURE 4. Sample images of openly available databases.

data. A questionnaire could be used as the primary method
of contacting the individual.

A few of the questionnaires that can be found in the
literature are the Motion Sickness Susceptibility Question-
naire (MSSQ) and the Virtual Reality Sickness Questionnaire
(VRSQ) [78]. It is possible for the reader to consult.
Participants must have prior exposure to immersive VR
environments, as with the first. Some research findings may
be influenced by the novelty bias caused by using VR for the

first time. Further explanations can be found in the differences
between predicted and actual feelings.

People with previous VR experience or training sessions
with selected participants before data collection can lessen
the effects of the first-time VR experience. As a result
of understanding the perspective of a VR world and the
operation of hardware, especially when using VR con-
trollers, participants receive additional benefits. For credible
research, it is necessary to confirm the applicability of
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FIGURE 5. Leading countries working on affective computing with ML-AR applications
based on Web of Science.

using those hardware interfaces integrated with different
facial structures. Figure 5 shows the leading countries
that publish articles related to affective computing only,
they separately consider machine learning and augmented
reality.

VIII. OPEN RESEARCH PROBLEMS
The field of affective computing focuses on developing
machines and systems that can recognize, interpret, and
respond to human emotions.

1) How to recognize and interpret complex emotional
states more accurately and reliably is one of the open
research problems in affective computing.

2) The lack of large and diverse labeled datasets to train
emotion recognition models is one of the open research
problems in affective computing. For ML algorithms
to recognize and interpret emotions accurately, large
amounts of labeled data are required. Existing emotion
recognition datasets, however, are often limited in size,
scope, and diversity, which can limit their performance
and generalizability.

3) There is also a lack of consistency in the labeling of
emotions. A standard labeling scheme for emotions
does not exist, since emotions are interpreted differ-
ently by different cultures and individuals. It may be
difficult to compare results across studies and develop
emotion recognition models that are effective across
diverse populations because of this.

4) Another open research problem is how to develop more
robust and interpretable ML models for affective com-
puting. ML models used in affective computing, such
as deep neural networks, are known as ‘‘black box’’
models, which make understanding how they work
difficult. As a result, emotion recognition models are
difficult to trust and fine-tune for specific applications
due to their lack of interpretability.

5) A more personalized and adaptive emotion recognition
model is needed that can take into account individual
differences and changes in emotional states over
time. Developing models that adapt to individual
users’ emotional patterns requires learning from their
emotional expressions.

6) The development of ML approaches for affective
computing and the development of more accurate and
effective emotion recognition systems will be made
possible by addressing these research problems.

IX. CONCLUSION
This survey examined research works based on current
studies on affective computing and an illustrative taxonomy
of affective computing. Various corresponding measures
were used to assess the recognition outcomes obtained by
classification or regression. Emotional computing develops
computational models for DL-based or ML-based affective
understanding, as well as benchmark databases for training.
A survey of the commonly used baseline databases for
affective computing was also presented in this article,
including textual, audio, and visual databases. Most affective
analysis techniques can be applied to these publicly available
databases. ML-based methods, DL-based approaches, and
mixed reality-based approaches are some of the recent
developments in affective computing. A survey of text
sentiment classification, voice emotion recognition, and
visual emotion recognition (FER and EBGR) is presented.

Even though affective computing systems that use either
unimodal or multimodal data have made substantial progress,
there are only a few reliable and potent algorithms to
predict emotion and distinguish feelings. Consequently,
affective computing’s important future research directions are
summarized as follows.

New and expanded baseline databases, particularly multi-
modal effect databases (textual, audio, visual, physiological),
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would be crucial. Affective analysis problems such as FER
under occlusions and fake emotion expression need to be
solved. Fusion methodologies, particularly those based on
regulation or statistics, need to be improved.

In the presence of constrained or biased databases,
zero/few-shot learning and unsupervised learning techniques,
such as self-supervised learning, can improve the stability
and robustness of affective analysis. The use of emotive
analysis in robotics is well known. As discussed in this
paper, emotionally intelligent robots are capable of accurately
mimicking and reacting to emotions.
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