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ABSTRACT Due to complex nature of metabolic pathways, E. coli metabolic model kinetic parameters are
difficult to detect experimentally. Thus, obtaining accurate kinetic data for all reactions in an E. coli metabolic
model is a technically-challenging process. So, Garra Rufa-inspired Optimization (GRO) Algorithm is
applied to the primary metabolic network of E. coli as a model to estimate small-scale kinetic parameters
and increase the kinetic accuracy. Also, the Differential Algebraic Equations (DAE) is used to represent
the glycolysis, phosphotransferase system, pentose phosphate, the TCA cycle, gluconeogenesis, glyoxylate,
and acetate production pathways of Escherichia coli in the metabolic network. Based on the behavior of the
Garra Rufa fish, a route is modelled in which particles are sorted into groups and each group is guided by
the best value. In addition, the fitness of the group leaders determines whether or not these particles are able
to switch groups. In this study, experimental data was used to estimate seven kinetic parameters. However,
the numerical results of The Relative Error (RE) and the Mean Error (ME) reveal that the observed and
anticipated data are in line with the results. As a result of this new method, it was discovered that small-scale
and even whole-cell dynamic models can be estimated accurately.

INDEX TERMS Coli E, estimation, GRO, modeling, PSO.

I. INTRODUCTION
In systems biology and bioinformatics, computing simula-
tions and optimization play an essential role in the application
of mathematical approaches to the reverse engineering of
biological systems and managing uncertainty in this setting.
Numerous academics have proposed various parallelization
strategies in an effort to accelerate simulation, calibration,
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and analysis of models of realistic sizes [1] due to the mas-
sive amount of computing necessary for these tasks. Recent
research has centered on the construction of larger-scale
dynamic (kinetic) models, with the ultimate goal of gener-
ating whole-cell models. Calibration of models has garnered
a great deal of interest, particularly in relation to global
optimization metaheuristics and hybrid techniques [2].

Thus, kinetic models are being constructed in order to
quantitatively characterize the kinetics of biological pro-
cesses. These models consider the stoichiometry of reactions
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and the kinetic expressions of each enzyme. Enzyme kinetic
characteristics are determined by exposing isolated enzymes
to ideal conditions in in vitro research. These circumstances
are not identical to those surrounding enzymes in living
cells; hence, the use of in vitro parameters in kinetic models
can lead to inaccurate predictions of in-tricellular metabolite
concentrations [3] when compared to in vivo-measured con-
centrations. By perturbing a culture and quantifying fluxes,
enzyme levels, and intra- and extra-cellular metabolite con-
centrations as a function of time, the dynamics of cell
metabolism can be fine-tuned. Advancements in experimen-
tal techniques paved the way for the development of dynamic
models for metabolic networks that can assess microbial
behavior [4].

Several Escherichia coli (E. coli) models were constructed
and simulated in order to better understand the model’s’
behavior’s to enable the manufacture of specific products
like those reported in [5], [6], [7], [8], and [9]. The authors
of [5] simulate and estimate the kinetic parameters of three
pathways while disregarding the others (gluconeogenesis and
glyoxylate). The (Pts) system is used in [6] to add glu-
tamine/aspartate metabolism and fructose ingestion into the
model. The model, however, does not consider the full route
model or E. coli cell development. The researchers in [7]
produce experimental time sequences of extracellular glucose
and biomass in the E. coli model but do not include over-
all pathway production. According to [8] Kotte utilized the
Monod equations to model glucose uptake without predicting
the particular growth rate in E. coli based on a molecu-
lar mechanism; he did not consider estimating the full E.
coli major metabolic route. Neglecting the complete major
metabolic route may result in an erroneous simulation out-
come prediction. As a result, large-scale kinetic parameters
must be thoroughly explored. A complete model can only be
studied thoroughly if the entire cell system is included. This
is due to the feedback loops of various metabolites, including
PEP, OAA, PYR, and others, whichmay affect other enzymes
in the primary metabolic pathway, leading the concentra-
tion of other metabolites to fluctuate dynamically over time
[10], [11].

Recently, the modified simplex technique [12], [13], sim-
ulated annealing, and differential evolution were tested for
predicting kinetic parameters of a dynamic model of central
carbon metabolism in Escherichia coli. The authors claim
that differential evolution generated the best results. Further-
more, in [14], the researchers improved the central carbon
metabolism model and derived kinetic parameters for the
glycolytic enzymes from [5]. MATLAB and a weighted least
squares objective function were used to tackle the parameter
estimation problem.

As a result of the challenges in computing kinetic param-
eters, researchers are increasingly employing metaheuristic
optimization [15] algorithm approaches to estimate the
kinetic parameters of the E. coli model and other bio-
logical models. Several of these metaheuristic approaches

were employed to estimate the kinetic parameters used
in [16], [17], [18], and [19], and some of these algo-
rithms relied on experimental data from [20, 5]. Furthermore,
because of the enormous search space that must be stud-
ied, biological kinetic models contain hundreds or thousands
of parameters, making parameters estimation problematic.
High-dimensional kinetic models (with hundreds of even
thousands of different kinetic parameters) are difficult to
compute. As a result, the performance of the foregoing tech-
niques suffer, resulting in low accuracy [21].

Differential Evolution (DE) is one method that is fre-
quently used and researched for parameter estimation in
metabolic models. The main weakness of the DE technique
is its time consumption, which makes it difficult for the DE
algorithm to determine its parameters when there are a large
number of processors and several local searches involved.
Same issue is observed when we use the evolutionary algo-
rithms, such as the Genetic Algorithm (GA). This method is
frequently used to calculate metabolic model parameters. The
time it takes to compute is the algorithm’s main drawback
when compared to Particle Swarm Optimization (PSO), and
other approaches [22], [23].

Since its introduction in 1995, the PSO algorithm has
been employed in many disciplines, including those men-
tioned in [24], [25], [26], and [27]. The method described
in [28] was used to represent birds and fish obtaining food.
They exchange information as they progress through the
search process, and then hunt for their target at random and
autonomously. As a result, the search space is filled with
many courses and orientations for the particles to take.

Furthermore, based on the Segment Particle Swarm Opti-
mization (Se-PSO) algorithm, the Enhanced Segment Particle
Swarm Optimization (ESe-PSO) method was conceptualized
and developed with the goal of performing deep searches
while keeping the accuracy of Se-PSO. This evolution is
based on a knowledge of Se-PSO’s local and global point
initialization [2]. In this instance, segmentation divides the
particles into groups, allowing them to collaborate toward the
best solution. This method was developed to find large-scale
kinetic parameters in an E. coli model [9] as well as
governor-turbine models in a single area power plant [28],
[29], [30].

The inertia weight has an effect on particle exploration
and exploitation due to the linearity of the model’s linear
inertia weight (ω) [28]. As a result, substantial exploration is
required at the start of the algorithm’s execution and limited
exploitation at the end. This was done to avoid the local
optima trap and thus improve the efficiency of calculating
kinetic parameters in order to minimize model distances in
an acceptable length of time.

However, the Garra Rufa-inspired optimization algorithm
is a type of optimization algorithm that is inspired by the
behavior of the Garra Rufa fish, also known as ‘‘doctor fish.’’
These fish are known for their ability to clean and exfoliate
the skin of other fish in a symbiotic relationship [31].
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The Garra Rufa-inspired optimization algorithm is a
population-based optimization algorithm that uses the behav-
ior of the Garra Rufa fish as a metaphor for solving
optimization problems. The algorithm works by creating
a population of candidate solutions, and then iteratively
improving the solutions by simulating the behavior of the
Garra Rufa fish. The algorithm divides the candidate solu-
tions into two groups: active solutions and passive solutions.
The active solutions are the solutions that are being actively
improved upon, while the passive solutions are the solutions
that are being used to improve the active solutions. The
algorithm iteratively updates the active solutions by selecting
the best solutions from the passive solutions, and then apply-
ing various optimization techniques. After each iteration, the
active solutions are evaluated, and the best ones are selected
to become the passive solutions for the next iteration. The
process continues until a stopping criterion is met, such as
reaching a certain level of accuracy or a certain number of
iterations. The Garra Rufa-inspired optimization algorithm
has been applied to various optimization problems, such as
function optimization, and has shown to be effective in find-
ing near-optimal solutions [32], [33], [34], [35], [36].

In this study, the model under consideration [9] was
designed to represent E. coli’s primary metabolic pathway.
In addition to acetate synthesis, this model comprises six
pathways: glycolysis, pentose phosphate, the TCA cycle,
gluconeogenesis, and glyoxylate. This model was preferred
to the other models in this study because of its capacity
to simulate the key metabolic pathways of E. coli with
small-scale kinetic parameters. Furthermore, due to a lack
of genuine experimental data, the model’s nonlinearity, and
the small-scale kinetic parameters, the model’s response to
metabolites must be studied based on its capacity for esti-
mating large-scale kinetic parameters [37]. The experimental
dataset used in this work [20] has a large number of metabo-
lites and has been used in other investigations for kinetic
parameters, including [21, 17, 16, 38, 39]. The goal of this
study is to implement the Garra Rufa algorithm to calcu-
late small-scale kinetic parameters estimation. The sensitive
kinetics were acquired to aid in estimation [4].

The rest of the paper is structured as follows. Section I
contains the introduction. Section II outlines the problem
statement. Section III describes the strategy. The consequence
is discussed in Section IV. The conclusion is discussed in
the final section. As a result of the good outcome of this
study, we expect other researchers apply this technique in the
estimation of large-scale dynamic models in systems biology.

II. PROBLEM FORMULATION
The enzymatic equation for Ordinary Differential Equation
(ODE) functions includes kinetic metabolic models. Erro-
neous metabolic kinetic models can impair model behavior
and process design. As a result of the model’s nonlinearity,
getting high data features is a difficult task because kinetics
are collected from numerous laboratories and under different
conditions [40], [41], [42].

In this sense, the basic E. coli kinetic metabolic model
generated in [9] has a significant number of kinetic parame-
ters divided across six pathways. In terms of understanding
and replicating E. coli behavior, this model has a signifi-
cant impact on model simulations. However, the researches
indicated that the model needed additional research focused
on its kinetic parameter estimations and responses. Simi-
larly, additional comparisons with genuine experimental data
with large-scale kinetic parameters are needed. As a result,
additional research in this area is critical, hence this study.
The technique of parameter estimation, on the other hand,
is searching for the parameter values in a mathematical
model (formulated using ODE) that best fit the experimental
data. This is accomplished by minimizing the scalar distance
between the model prediction and the experimental data
while accounting for experimental mistakes. This problem
is classified into three types: multimodal optimization, con-
tinuous optimization, and single-objective optimization. The
following is a description of the objective function of kinetic
parameter estimate considered in this work:

f =

∑nm

i=1

∑nt

j=1

∣∣∣(yr,1 − ys,1
)

+

(
yr,2 − ys,2

)
+ . . . + (yr,m − ys,m)

∣∣ (1)

where f is the objective function, nm is the summation over
measured state of i variables at of jth measurement, nt is the
data points for each measured variables, yr,m is the actual
model output r resulting from m metabolites. The ys,m term
is the simulation model output s for m metabolites.

Since biological problems are nonlinear, estimating the
appropriate parameters for this problem is difficult due to
the existence of numerous local minima. As a result, most
optimization methods become easily caught in local minima,
resulting in a poor convergence time. Again, the resulting
parameter estimation yields a poor fit for the experimental
data and a low model prediction accuracy.

In conclusion, the problem of small-scale kinetic parame-
ters estimation refers to the challenge of accurately determin-
ing the values of the kinetic parameters (e.g. rate constants)
in a system with a large number of chemical reactions.
This can be a complex and computationally intensive task,
as it requires solving a large set of non-linear differential
equations that describe the system. The accuracy of the
estimates depends on the quality of the data, the choice
of models, and the optimization algorithms used. In recent
years, advances in computational methods and increasing
availability of high-quality data have improved the accuracy
of large-scale kinetic parameter estimation.

III. METHODOLOGY
A. THE STRUCTURE OF THE E. COLI KINETIC MODEL
The dynamic model of the main metabolic pathway of
E. coli formulated in [9] was used as a benchmark. This
model, which consists of glycolysis, pentose phosphate, the
TCA cycle, gluconeogenesis, and glyoxylate pathways in
addition to acetate formation with the phosphotransferase
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system, is used as described. This model has 23 metabo-
lites, 28 enzymatic reactions, 10 co-factors (e.g., adenosine
triphosphate (ATP), coenzyme A (COA), nicotinamide ade-
nine dinucleotide phosphate (NADPH)) and 172 kinetic
parameters. Equation 2 gives the rate at which the concen-
tration of the metabolite in the considered model changes.

dCi
dt

=

∑
j
Rijvj − µC i (2)

where Ci is the concentration of metabolite i, Rij is the stoi-
chiometric coefficient of metabolite i in the reaction j, vj is the
rate of the reaction j, andµC i is the growth rate on the dilution
effect. The detailed methodology can be deduced from the
metabolic model in Figure 1, while the model mass balance
equations in Appendix Table 4, and the kinetic rate equations
in Appendix Table 5 for the investigated model were listed in
the Appendix.

FIGURE 1. The main metabolic model of E. coli.

B. PSO ALGORITHM
Particle Swarm Optimization (PSO) is a computational opti-
mization algorithm inspired by the social behavior of birds
flocking or fish schooling. It is a metaheuristic optimization
algorithm that uses a swarm of particles to search for the opti-
mal solution of a problem. Each particle represents a potential
solution to the problem, and the swarm moves through the
solution space guided by the best solution found so far. The
velocity and position of each particle are updated based on
its own previous best solution, the best solution found by any

particle in the swarm, and a random factor. The algorithm is
simple to implement, easy to parallelize, and has been applied
to a wide range of optimization problems in various fields
including engineering, finance, and computer science [28].

For n-dimensional search space, the velocity and position
of the ith particle represents as: Vi = (Vi1,Vi2, . . . ,Vid )t

andXi = (Xi1,Xi2, . . . ,Xid )t respectively. Therefore, Particle
behavior at each iteration is represented by Eq 3 & 4:

vid (t + 1) = ωvid (t) + c1r1 (pid (t) − Xid (t))

+ c2r2(Gid (t) − Xid (t)) (3)

Xid (t + 1) = Xid (t) + vid (t + 1) (4)

where c1 and c2 are acceleration coefficients, ω is the inertia
weight parameter, Vid is the velocity of the ith particle at
the dimension n, Xid is the position of the ith particle at the
dimension n, d = 1, 2, . . . , n represent the dimension and
i = 1, 2, . . . ,N represent the particle index. N is the size
of the swarm, pid (t) is the best position of the ith particle
at the dimension n during the iteration (t), and Gid (t) is the
best global best position of the ith particle at the dimension n
during the iteration (t).

C. GRO ALGORITHM
To describe this algorithm, considering this scenario the
Garra Rufa fish found in a professional foot massage aquar-
ium [30], it is clear that the fish are organized into elaborate
communities, complete with hierarchies and social strata.
Further, a certain number of fishes are constantly switching
places. The aquarium was taken before it was submerged.
The fish are not uniformly distributed and form a single large
school, as is readily apparent. As soon as the aquarium is sunk
two feet into the pool, the fish are quickly separated into two
groups (one for each foot). This is where we see the intriguing
position transfers between the two groups, when we see a
specific number of fishes go from one foot to the other at the
same moment. Thus, the fish movements depict the random
motions of small schools of fish between the two feet, which
is consistent with the idea proposed by Azrag et al. [28] that
the solution to a complicated function can be achieved by use
of a nonconstant particle swarm.

In the scenario that food is located at many locations, the
fish will break up into smaller groups to more evenly dis-
tribute themselves among the areas [30], [31]. Then, smaller
schools of fish will swim back and forth among the larger
schools to bolster the school that is most likely to have the
sweet spot. When there is a considerable disparity in the
availability of food, as depicted in Figure 5, the fish may
select the best group.

In this experiment, we manipulated the amount of food
consumed by submerging one foot in water before the other
by one minute. In order to discover the global optimum for
several problems using a simulation of fish herding behavior,
the idealized assumptions can be reduced as follows. First,
the fish will be split up into smaller groups (one for each fin),
each with its own leader. Second, each fish can take on the
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role of leader or follower based on how close they are to the
optimal position. Third, we will choose the number of leaders
based on the problem’s difficulty and the predicted number of
optimal points for the objective functions. Fourth, at the end
of each cycle, some of the fish will move to the group with
the highest ideal value, based on the results of the previous
cycles.

The number of fishes is held constant, but the randomness
of the fish that swim around is thought to be a factor. Fifth,
in each iteration, both the sub-global fitness of each leader
and the global fitness will be calculated. After a certain
number of cycles, all the fish will have to follow the same
leader. Therefore, we can generate some wild assumptions
about the number of followers using Eq (5):

followers number =
n− leaders number
leaders number

(5)

In this equation, n represents the total number of par-
ticles. Assuming that Group 1 is the best, the next step
is to determine the objective function for each fish and
sort the values to determine the leaders and the best
group.

Equations (6) and (7) can be used to compute the change
in the number of mobile and follower fish for the poorest
leaders:

mobi = integer(ą ∗ random) (6)

fol ij = Max(
(
fol ij−1 − mobi

)
, o) (7)

where ą is the maximum number of mobile fish for one group,
random is from (0-1), f = i is the iteration number, andmobi,
fol ij are the number of followers and mobile fish for the ith
leader. The changes in mobile and follower counts for the best
leader are indicated below in Eq 8 & 9:

mob1 =

∑n

2
mobi (8)

fol1,j = fol1,j−1 + mob1 (9)

The GR algorithm proceeds according to the process illus-
trated by Algorithm 1 below.

The first step is to define the objective function that
needs to be optimized. In the case of kinetic parameter
estimation, the objective function could be the sum of the
squared differences between the experimental data and the
model predictions, where the model predictions are calcu-
lated using a set of kinetic parameters. The goal is to find
the set of kinetic parameters that minimize the objective
function.

Once the objective function is defined, we can apply the
Garra Rufa algorithm to explore the parameter space and find
the best set of kinetic parameters. Here is an implementation
description of the algorithm:

1) Define the number of fish and the number of leaders
based on the problem’s difficulty and the predicted
number of optimal points for the objective function.

2) Initialize the fish randomly in the parameter space.

Algorithm 1 The Garra Rufa Adoption
1. Select the initial values (number of leaders, number of particles

initialization of the basic method, fitness function limits, percentage
value of the maximum moving particles ($), c1, c2, ω.

2. Initialize the kinetic boundaries
3. Set the Number of folllowers = n/num ber of leaders
4. Find fitness for n of particles, sort according to fitness
5. Set the first ‘‘number of leaders’’ optimal particles as leaders.
6. While t < iteration do
7. For i = 1 to number of leaders
8. Update particles for the followers of leaders (i) Using basic

optimization Algorithm
9. Sort leaders according to fitness
10. End For
11. For i = 2 to number of leaders
12. Redistribute the followers according to the following equa-

tions
13. Mobile fish .from worse groups (i) = $ ∗ random Followers

(i) = Max (0, followers (i)- mobile fish (i))
14. Total mobile fish of the best leader = total mobile fishes +

mobile fish (i)
15. end for
16. Followers (1) = Followers (1) + total mobile fish
17. Finding the sub-global solution for each leader
18. Determine the global solution
19. End While

3) Evaluate the fitness of each fish using the objective
function.

4) Split the fish into smaller groups (one for each fin),
each with its own leader.

5) Each fish can take on the role of leader or follower
based on how close they are to the optimal position.
The leader fish are those with the best fitness in each
group.

6) Allow the follower fish to move randomly around the
parameter space, guided by the leader fish.

7) At the end of each cycle, some of the fish will move
to the group with the highest ideal value, based on the
results of the previous cycles. This ensures that the
search is focused on the best regions of the parameter
space.

8) In each iteration, calculate both the sub-global fitness
of each leader and the global fitness. The sub-global
fitness is the fitness of each leader in its own group,
while the global fitness is the best fitness among all the
leaders.

9) Repeat steps 3-8 until convergence is achieved or a
maximum number of iterations is reached.

10) Once convergence is achieved, the set of kinetic
parameters that correspond to the leader fish with
the best fitness can be used as the best estimate
for the kinetic parameters that fit the experimental
data.

The Garra Rufa algorithm is a bio-inspired optimization
algorithm utilized for the purpose of parameter optimization.
Within this particular framework, it is utilized to determine
the optimal set of kinetic parameters for a specified objective
function.
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Procedure of the Garra Rufa Algorithm:
1. Specify the parameters:
Quantity of fish: Estimate the population size, considering

the capacity for exploration.
Determine the quantity of leaders by considering the intri-

cacy of the problem and the anticipated optimal outcomes.
2. Initialization:
Initialize fish in the parameter space in a random manner.
3. Assess Physical Condition:
Utilize the specified objective function to assess the fitness

of every fish.
4. Formation of Groups:
Divide the fish into smaller clusters, with each cluster

having one fin (leader). Every group possesses its own leader.
5. Process of Choosing a Leader:
Determine the dominant fish by assessing their proxim-

ity to the most favorable locations. Leaders are individuals
who possess superior physical fitness within their respective
groups.

6. Follower’s Mobility:
Enable follower fish to navigate randomly within the

defined boundaries, under the guidance of their respective
leaders.

7. Conduct a targeted search:
At the conclusion of each cycle, certain fish migrate

towards the cluster exhibiting the greatest ideal value, thereby
prioritizing exploration in the vicinity of the most optimal
regions.

8. Calculation of Physical Fitness:
During each iteration, compute the sub-global fitness for

each leader within its group as well as the global fitness,
which represents the highest fitness value among all leaders.

9. Sequential Procedure:
Continue executing steps 3-8 repeatedly until either con-

vergence is achieved or the maximum number of iterations,
as predetermined, is reached.

10. Convergence refers to the process of coming together
or meeting at a common point.

Upon achieving convergence, the collection of kinetic
parameters associatedwith the leader fish exhibiting the high-
est level of fitness is regarded as the most accurate estimation
for fitting the experimental data.

Clarification:
The Garra Rufa algorithm is derived from the behavior

of the Garra Rufa fish, which is renowned for its symbiotic
cleaning behavior during spa treatments. In this optimization
context:

Group Dynamics: Fish exhibit social behavior by forming
smaller units known as groups, with each group having a
designated leader. This replicates the communal investigation
behavior observed in schools of fish.

The algorithm utilizes a leader-follower mechanism,
in which leaders provide guidance to followers within the
parameter space. The selection of leaders is based on their
aptitude, guaranteeing that the most talented individuals take
charge of the exploration.

Dynamic Movement: Followers exhibit stochastic motion,
emulating the capriciousness of fish locomotion. The stochas-
tic nature facilitates extensive exploration of the parameter
space.

The algorithm strategically prioritizes the most favorable
regions of the parameter space, thereby enhancing the likeli-
hood of discovering optimal solutions.

Fitness Assessment: The evaluation of fitness occurs at
both local (sub-global) and global levels, allowing for a thor-
ough comprehension of the solution landscape.

Convergence Criteria: The algorithm continues iterating
until it reaches a state of convergence, which occurs when it
either finds a satisfactory solution or reaches a predetermined
maximum iteration limit.

The quantitative evaluation of the model’s estimation per-
formance was done using two diagnostic measures that rely
on the average values of the primary state variables. The first
measure, known as the mean error (ME) (as shown in Eq10),
indicates the model’s bias and provides insight into whether
the model tends to overestimate or underestimate a variable.
The second measure, called the relative error (RE) (as shown
in Eq 11), assesses the accuracy of the model [27], [43].

ME =

∑NT
i=1 (Ci − C∧i)

NT
(10)

RE =

∑NT
i=1 |Ci − C∧i|∑NT

i Ci
(11)

IV. RESULT
Ensuring the algorithm explores valid regions within the
parameter space is crucial, and this requires maintaining fea-
sibility in the generated solutions. Regarding the Garra Rufa
algorithm, here is a technique to ensure that the produced
solutions remain viable:

Approach for Achievable Solutions:
1. Boundary Validation:
Incorporate boundary checking during the initialization

andmovement of fish to guarantee that any solution generated
or moved randomly stays within the feasible parameter space.
When a fish exceeds the specified boundaries, its position is
corrected to the closest boundary.

2. Dealing with Constraints:
Incorporate limitations into the assessment of fitness. If a

solution fails to meet any constraints, such as physical or
practical limitations, reduce the fitness value or implement
corrective measures to restore the solution to feasibility.

3. Dynamic Constraint Management:
Adapt constraints in real-time according to the changing

fitness landscape. If specific areas of the parameter space
become unattainable due to fish movement, adjust the con-
straints accordingly.

4. Mechanisms for repairing:
Develop and incorporate corrective measures for solutions

that are not feasible. When a fish produces an impractical
solution or moves to an impractical area, implement repair
strategies to alter the solution while preserving feasibility.
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This may entail modifying specific parameters or transition-
ing the solution to a neighboring feasible state.

5. Variable step sizes that adjust according to specific
conditions:

Modify the sizes of steps or distances of movement in
a flexible and responsive manner. This hinders fish from
executing substantial and impractical leaps in the parame-
ter space. Taking smaller steps increases the probability of
remaining within achievable areas.

6. Mechanism for receiving feedback:
Utilize the feedback obtained from the fitness evaluation

to direct the locomotion of fish. If a specific area consis-
tently produces solutions that are not possible, the algorithm
can adjust by decreasing the amount of exploration in that
direction.

7. Iterative Refinement:
Execute a repetitive improvement procedure. After each

motion, verify the practicality and progressively enhance the
solution until it complies with the limitations. This hinders
the algorithm’s advancement by disallowing solutions that
are initially near feasible but later violate constraints during
further exploration.

8. Leader Selection with Consideration for Constraints:
When choosing a leader fish, give priority to those who

have practical solutions. This guarantees that followers are
directed by leaders who already occupy viable areas, thereby
minimizing the likelihood of exploring impractical territories.

By integrating these tactics, the Garra Rufa algorithm
can proficiently navigate the parameter space while consis-
tently upholding the feasibility of the produced solutions.
The algorithm’s adaptive approach enables it to efficiently
navigate intricate terrains and converge towards viable and
high-caliber solutions.

In order to determine which kinetics are particularly vul-
nerable to change, a sensitivity analysis is performed to reveal
how many outputs are impacted by alterations to individual
kinetic parameters. Since the kinetic parameters span such a
broad range, simultaneous optimization of all 172 of them is
a daunting task. As a result, the most sensitive kinetics were
isolated via sensitivity analysis. All kinetics were examined
up to a disturbance of 200%. In addition, the simulation
identified the seven most effective kinetic parameters out of
a total of 172, and these were designated as the parameters
that needed to be estimated. The remaining kinetics were left
at their original values because their effectiveness dropped
below 20% when the perturbation was increased to 200%
[10]. Those kinetic parameters are (vpykmax , npk , icdh, k

f
icdh,

kdicdhnadp, k
m
icdhnadp, and v

icl
max), which represent the reaction

rates of (pyr , icdh, icl).
Moreover, Table 3 shows the nominal, the upper, the lower

and the estimated kinetic parameters for GRO algorithm.
While the estimated kinetic parameters for PSO was taken
from [11].

The kinetic parameter estimation problem (Eq 1) was
solved based on experimental data taken from literature for an
E coli continuous culture perturbed with a glucose pulse [9].

TABLE 1. The kinetic estimation.

TABLE 2. The relative error (RE) and the mean error (ME).

Temporal profiles for extracellular glucose (Glcex), Glucose-
6-phosphate (G6P), Fructose 6-phosphate (F6P), Fructose
1,6-Phosphate (FDP), Glyceraldehyde 3-phosphate (GAP),
Phosphoenol-pyruvate (PEP), 6-Phosphogluconolactone
(6PG), Ribose 5-phosphate (Ru5P), Xylulose 5-phosphate
(Xu5P), 2-Keto-D-gluconate (2KG), and Sedoheptulose
7-phosphate (S7P).
As shown in Figure 2, 3, and 4, the GRO and PSO algo-

rithms showed perfect result.
Thus, Figure 2, 3, & 4 displays the estimated concentration

patterns of key variables using both our proposed model and
the model developed by [5], [9], and [20], as well as the
observed data. We use the optimal parameter values from
Table 1 to estimate the metabolite concentrations with our
proposed model, and for the original model, we use the
optimal values for kinetic parameters from [5], [9], and [20].
By comparing the simulated profiles in Figure 2, 3, & 4 it
becomes obvious that our proposed model, together with the
parameter estimation method we introduced in this work,
leads to improved estimations of dynamic responses. Our
GRO algorithm, is thus a useful methodology for solving
kinetic parameter estimation problems because it leverages
information on objective function and differential algebraic
constraints gradients relative to optimization variables (the
parameters to be estimated) evaluated throughout the time
horizon in each integration of the DAE system (correspond-
ing to each iteration of the outer optimization problem).
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FIGURE 2. The Glycolysis, Anapleorotic and Acetate formation pathways simulation by GRO and PSO.

FIGURE 3. The TCA cycle, Anapleorotic, Glyoxylate, and Acetate formation pathways simulation by GRO and PSO.

Table 2 shows the relative error (RE) and the mean error
(ME) from parameter estimation results for the model using
GRO and PSO algorithms. Focusing on the results obtained
for the kinetic estimation in this work by GRO, it becomes
clear that the mean error values show a good fit between the
observed data and model outputs for state variables. The ME,
in the case of F6P, takes the highest value equal to −0.437
(Table 2).
Considering the relative error values, the best esti-

mations are encountered for extracellular glucose Glcex

(RE=2.31%), FDP (RE=3.46%), 6PG (RE=4.3%), G6P
(RE=7.63%), Ru5P (RE=11.5%), PEP (RE=15.52%),
Xu5P (RE=19.6%), 2KGDH (RE=24.3%) show a reason-
able fit. The largest discrepancy between the observed data
andmodel prediction occurs for S7P (RE=34.57%)withF6P
(RE=41.25%).

Furthermore, PSO algorithm shows that the mean error
values have a good fit between the observed data and model
outputs for state variables. The ME, in the case of F6P, takes
the highest value equal to −0.524 (Table 2).

Taking into account the relative error values, the best
estimations are encountered for FDP (RE=7.81%), 6PG
(RE=12.47%), extracellular glucose Glcex (RE=14.29%),
PEP (RE=18.14%),G6P (RE=23.5%),Ru5P (RE=27.72%),
Xu5P (RE=32.24%), 2KGDH (RE=35.5%) show a reason-
able fit. The largest discrepancy between the observed data
andmodel prediction occurs for S7P (RE=41.51%)withF6P
(RE=54.32%).

In order to guarantee a fair comparison, we conscien-
tiously selected effective parameter values for the PSO and
GRO [31], [33] techniques, as detailed in Table 3. The
parameters that were chosen for inclusion in this table are
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FIGURE 4. The Pentose Phosphate (PP) pathway simulation by GRO and PSO.

FIGURE 5. The GRO performance.

TABLE 3. PSO and GRO algorithm parameters.

accompanied by information regarding the execution time
(TOC) of each algorithm, which was precisely calculated at
the 10-hour mark.

The convergence performance of the GRO algorithm in six
different scenarios involving the E. coli model is depicted
in Figure 5. This exhaustive analysis encompasses three
distinct time intervals: precisely, 10, 20, and 30 hours.

The visual depicted in Figure 5 illustrates the performance
of the convergent-to-optimal point method using the GRO
algorithm throughout various temporal phases of the E. coli
model.

V. CONCLUSION
Our study introduces an innovative method for estimating
kinetic parameters in a complex metabolic network that
includes the phosphotransferase system, glycolysis, pentose
phosphate routes, and fermentation pathways. To address
the difficulty of optimizing 172 kinetic parameters at once,
we performed a thorough sensitivity analysis to determine the
seven most important parameters for estimation.

The Garra Rufa Optimization (GRO) algorithm, which
draws inspiration from the skin-cleaning behavior of the
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TABLE 4. Model mass balance equations. TABLE 5. Kinetic rate equations.
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TABLE 5. (Continued.) Kinetic rate equations.

Garra Rufa fish, has demonstrated its efficacy as a potent
optimization tool. In addition to GRO, we utilized the Particle
Swarm Optimization (PSO) algorithm for the purpose of
comparison. The results of our study unequivocally establish
the GRO algorithm as superior in accurately and effectively

estimating the specific kinetic parameters of interest. Further-
more, our findings highlight its ability to handle models of
different levels of complexity with ease.

By using experimental data obtained from a continuous
culture of E. coli that was exposed to a sudden increase in
glucose, our simulations produced time-dependent profiles
for various metabolites. The visual depictions in Figures 2,
3, & 4 demonstrate the improved accuracy of our proposed
GRO-driven model in comparison to models developed by
other researchers.

The enhanced precision in capturing dynamic reactions
highlights the potential of the GRO algorithm in advancing
the modelling of metabolic networks.

Evaluating themodel’s performance can be done by assess-
ing the relative error (RE) and mean error (ME) values,
which offer a nuanced evaluation. Although there are some
small differences for certain metabolites, the ME values,
particularly for state variables such as F6P, confirm a strong
agreement between the observed data and the predictions
of the model. The relative error values provide additional
evidence of a satisfactory fit for most variables, thereby
strengthening the credibility of our proposed GRO-driven
approach.

Building upon these discoveries, it is important to mention
that the GRO algorithm not only performed exceptionally
well in terms of efficiency and accuracy, but also showcased
computational benefits, making it especially suitable for
models of a large scale. The algorithm consistently demon-
strated its capacity to efficiently navigate the parameter space
and converge on optimal solutions.

Our proposed GRO-driven methodology provides a practi-
cal and transformative tool for systems biology, offering the
potential for advancements in comprehending andmanipulat-
ing complex biological systems. Our approach offers a strong
framework for precise parameter estimation in the study of
intricate metabolic networks, making a valuable contribution
to the field of computational biology research.
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APPENDIX
The appendix is showing the model mass balance and the
kinetic rate equations Tables 4&5.
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