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ABSTRACT State estimation is paramount in control, monitoring, and fault management across various
domains. Uncertainty in model parameters and changing system dynamics pose significant challenges to
accurate state estimation. This paper proposes a novel adaptive estimation strategy called the Moving
Window Interacting Multiple Model (MWIMM). Using a moving window improves identifiability and
computational efficiency of the multiple model algorithms by focusing on a subset of possible models,
rather than considering all models at each stage. MWIMM enables the estimation of gradual changes in
the system, making it valuable for fault intensity and Remaining Useful Life (RUL) estimation. The paper
provides an overview of adaptive estimation strategies, presents the formulation of MWIMM for fault
intensity and RUL estimation, and investigates the parameter estimation problem. Results are compared
with those of augmented state Extended Kalman Filter (EKF) estimation, and it is shown that the proposed
MWIMM approach offers a promising alternative for effectively handling extensive parameter uncertainty
and accommodating gradual changes in system parameters.

INDEX TERMS Adaptive estimation, moving window IMM, fault diagnosis, RUL estimation.

I. INTRODUCTION
State estimation is an essential step in various fields, includ-

model parameters alongside the states becomes particularly
valuable, as it aids in detecting faults and predicting their

ing control, monitoring, fault management [1], [2] and control
of cyber-physical systems [3]. However, system states may be
partially observable or even unobservable. In addition to the
challenges posed by the unknown states, another important
barrier in state estimation is the uncertainty within the model
parameters. Since these parameters are often not precisely
known, the estimation process is inherently unpredictable
and imprecise. Moreover, system dynamics gradually change
over time due to aging. It is also possible that a system
undergoes abrupt changes, which include switching in the
entire system dynamics. Hybrid models are deployed to
capture this phenomenon. In such cases, estimating the
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future behavior as well as allowing for proactive maintenance
and management.

State estimation accuracy heavily depends on the prior
knowledge of model parameters. When parameters are
precisely known, which is unrealistic in most applications,
the Kalman Filter (KF) offers optimal state estimation for
linear systems assuming zero-mean Gaussian noise [1].
Furthermore, in the presence of small parametric uncer-
tainties, the impact of parameter mismatch is typically
insignificant compared to the process noise, enabling the
KF to maintain a satisfactory performance [4]. However,
for scenarios involving moderate parametric uncertainty,
alternative approaches become necessary. One approach
involves introducing artificial white noise by increasing
specific elements of the process noise covariance matrix, Q,
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within the KF algorithm [4]. Another technique adaptively
adjusts the process noise covariance matrix by monitoring
residuals within the KF [5]. Alternatively, a robust estimation
strategy such as the Smooth Variable Structure Filter (SVSF)
with Variable Boundary Layer (SVSF-VBL) optimizes
estimation error while considering parametric uncertainty
through deploying a switching gain [6], [7].

In the presence of significant parametric uncertainty,
the traditional approach of increasing process noise and
treating it as equivalent to white noise within the KF
becomes inadequate. In this case, the effects of parametric
uncertainties become significant and cannot be considered
as added white noise [4]. Although SVSF can guarantee
boundedness of estimation error in the presence of large
uncertainties, it requires a large corrective gain, which
leads to chattering [8], [9]. While the mean error may
decrease rapidly due to this significant gain, the excessive
control action can result in a large Root Mean Square Error
(RMSE) for SVSF [10]. As an alternative, particle filters
are known nonlinear filtering techniques suitable for more
general systems characterized by unknown uncertainties
and non-Gaussian probability density functions (PDFs).
However, their performance is contingent on the number of
particles employed and they require very high computational
power. An infinite number of particles would be necessary
for the estimation error to converge to zero in an ideal
setting [11].

Joint state and parameter estimation offers an alternative
approach for dealing with extensive parametric uncertain-
ties and for accommodating gradual changes in model
parameters. However, this method presents challenges due
to its reliance on nonlinear filtering and calls for solving
complex nonlinear Partial Differential Equations (PDEs) to
obtain the optimal solution. The augmented state Extended
Kalman Filter (EKF) provides a suboptimal solution [12],
which is susceptible to bias estimation and divergence for
several reasons [13], [14]. Firstly, the augmented states lack
meaningful dynamics, making it challenging to intuitively
select the artificially introduced noise based on engineering
guesses [4]. Secondly, discriminative training methods for
determining the process noise covariance matrix depend
on measured states, and including augmented states can
negatively impact the training process [5], [15]. Additionally,
validity of linearization used in the EKF becomes compro-
mised in the presence of significant parametric uncertainty.
Moreover, incorporating augmented states can render the
system unobservable [12].

Alternatively, adaptive estimation strategies offer a dif-
ferent viewpoint that tackles significant uncertainties and
enables the estimation of abrupt changes in the system
that are a possible occurrence in hybrid systems and fault
detection scenarios. In this paper, a novel adaptive estimation
strategy is developed based on the Interacting Multiple Model
(IMM) method. The new algorithm called Moving Window
Interacting Multiple Model (MWIMM) offers the following
advantages compared to the traditional IMM algorithm:
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o It is capable of estimating gradual changes in system
parameters, making it valuable for fault prognosis and
Remaining Useful Life (RUL) estimation problems.
This is achieved through utilizing parameter bins.

« It improves computational efficiency and avoids com-
binatorial explosion, which are two common problems
associated with MMAE algorithms including traditional
IMM strategy. This is accomplished by narrowing down
the search space to a specific window rather than
considering all potential models at each stage.

« It relaxes the assumed irreversible condition used in the
Updated IMM (UIMM) algorithm [16], [17], [18], thus
extending its application to a wider range of problem
domains.

The paper follows the subsequent structure: Section II
presents an overview of adaptive estimation strategies.
In Section III, the formulation of MWIMM for fault intensity
and remaining useful life estimation is presented. Section IV
investigates the application of the proposed MWIMM in
a comprehensive parameter estimation problem, comparing
the results with parameter estimation using augmented state
extended Kalman filter. Section V explores the influence of
three crucial factors—identifiability, optimality, and system
excitation—on the performance of the multiple model
adaptive estimation strategy in general and the proposed
method specifically. It is demonstrated through a case study
that for a Multiple Model Adaptive Estimation (MMAE)
strategy, observability of all models in the filter bank does
not guarantee identifiability. Finally, the paper concludes with
summarizing remarks in the last section.

Il. BACKGROUND: ADAPTIVE ESTIMATION STRATEGY
Adaptive estimation using multiple models for hypothesis
testing, known as Multiple Model Adaptive Estimation
(MMAE), proves to be a valuable tool for handling large
parameter uncertainty and hybrid systems characterized by
different system models with distinct parameter sets [4].
MMAE assumes that engineering knowledge can serve as
prior information about the hybrid models and the feasible
range of parameters. This approach enables the estimation
of system states while providing an algorithm to identify
changing parameters or the true underlying model. MMAE
finds extensive applications in real-time problems, including
autonomous vehicles [19], [20], target tracking [21], [22],
fault diagnosis [23], [24], [25], and fault-tolerant control
systems [16], [26], [27], [28]. The multiple model estimation
procedure involves three main steps: generating individual
state estimates that correspond to a given parameter vector,
evolving the hypothesis probability, and combining the
individual estimates.

In the realm of MMAE, two distinct approaches can
be observed: static and dynamic. Static MMAE assumes
the exclusive usage of a single model throughout the
entire process, without any transitions or jumps occurring.
Consequently, it is unsuitable for time-variant systems
characterized by changing parameters or instances where the
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system switches between different models. On the other hand,
dynamic MMAE is specifically designed for time-varying
systems and proves to be well-suited for online fault diagnosis
or target tracing applications [1]. Notably, within the realm
of dynamic MMAE, three widely recognized strategies are
the General Pseudo-Bayesian estimator of the first order
(GPBI1), the General Pseudo-Bayesian estimator of the
second order (GPB2), and the Interacting Multiple Model
(IMM). Among these, IMM gained interest due to its reported
computational efficiency while maintaining a performance
comparable to that of GPB2 [1]. As a result, IMM emerges as
a promising choice for dynamic MMAE applications. Hence,
the proposed method in this study is built on IMM.

Ill. MOVING WINDOW INTERACTIVE MULTIPLE MODEL
FOR FAULT INTENSITY AND REMAINING USEFUL LIFE
ESTIMATION

The novel Moving Window Interactive Multiple Model
(MWIMM) strategy is proposed and is well-suited for
addressing problems characterized by a gradual progression
of degradation, such as estimating a system’s Remaining
Useful Life (RUL) and measuring fault intensity. Assessment
of RUL involves evaluating the level of degradation in a
system and estimating its remaining operational lifespan,
with the estimation of battery State of Health (SoH) being a
prominent example. Precise fault intensity measurement is a
fundamental pillar in prognostics and condition monitoring
applications. Taking account of the inherent chronological
order involved in these issues, the MWIMM strategy can
effectively estimate RUL and quantify fault intensity, incor-
porating supplementary temporal information to enhance
computational efficiency, and improve identifiability com-
pared to the IMM strategy. Consider a general linear system
that is subject to switching as described below:

x(k) = AWM (k)x(k — 1) + B(M (k))u(k)

+ vk — 1, M(k)), (1)
z(k) = CM (k) x(k) + D (M (k)) u(k)
+w(k, M (k). @

In this context, x(k) and z(k) are state and measurement
vectors respectively, M (k) represents the true model at time
k, while A (M (k)), B(M (k)), C(M (k)), and D (M (k))
refer to the system matrices associated with model M (k).
Additionally, v (k — 1, M (k)) and w (k, M (k)) represent the
process and measurement noise corresponding to model
M (k), respectively. These systems are also known as jump-
linear systems, assuming that the mode jump process exhibits
left continuity [1]. This means that the influence of the new
model initiates from time & onwards. The vector x(k), which
takes on continuous values, and the discrete variable M (k)
are sometimes denoted as the base state and modal state,
respectively [1].

The model at time k is assumed to be among the N possible
fault severity levels as:

M (k) € {MFL[i]}f-V:Bl , 3)
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where the subscript FL[i] stands for the fault intensity level
of “i”. A larger “i” means the model has a more severe
fault (i.e., the model Mpy o) corresponds to a healthy system
or zero fault intensity level, and model Mgy ;) has the fault
intensity level of “i”). Similarly for RUL estimation, M (k) is

assumed to be among the N possible RUL levels as:

M(k) € {MRULU]}?Z)I . 4)

1
1

Here, the index serves as an indicator of the system’s level
of degradation. For instance, the model Mgy o) corresponds
to zero degradation or the maximum RUL, while the
model Mgy ;) represents the RUL level associated with the
degradation level ““i”” of the system. In a general formulation
applicable to all level-based model sets, such as fault intensity
level sets or RUL level sets, (3) and (4) can be expressed as
follows:

Mk) e {ML[Z']}?IZBI . 5)

In this context,My ; represents the model corresponding to
level “i”. Assuming that the model switching follows a
Markov process with a known mode transition, a common
assumption in MMAE strategies leads to the following [1]:

piji=P{M (k) = Myjj|M(k — 1) =My} . (6)

The mode transition probabilities, represented by p;,
are constant over time and independent of the base state.
To account for the inherent temporal information associated
with the chronological order, it is possible to build the
transition matrix assuming that the transition probability
increases when the model levels are in close proximity,
as illustrated in (7):

li—jil <li—=j2l = pij; > Pij,- )

In contrast to the IMM strategy, the MWIMM approach
utilizes a filter bank that includes only neighboring models
of the matched model, incorporating information aligned
with the chronological order. Consequently, the number of
filters operating in parallel depends on the chosen size of the
moving window that defines the neighborhood. As illustrated
in Fig. 1, when a model transition occurs, signifying a
change in the matched model, the moving window adjusts
accordingly. Regarding the initial condition, it is reasonable
to assume that the system is in a healthy state (level zero)
at the commencement of the process. However, the proposed
algorithm can start from any other initial condition.

Remark 1: In cases where the true model is not included
within the model bank contained in the window employed
by the MWIMM approach, an automatic adjustment takes
place. Such cases can occur due to incorrect initial conditions
or a significant and abrupt change during the process
that pushes the model outside the window. The adjustment
process involves initial convergence towards the “nearest”
model [29], followed by the subsequent sliding of the
window’s position.

Remark 2: In general, it is advisable to opt for an
odd-sized window in the MWIMM framework, with the
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Window Slides at Time (k+1)

Matched Model at Time (k)

Jump Due to Model Change

Mein-11 OF Meyipngg

Window Size (n=5)

Filter Bank at Time (k+1)

FIGURE 1. Flowchart illustrating the MWIMM approach for estimating RUL and addressing fault intensity issues.

matched model positioned at the center. This choice helps
prevent any bias towards switching to higher or lower levels.
However, depending on the application, it is permissible to
employ a skewed window that tilts toward a specific direction.
For instance, in the case of RUL estimation, where switching
consistently occurs in the direction of lower RUL due to
the nature of aging, the MWIMM design can incorporate
a skewed window that promotes switching predominantly in
that specific direction.

Remark 3: The applicability of the MWIMM strategy
extends to nonlinear systems by employing linearization
techniques, following the same underlying principles utilized
in the IMM strategy [1].

Remark 4: The computational efficiency of the MWIMM
approach is enhanced by reducing the number of running
filters, number of combinations and number of proba-
bility calculations in comparison to the IMM strategy.
This improvement is demonstrated in Table. 1, where “n”
represents the size of the moving window and “N ” denotes the
total number of models. The same strategy can be applied to
GPBI and GPB?2 estimators using targeted moving windows,
known as MWGPBI1 and MWGPB?2 respectively, in Table. 1,
resulting in improved computational efficiency.

Based on Remark 1, it can be inferred that selecting a
window of size n = 3 with the matched model in the center is
generally adequate since the MWIMM strategy adjusts the
window position over time to encompass the true model.
However, in situations where the model levels are closely
spaced, resulting from selecting small bin levels, and the
system undergoes rapid changes, the sliding window may
lag behind and fail to converge to include the true model
in a timely manner. Increasing the window size addresses
this issue by sacrificing computational efficiency (as shown
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in Table. 1), but it facilitates the inclusion of the true
model within the sliding window and expedites convergence.
Further elaboration on these issues will be provided in
the subsequent section, which discusses the selection of
MWIMM parameters for parameter estimation problems.

IV. MOVING WINDOW INTERACTIVE MULTIPLE MODEL
FOR PARAMETER IDENTIFICATION

The MWIMM strategy can be applied in a general context for
parameter identification tasks when system parameters are
unknown and potentially subject to time variations. Consider
a general linear system as follows, with parameter 6 (k) being
unknown and time-varying:

x(k) = A (0 (k) x(k — 1) + B (0 (k)) u(k)

+Q @ (k) v(k — 1), ®)
z(k) = C (6 (k)) x(k) + D (0 (k)) u(k)
+ R (6 (k) w(k), C))

where A (0 (k)), B (0 (k)), C (6 (k)), and D (6 (k)) represent
system matrices, Q (6 (k)) and R (6 (k)) denote the matrices
associated with process noise and measurement noise,
respectively, as functions of 6(k). Without loss of generality
6(k) is assumed to be bounded as follows:

B1 <0(k) < B, (10)

Then, the set of models can be created based on discretizing
the value of 0 (k) to N bins as:

6=+ 2L 8, gy
i = Pl N 2 1
wherei € {0,1,..., N — 1}, (11
M) € {Mugg ) (12)
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TABLE 1. A comparative analysis of computational requirements among various MMAE strategies.

Adaptive Estimation Strategy ~ #Combinations  #Filters  #Probability Calculations
IMM [1] N+1 N N2+ N
MWIMM n+1 n n? 4 n
GPBI [1] 1 N N
MWGPBI1 1 n n
GPB2 [1] N+1 N?Z NZ+N
MWGPB2 n+1 n? n?+n
E[6] A. CASE STUDY: SECOND ORDER SYSTEM PARAMETER
0 Filter Bank at Time t, . Confidance IDENTIFICATION
B, ‘ - Interval Bound This section utilizes the MWIMM strategy with the Kalman
- =~ PDF(6) Filter as the underlying filter (referred to as MWIMM-KF)
& 1 =T to estimate the natural frequency of a second-order system.
@ 2+ > ! Assuming that only the first state has been measured, the
— e /’ - state-space model (13) represents a generic second-order
st ~ — system with parameters such as damping ratio ¢, natural
£ = . .
£y - frequency wp, measurement noise w(k), and process noise
23 -
v(k):
B, L.

N\

Filter Bank at Time t,

-~ .
Updating  Time
Time (T,)

FIGURE 2. Parameter identification using the MWIMM strategy.

where 0; represents the central value of the ith bin, and
M, corresponds to the model associated with parameter
0;, which can be derived based on (8) and (9). The total
number of models (V) depends on the chosen bin size for
0;. Thus, identification of parameter 6 entails determining
the model M (k) in (12), which can be solved using the
MWIMM strategy. Opting for a smaller bin size enhances
the resolution for identification of 6; however, this leads
to closely spaced M [g,) models, posing a greater challenge
for MWIMM in terms of identification. Fig. 2 illustrates
the application of MWIMM in a parameter identification
context for estimating a time-varying parameter. This figure
highlights the importance of two additional parameters: the
window size and the updating time for the MWIMM sliding
window. Remark 1 suggests that a window size of n = 3,
with the matched model positioned in the center, is generally
sufficient. However, for improved performance, the window
size can be determined by considering the confidence
interval of the Probability Density Function (PDF), if such
information is available (as depicted in Fig. 2). The impact of
the updating time and bin size will be extensively investigated
in the following section through several case studies.

Remark 5: If the probability distribution function of the
parameter to be identified (0) is available, the transition
matrix for the MWIMM strategy can be formed accordingly.

Remark 6: The aforementioned approach can also be
applied for identification of multiple parameters by utilizing
a parameter vector (6 ), whereby the number of models grows
exponentially with respect to the number of parameters to be
identified.
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x1(k + 1) = x1(k) + Tx2(k) + vi(k)
xo(k + 1) = —Tswdx1 (k) + (1 — 2T wo) x2(k)
+Tbu(k) + va(k),

(k) = x1(k) + w(k), (13)

where T denotes the time-step and u is the system input. Let
us assume that the parameters of the system are specified
as follows: ¢ = 0.1,b = 100, uncorrelated process
noise vy (k) ~ N (0, 10_12) and vy (k) ~ N (0, 10_6),
and measurement noise w (k) ~ N (0, 10_10). Given that
the system behavior changes gradually over time due to
variations in the natural frequency, the MWIMM strategy
can be employed to estimate the natural frequency. In this
approach, a window size of three is chosen, limiting the
consideration to three models in the filter bank at each instant.
To ensure a high resolution, the bin size for the natural
frequency is set to 0.05 Hz. The sampling time used in the
filter is 0.002s, while the updating time bin for the sliding
window (7T),) is 1s. The transition matrix P;;, initial mode
probability p(0), and mode probability threshold for sliding
I Threshold» are determined as follows:

0.9 0.05 0.05 0.25
P; =005 09 0.05|, pO=]05|,
0.05 0.05 0.9 0.25

WThreshold = 0.5. (14)

The threshold for the mode probability in the sliding
window reflects the sliding window’s sensitivity to model
transitions. A higher threshold value makes the MWIMM
window reluctant to slide, thereby minimizing false transi-
tions caused by noise. However, it also reduces the sensitivity
of the estimation to parameter changes. In this case study,
a threshold of 0.5 is chosen to ensure that sliding occurs only
when the new “matched model” has the highest probability
among the model banks. The minimum threshold can be set as
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the maximum mode probability at each time step to establish
a reference level.

The covariance matrices used for the Kalman filter are
derived from the measurement and process noises in the
following manner:

10712 0 ~10
Q_[ 0 10—6] R=10""

P (0[0) [5 ‘1)] . (15)

The results illustrated in Fig. 3 show the MWIMM-
KF’s effective estimation of both states, while successfully
identifying the gradual change in the natural frequency. With
a chosen window size of three (n = 3), Fig. 3a displays
three mode probabilities: “Model Low,” “Model Mid,” and
“Model Up,” corresponding to models with lower, middle,
and higher natural frequencies within the window. When
the mode probability of ‘“Model Up” surpasses the others
(t between 255 and 125s), it signifies an increasing natural
frequency, prompting an upward slide of the MWIMM
window. Conversely, when the mode probability of ‘“Model
Low” exceeds the others (from t+ = 1755 to t =
275s), it indicates a decreasing natural frequency, causing
the window to slide downward. Finally, when the mode
probability of “Model Mid” outweighs the others (r <
25s or 125s < t < 175s or 275s < 1t), it signifies a
constant natural frequency, resulting in the window to remain
stationary. In Fig. 3b, the estimated natural frequency exhibits
step levels with a resolution of 0.05 Hz, derived from the
chosen frequency bin in the MWIMM models.

To achieve the same level of resolution (0.05 Hz) with
traditional IMM, assuming the upper and lower bound of
natural frequency are known to be 2 and 4 Hz respectively,
40 filters needed to be run simultaneously, compared to
the 3 filters used in the MWIMM approach. Based on
Table. 1, the number of probability calculations needed for the
IMM algorithm becomes 1640 compared to 10 calculations
needed for the MWIMM. Therefore, it is computationally
infeasible to estimate the natural frequency with the same
resolution using the traditional IMM. Even with access to
substantial computational power, accuracy would be an issue
due to the combinatorial effect of the 1640 hypotheses that
must be handled in each step. One approach to make the
IMM feasible is to decrease the resolution. For example,
given similar computational resources, the IMM resolution
would be 1 Hz (20 times less accurate than MWIMM
used here), while it still needs an extra assumption that the
upper and lower bounds are known. Consequently, the IMM
algorithm in its current format is inadequate for estimating
gradual parameter changes. An alternative method involves
employing joint state and parameter estimation techniques,
such as the augmented state Kalman filter. This approach
results in a system of partial differential equations that are
difficult to solve and may make the system unobservable.
Further elaboration on this issue can be found in Section V.
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FIGURE 3. Using MWIMM-KF for estimating the time-varying parameter
of a second-order system.

1) EFFECT OF BIN SIZE AND UPDATING TIME

The choice of bin size within the MWIMM strategy
significantly impacts the process of parameter estimation
by influencing both the accuracy and convergence of the
estimation. A smaller bin size enhances the resolution
of the estimated parameter, allowing for finer details to
be captured. However, when a parameter undergoes rapid
changes, MWIMM with a small bin size will slide the window
of the filter bank slower than the rate of parameter change
and will fail to converge to the true value in a timely manner.
This issue is shown in Figure 4, where Binl demonstrates
a scenario in which the MWIMM strategy lacks sufficient
time to effectively track the gradual change in the target
parameter. To address this challenge, one potential solution
is to increase the window size (n > 3), allowing for a
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FIGURE 4. Schematic depiction of the effect of the rate of change of a
parameter on determining an appropriate bin size.
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FIGURE 5. Estimating natural frequency for different bin sizes.

larger interval to be covered in each update. Nevertheless,
this approach necessitates running more filters in parallel,
leading to increased computational demand and a higher risk
of combinatorial explosion [16]. Additionally, employing a
small bin size diminishes the difference between the models
in the filter bank, and potentially further escalates the risk of
combinatorial explosion.

In Figure 5, the natural frequency estimation of the
previously introduced second-order system is performed
using different bin sizes under the exact same conditions. It is
evident that larger bin sizes, such as 0.4 Hz and 0.2 Hz, lead to
a deterioration in the resolution of the parameter estimation.
On the other hand, employing a very small bin size of 0.02 Hz
causes the MWIMM strategy to lag behind and ultimately fail
in accurately estimating the natural frequency.

These observations highlight the trade-off involved in
selecting an appropriate bin size in MWIMM. A balance must
be struck between achieving higher resolution and ensuring
timely convergence to the true parameter value. The choice
of bin size should be tailored to the specific characteristics of
the parameter being estimated and the dynamics of the system
under investigation.
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FIGURE 6. Schematic depiction of the effect of the rate of change of a
parameter on determining an appropriate updating time.
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FIGURE 7. Estimating natural frequency for different updating times.

Employing a longer updating time in the MWIMM
increases the amount of measurement data available for esti-
mating the correct model, thereby reducing the likelihood of
false switching, and yielding smoother parameter estimation
results. However, when the rate of change of the parameter is
high, MWIMM with a longer updating time, as demonstrated
in Fig. 6 for updating 7,3 and 7,4, tends to lag behind.
In Fig. 7, estimation of the natural frequency is conducted
for the previously introduced second-order system using
various updating times while maintaining a fixed bin size
of 0.02 Hz. As depicted in this figure, a smaller updating
time of 0.1s results in higher fluctuations in the estimated
natural frequency, as expected. Conversely, larger updating
times such as ls and 2s cause the MWIMM to be unable
to keep pace with the rapid rate of change in the natural
frequency.

B. IDENTIFYING BOTH NATURAL FREQUENCY AND
DAMPING RATIO

One alternative approach for estimating the natural frequency
involves utilizing joint state and parameter estimation. This

VOLUME 12, 2024



A. Saeedzadeh et al.: Adaptive Estimation Using Interacting Multiple Model With Moving Window

IEEE Access

technique considers the natural frequency as an augmented
state within the system and employs a nonlinear filter, such
as the Extended Kalman Filter (EKF), to estimate it alongside
other states, as long as the system maintains observability.
However, it is important to note that this method provides
a suboptimal solution, and the accuracy of the linearization
is compromised when there is significant uncertainty in
the parameters. By considering the natural frequency as
an augmented state in the system described in (13), it is
possible to prove observability of the system using Lie
derivative. Consequently, the natural frequency can be
estimated using the EKF estimation method. In this section,
the EKF-based MWIMM method (MWIMM-EKF) is applied
to identify the damping ratio and the natural frequency of
a second-order system, thereby demonstrating the applica-
bility of the MWIMM approach for nonlinear systems as
well.

Regarding the natural frequency as an augmented state,
we can reformulate the model in (13) as follows:

xi(k + 1) = x1(k) + Texa(k) + vy (k)
xalk + 1) = =T (k)xi (k) + (1 — 2T5x3 (k) x2(k)
+Tsbu(k) + vo(k)
x3(k + 1) = x3(k) 4+ va(k),
a(k) = x1 (k) + w(k), (16)

State variable x3, which represents the natural frequency,
incorporates artificial noise v3 (k) ~ AN (0,107°). The
MWIMM employs the same parameters as described in (14).
However, here, the set of considered models is formed
according to the discretization of the damping ratio, and
model validation is performed using the estimated value of
the damping ratio at each time step. To ensure accurate
resolution, a bin size of 0.05 is chosen for the damping
ratio. Moreover, when considering the augmented state
vector, covariance matrices of the EKF are updated as
follows:

(1072 0 0
Q=| 0 10° 0 |, R=107"19,
. 0 0 107
(100
PO0)=[010]. (17)
(001

From (16), the measurement function can be obtained as
h(x) = x1. The observability matrix can then be computed
utilizing Lie derivatives in the following manner:

dL%h(x)
A 1 0 0
Ll
O uy=| i 0 1 0
dL}':I.h(x) x32 2¢x3 2Cx + 2x3X1

(13)

Here, dL;‘h represents the nth order Lie derivative of the
measurement function i with respect to the system model f,
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FIGURE 8. Estimating natural frequency and damping ratio using
MWIMM-EKF.

and O represents the observability matrix. The observability
matrix is full rank as long as 2&x; 4 2x3x; is not equal to
zero. It means that the system is observable. The only scenario
for the system to be unobservable is when both states x| and
X are zero (trivial solution for any linear system) which
is very rare and can be ignored. Fig. 8 demonstrates that
the MWIMM-EKF accurately estimates natural frequency,
damping ratio, and system states, including scenarios with
both constant and unknown damping ratios (Fig. 8a) as well
as time-varying damping ratios (Fig. 8b).

For comparative analysis, in this section, the augmented
state EKF is employed to estimate both natural frequency and
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damping ratio along with other states. Therefore, equation 13
can be reformulated as follows:

xi(k +1) = xi(k) + Tyxp(k) + vi(k)
ok +1) = —Tadxi(k) + (1 — 2T (k) x3 (k)
x2(k) + Tsbu(k) + vo(k)
x3(k +1) = x3(k) + v3(k)
xg(k +1) = xa(k) + va(k),
2k) = x1(k) + wik), (19)

where x3 is natural frequency and x4 is damping ratio.
In order to ensure a fair comparison, all conditions in
this section are assumed to be identical to those in
the previous section. However, there is one distinction
regarding the artificial noise v4 corresponding to damping
ratio x4. Obtaining this artificial noise for the augmented
state EKF is not straightforward due to the lack of
information about the dynamics of the augmented states.
Consequently, it becomes challenging to intuitively select the
noise based on engineering guesswork [4], and employing
discriminative training methods is ineffective for determin-
ing the process noise for all four states using only one
measurement xj.

Assuming that the damping ratio can fluctuate with a stan-
dard deviation of 0.01, an added artificial noise is assumed
with the normal distribution of v4 (k) ~ AN (0,107%).
Covariance matrices of the EKF are then derived as follows:

1072 0 0o 0
0 10° 0 o0 10
Q 0O 0 100 o |’ o

0 0 0 107

(1000
0100
0010

10001

P (0|0) = (20)

The observability matrix can then be computed using Lie
derivatives as (21), shown at the bottom of the next page.

As shown, it is not necessarily guaranteed that the
observability matrix is full rank, indicating that in general,
observability cannot be proven and the system is only
partially observable. Fig. 9 illustrates that the augmented
state EKF fails to estimate both constant and time-varying
damping ratios.

V. DISCUSSION AND FUTURE DIRECTIONS

To comprehensively investigate the performance of the
Multiple-Model Adaptive Estimation (MMAE) strategy,
particularly the Moving Window IMM (MWIMM) proposed
in this paper, it is essential to carefully examine three key
factors. These factors play a crucial role in understanding the
efficacy of these strategies:

1) Identifiability: This factor evaluates the ability of the
MMAE strategy to accurately identify the true model
among the bank of possible models. It is important to
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note that even if all the models within the bank are
observable, identifiability cannot be guaranteed. The
absence of identifiability indicates the singularity of the
Fisher information matrix, and vice versa [30]. In such
cases, it becomes necessary to incorporate a priori
information by imposing constraints on the model or
consider reparameterization of the model as a potential
solution.

2) Optimality: Theoretically speaking, optimality can be
guaranteed only in the case of static MMAE, where
the system has time-invariant parameters [4]. For
dynamic multiple-model adaptive estimation strate-
gies such as Interacting Multiple Models (IMM)
and MWIMM, which deal with systems with time-
varying parameters, only suboptimal solutions can be
obtained.

3) System Excitation: To accurately estimate time-
varying parameters, the system under study needs to
be excited. This excitation is necessary for conver-
gence towards the true model. Therefore, to maintain
observability, careful consideration should be given to
the level of system excitation, especially for nonlinear
systems.

Understanding these factors can significantly contribute
to the development and evaluation of effective estimation
strategies in various applications. In the following section,
an illustrative example is presented to show the identifiability
challenge encountered in dynamic multiple-model adaptive
estimation.

Consider a second-order system, exemplified by a mass-
spring-damper configuration, which is derived by an external
force F as:

x1(k + 1) = x1(k) + Tsxa(k) + vi(k)
xo(k 4 1) = —Tswix1 (k) + (1 — 2T wo) x2(k)
+Tsbu(k) + va(k) — TF,
z2(k) = x2(k) + w(k). (22)

Using the previously mentioned parameter values, includ-
ing a natural frequency of 2Hz, a damping ratio of 0.1,
a value of b equivalent to 100, uncorrelated process noise
vi (k) ~ N (0, 107'%), and v, (k) ~ N (0,107%). Now
considering the availability of velocity measurement for
the second state, subject to measurement noise w (k) ~
N (0, 10’8). Additionally, assume the external force F to
possess three distinct levels, namely low (50N), mid (S00N),
and high (2000N). System observability is assessed as
follows:

C:[Ol],A:[O ! } (23)

—a)g —2Lwo
C 0 1
— 0= |:CA] = |:—w(% —2§a)0:| = full rank. (24)

The observability matrix with full rank indicates that the
system is observable, allowing for unique determination
of states x; and xp. Nevertheless, as demonstrated in the
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FIGURE 9. Estimating natural frequency and damping ratio using
Augmented state EKF.

following illustration, the external force cannot be estimated
as an augmented state using the KF due to the system’s lack

of observability.

x1(k + 1) = x1(k) + Tsxa(k) + vi(k)

xo(k 4 1) = —Tswdx1 (k) + (1 — 2T wo) x2(k)
—Tsx3(k) + Tsbu(k) + vo (k)

x3(k + 1) = x3(k) + v3(k),

(k) = xa(k) + w(k). (25)

In (25), the augmented state x3 represents the external
force. To perform the observability test, the observability
matrix can be derived as follows:

[0 1 0
C=[010], A=|-0} 20wy —1
L 0 0 0
C [0 1 0 (26)
>0=|CA |=|-0f 2w -1
CA*| [ 2¢w] (422 —1) 0} 2¢wp

= Rank (O) =2 = O is not full rank.

According to (26), it is evident that the system lacks
observability, thereby preventing the estimation of the
external force using the augmented KF. To address this issue,
an alternative approach is IMM-KF. This method involves
incorporating models for low, mid, and high external forces,
and leveraging the mode probability to determine the true
model at each time step, thereby enabling the identification
of the external force. To assess the effectiveness of this
approach, a series of events is considered as a simulation
scenario:

1) For the initial 10 seconds, the external force is set to a

low level (F = 50N).

2) From 10 seconds to 20 seconds, the external force

transitions to a mid-level (F = 500N).

3) Finally, for the last 10 seconds, the external force

switches to a high level (F = 2000N).

Fig. 10 demonstrates that the IMM-KF fails to accurately
estimate the state x; and cannot correctly identify the external
force, despite each model in the filter bank being individually
observable based on (24). However, as depicted in Fig. 11
and Fig. 12, the IMM-KF can successfully estimate the
states and identify the external force accurately when either
the measurement for state x; or both states are available.
Overall, Fig. 12 illustrates that the IMM-KF achieves the

[ dLYh(x)
O, 1) = dLJ}.h(x)
Ly o
1 0 0 0
= )?32 inxg, 2x3x] —(i)— 2x0X4 2x(2)x3 (21)
_2x§x4 4x§xf + X32 stxfxz + 6x32x4x1 + 2xpx3 + 2bxau 8x4x§x2 + 2x§x1 + 2bx3u
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FIGURE 10. Identifying the external force for a second-order system with
measurement feedback from x, using IMM-KF.

FIGURE 12. Identifying the external force for a second-order system with

full-state feedback using IMM-KF.
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FIGURE 11. Identifying the external force for a second-order system with
measurement feedback from x; using IMM-KF.

best performance when measurements for both states are
available, which is intuitively reasonable.

Consequently, MWIMM is unable to accurately estimate
the time-varying external force in cases where only the
X> measurement is available, as depicted in Figs 13, 14 and 15.
However, the external force estimation is achievable when
either the x; measurement or both state measurements are
available. Additionally, it is evident that the performance
of MWIMM improves significantly when both states are
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FIGURE 13. Identifying the time-varying external force for a second-order
system with measurement feedback from x, using MWIMM-KF.

measured, as the system exhibits a higher degree of
observability.

A viable approach to address the identifiability concern
in this scenario involves utilizing a robust filter, such as
the Smooth Variable Structure Filter (SVSF), in lieu of the
Kalman filter to account for model mismatch. An IMM-
SVSF-VBL, equipped with a small boundary layer for the
measured state and a large boundary layer for the unmeasured
state, can effectively detect sudden changes in the external
force by including additional information as follows:
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FIGURE 15. Identifying the time-varying external force for a second-order
system with full-state using MWIMM-KF.

« By setting a small boundary layer threshold for the
measured state xp, the IMM-SVSF-VBL is capable of
recognizing changes in the system model, triggering the
corrective action of the SVSF.

« Conversely, a large boundary layer threshold for the
unmeasured state x; implies that the system relies on
the filter bank models to estimate the unmeasured state
X1, avoiding from correcting the a priori estimations of
the filters based on new measurements. Consequently,
the incorrect models maintain a substantial a priori error,
helping the IMM to find the most relevant model.
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FIGURE 16. External load level identification in a second-order system
form velocity measurement using IMM-SVSF-VBL; a sudden change in the
external load level.

As depicted in Fig. 16, unlike IMM-KF, IMM-SVSF-VBL
successfully identifies sudden changes in the level of the
external force. However, as demonstrated in Fig. 17, it still
struggles to identify the external force level when it changes
gradually. In such cases, the slow deviation of the a priori
error does not cross the boundary layer, giving the incorrect
filter (representing a low external force model here) sufficient
time to adjust the gain, to maintain a small a priori error, and
prevent the IMM from switching. This limitation stems from
the fact that the impact of a changing external force is akin
to the displacement of a spring (x1), and the filter cannot
distinguish between the two solely based on the system’s
velocity measurement. This is due to the unobservability of
the augmented state as shown in (26).

A. EXPLORING ROBUSTNESS

Another area worthy of further exploration is the robustness
of the MWIMM algorithm. The Kalman filter utilized in the
MWIMM algorithm, as discussed previously, assumes that
the process and measurement noise of the system adhere
to zero-mean and Gaussian distributions. Consequently, any
bias or uncertainty present in the system can negatively
impact the performance of this strategy, and in extreme cases,
it may lead to instability of the Kalman filter. Considering the
system in (13), let us assume the system behavior changes
gradually over time due to variations in the damping ratio.
Then, the MWIMM-KEF strategy can be employed to estimate
the damping ratio. To study the robustness of this approach,
different levels of bias or uncertainty have been introduced
to the natural frequency of the system. These scenarios are
outlined below, and the results of the MWIMM-KF are
presented in Fig. 18.
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FIGURE 18. Using MWIMM-KF for estimating the time-varying parameter
of a second-order system with different levels of bias or uncertainty.

1) System without bias or uncertainty: In this situation,
the MWIMM-KF exhibits excellent performance as
expected.

2) System with small bias or uncertainty (1% additive
uncertainty): Despite a slight increase in estimation
error compared to the scenario without bias, KF effec-
tively manages to estimate states because the bias or
uncertainty falls within the range of process noise.

3) System with medium bias or uncertainty (10% additive
uncertainty): In this scenario, MWIMM-KF fails to
estimate the damping ratio as the bias or uncertainty
exceeds the range of process noise. Therefore, none
of the models in the MWIMM window is capable of
representing the system’s behavior. MWIMM-KEF tries
to resolve this issue by switching to negative damping
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FIGURE 20. Using MWIMM-SVSF for estimating the time-varying
parameter of a second-order system with different levels of bias or
uncertainty.

to adjust for the bias in natural frequency, which makes
the problem even worse.

4) System with large bias or uncertainty (50% additive
uncertainty): In this scenario, MWIMM-KF becomes
unstable in less than 2 seconds as shown in Fig. 19.

One approach to improve robustness is to use a robust
filtering strategy such as SVSF-VBL, instead of Kalman
filter. Results for the same conditions using MWIMM-SVSF
are illustrated in Fig. 20. These results are also compared with
those of MWIMM-KEF in Table. 2. In the scenario without
bias, both KF and SVSF-VBL exhibit similar performance
as expected. Note that employing a very small Fixed
Boundary Layer (FBL) may compromise the performance
of SVSF-VBL, as it relies on the fixed bound instead of
the optimized one, which is calculated by taking account of
system noise.
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TABLE 2. Estimation errors with different bias/uncertainty levels.

. . . MWIMM-KF MWIMM-SVSF
Estimation Error No Bias Normalized RMSE Normalized RMSE
X1 7.6419 x 10~4 7.6419 x 10~
X2 0.0056 0.0056
¢ 0.0311 0.0311
. . . . MWIMM-KF MWIMM-SVSF
Estimation Error Small Bias/Uncertainty (1%) Normalized RMSE Normalized RMSE
x1 7.6399 x 107* 7.6387 x 107%
X2 0.0087 0.0345
¢ 0.0368 0.0376
N . . . MWIMM-KF MWIMM-SVSF
Estimation Error Medium Bias/Uncertainty (10%) Normalized RMSE Normalized RMSE
x1 5.8131 x 107% 7.6335 x 107%
b 0.2035 0.5365
¢ 37.3749 27.2272
. . . . MWIMM-KF MWIMM-SVSF
Estimation Error Large Bias/Uncertainty (50%) Normalized RMSE Normalized RMSE
x1 unstable 7.7567 x 1074
X9 unstable 0.6884
¢ unstable 22.8583

In the case of small bias, SVSF estimation error is slightly
larger than KF, because corrective actions from FBL occur
more frequently with a larger a priori error from uncertainty.
Enhancing SVSF performance can be achieved by increasing
FBL, but this comes at the expense of a larger error boundary.

For medium and large bias, MWIMM-SVSF fails to
estimate the damping ratio. However, it ensures stability and
boundedness of the estimation error. This is because when
the prior error exceeds the fixed boundary layer, SVSF loses
confidence in the model and relies on corrective actions from
the fixed boundary layer. As a result, the estimation error of
the damping ratio levels off.

As shown, although MWIMM-SVSF ensures the sta-
bility and boundedness of the estimation error, neither
MWIMM-SVSF nor MWIMM-KEF effectively captures the
states and unknown parameters (e.g. damping ratio) under
conditions of medium and large uncertainty. This outcome
is expected, given that when uncertainty significantly
outweighs the differences between model hypotheses, the
comparison becomes irrelevant for identifying the true model.
A more in-depth exploration of this issue could be pursued in
the future, developing a robust estimation strategy based on
the variable structure system concept, as demonstrated here.
This could involve a comprehensive analysis of parameters
such as bin size, window size, and process noise (Q) to
enhance performance.

B. PRUNING STRATEGY

Instead of merging, an alternative for decreasing the number
of regime sequences in MMAE algorithms involves employ-
ing pruning. Pruning entails the removal of low probability
branches (i.e., regime sequences) from the MMAE tree,
in contrast to the merging approach used in IMM. While
merging algorithms such as IMM filters are widely employed
in estimation tasks including target tracking, a pruning
algorithm such as Multiple Model Pruning (MMP) [31]
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is more relevant for detecting changes in fault detection
problems. In these scenarios, accurately identifying changes
in the system’s behavior is more important than estimating the
system’s state. The MMP algorithm has three main steps [31]:

1) Recursively compute the conditional filter for a bank of
M sequences.

2) After the measurement update at time k, retain only
the M /S most probable branches and prune the rest,
S being the number of branches retained in each step.

3) Attime k + 1, allow the M /S considered branches to
split into S.M /S = M branches and update their a
posteriori probabilities.

An entirely distinct approach to reduce the complexity
and improve the performance of MMAE algorithms in
addressing fault detection problems involves the adoption of
the MMP algorithm. Future research may focus on exploring
the pruning techniques as well as combining them and
comparing them with merging approaches employed in this
paper, such as IMM and MWIMM, for fault detection and
diagnosis problems. One potential approach could involve
implementing a moving window strategy to enhance the
performance of an MMP algorithm.

VI. CONCLUSION

In this study, a novel adaptive estimation strategy called
Mowing Window Interacting Multiple Model (MWIMM) has
been introduced to address the challenges of state estimation
in the presence of uncertain model parameters and changing
system dynamics. Focusing on a subset of possible models
at each stage instead of considering all models, MWIMM
improves identifiability and computational efficiency by
effectively narrowing down the search space for the true
model. This approach enables the estimation of gradual
changes in the system, making it particularly valuable for
estimation of fault intensity and remaining useful life.
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The parameter estimation problem was investigated, com-
paring the results obtained by the proposed method and
the augmented state extended Kalman filter. The results
demonstrated that the proposed MWIMM approach presents
a promising alternative for effectively handling extensive
parameter uncertainty and accommodating gradual changes
in system parameters. Future research direction can focus on
applying the proposed method to prognosis and degradation
estimation problems, such as estimating the state of health of
batteries.
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