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ABSTRACT In this study, the Field Programmable Gate Array (FPGA) technology is employed to integrate
multi-loop controllers for motion systems. To provide precise positioning and trajectory tracking for multi-
axis systems, the proportional-integral (PI) control is used in the speed control loop and adaptive PID control
in the position control loop. The motion system under consideration comprises an X-Y table driven by
permanent magnet synchronous motors (PMSMs), and controlled by two programmable servo systems,
each designed to regulate a separate axis. Each axis of this system consists of a motion planning module,
a speed PI controller in the inner loop, and an adaptive PID position controller in the outer loop. The
adaptive PID controller is specifically designed using a multilayer perceptron (MLP) neural network and
parameter tuning methods. The control objective is to enhance trajectory tracking accuracy, especially
in the presence of dynamic variations and uncertain disturbances. The Very High-speed IC Hardware
Description Language (VHDL) is utilized to implement the desirable features of the control system. The
control development is based on an FPGA device using Altera’s Quartus II and Nios II software environment.
The VHDL designs are analyzed and synthesized within this software environment. Simulation results
demonstrate that the on-chip control system can achieve accurate positioning and tracking performance for

the X-Y table motion.

INDEX TERMS FPGA, PMSM drives, MLP neural network, adaptive PID controller, X-Y table.

I. INTRODUCTION

Robotic systems are increasingly used in contemporary
industrial equipment assembly lines to replace human labor,
particularly in those tasks that demand high performance or
involve risky activities such that accurate positioning and
trajectory tracking are required. However, the operational
capabilities of most automated manipulators and parallel
robots are often limited by their restricted range of motion and
constrained operating abilities, so impeding the flexibility
and precision of the production line. To address this
challenge, it is essential to use advanced multiple axis control
systems in the assembly industry. A typical system for that
is an X-Y table driven by PMSM motors, wherein servo
controllers are used to regulate the position and assure
accurate trajectory tracking. Nevertheless, the movement of
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the X-Y table is often influenced by unmodelled dynamics,
external load disturbances, and interactions across axes,
causing unavoidable inaccuracy. In computer control, recent
progresses have built on programmable on-chip controllers,
with the development of multi-axis motion control systems
that are small, flexible, and cost-effective. The FPGA tech-
nology is widely recognized for its programmable features,
strong connectivity, quick time-to-market, efficient design
cycles, embedded processing capabilities, low power con-
sumption, and high density. It is particularly well-suited for
digital signal processing applications, such as motion control
systems and robots [1], [2], [3], [4], [5], [6], [7], [8], [9].
When developing FPGA-based systems, it is important
to minimize the use of logic components and resource
consumption. Therefore, intelligent control approaches are
preferred over hard methods for on-chip control design.
Despite their widespread usage in industrial processes,
traditional PID controllers often exhibit a difficulty in
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adapting to dynamic or uncertain systems owing to their set
parameters [2], [4]. In order to tackle this problem, many
sophisticated control strategies, including neural network
control, adaptive fuzzy control, and adaptive PID control,
have been devised to improve system performance [2],

(41, (51, [6], [7], [10],

[11], [12], [13]. Nevertheless, the

implementation of these intricate control algorithms, such as
neural networks, fuzzy controllers, or adaptive PID control,
necessitates substantial computational resources. As a result,
they are commonly implemented using fixed-point DSP and
FPGA in the majority of research studies [10], [12], [13],
[14], [15], [16], [17], [18], [19]. This article presents a method
to improve the performance and applicability of positioning
and tracking in motion control systems. It introduces the
development of fine-tuning schemes for the position control
design using adaptive PID control. The motion performance
of the control system is tested, along with its FPGA-based
execution capability. In order to maximize the efficiency of
resource usage, a finite state machine is constructed, which
incorporates operations such as multiplication, addition,
comparison, registers, and a lookup table (LUT). The FPGA-
in-the-loop simulation is conducted by using Quartus II
and Nios II software environment on a single FPGA chip.
The Nios II integrated development environment is used
for generating motion trajectories, while the Quartus II
runs VHDL code to represent the system dynamics. The
simulation results validate the effectiveness of the proposed
on-chip control system for positioning and tracking in
executing window shape motion trajectories [11], [12], [13],

[18], [19], [20], [21], [22].

Il. DESCRIPTION AND DESIGN OF CONTROL SYSTEM

A. MODEL OF PMSM DRIVES

The thrust force T, of the driving PMSM under field-oriented
control (with i; = 0) can be expressed as [22]:

T, = Kiiy,
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and its motion equation is

T T —7J 2w d 2xp 27 dxp )

e L—mrd12+mrdtv ()
where iy and i, are the motor’s dg frame currents, K;, J;u, B
and J; are the torque constant, inertial value, damping ratio,
and external load torque.

Fig. 1 shows the axis control system designed to handle
X and Y coordinates. All components of this system,
including the motion planner, reference model, speed PI
controller, and position neural PID controller with tuning
mechanism, are integrated into a single FPGA chip.

B. DESCRIPTION AND DESIGN OF CONTROL SYSTEM

1) REFERENCE MODEL

In control systems, the reference model (RM) often takes
the form of a second-order system. Therefore, the transfer
function of the RM for the motion system shown in Fig. 1
is expressed as:

X (5) _ wﬁ 3)
x5(s) 824 26wns + 2

where w, is the natural frequency, ¢ is the damping ratio, x,,
is the output of RM and x;; is the position command.

Subsequently, the use of the bilinear transformation allows
for the conversion of (3) into a discrete-time model in the z-
domain as,

(@) agtaiz +ap? @
xp(z71)  bo+ bzl + byz?
and the difference equation is expressed as
Xm(k) = =bi(k — 1) = ba(k — 2) + apx,, (k)
+ (k= 1)+ axcy(k —2) ®)
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2) PID CONTROLLER DESIGN
The discrete-time form - representing the output of a PID
controller is

u(k) = Kpe(k) + K; z e(k) + Kqle(k) —e(k — 1)], (6)
k=1

where the definition of the error is
e(k) = xper (k) — xp(k) @)
and K, K;, Ky are the gains of the PID controller.

3) MLP NEURAL NETWORK

The utilized MLP neural network in this study follows a
three-layer structure, as illustrated in Fig. 2. It is composed
of an input layer, a hidden layer, and an output layer. The
MLP neural network consists of three input nodes as Au(k),
xp(k — 1) and x,(k — 2), and its vector form is represented by

X = [Au(k), xp(k — 1), x,(k — 2)]”, 8)

with Au(k) = u(k) — u(k — 1). Additionally, in the hidden
layer of the MLP NN, the sigmoid function serves as the
activation function. The following is how it is formulated:

|
hy =
1 +exp (Z;L ciX (i))

and the output of neural network in Fig. 2 can be expressed

Jj=123...m (9

m
XMLP = Z wih; (10)
j=1

where w; and h; represents the weight and output of
7™ neuron, respectively. In the MLP neural network, the
goal of the learning algorithm is to determine the most
appropriate cost function, aiming to minimize the designated
error between the network output and the desired output.
This learning algorithm, based on the method of gradient
descent, provides faster computational capability compared
to alternative methods, thus offering an obvious advantage.
This approach involves training the MLP NN by adjusting
its parameters, including the weights in the backpropagation
function, to achieve favorable convergence. In the process of
supervised learning based on gradually decreasing gradients,
the cost function is defined as:

1 Al
J =G — xuLp)’ = Eemﬁ (11)

The gradient descent approach is used to develop the learning
algorithm for determining the weights in the hidden layer and
the output layer:

cijlk + 1) = ¢;i(k) + nepnhj(1 — hjxi(k) (12)

witk + 1) = wi(k) + nean Y witkhi(1 — hpxik) — (13)
j=1

wherej =1,2,3...m,i=1,2,3 and 7 is a learning rate.
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4) SEFT-TUNING PID CONTROLLER
By defining an instantaneous cost function

Lew = L, —x )
E(k) = 5¢*(k) = 2 (nr = xp) (14)

the gains of the PID controller can then be found using the
gradient descent method, as shown below.

AK, = —aa—E = ae(k) 0% (e(k) — e(k — 1)) (15)
K, dAu

AK; = —aa—E = ae(k)aie(k) (16)
0K; dAu

AKy = —aa—E = ae(k)ai(e(k)—ze(k —1) —elk —2)
0Ky 0Au

)

dxp

where « represents the learning rate and 37~ denotes the
Jacobian transformation of the MLP neural network:

8xp 3xMLP “
AN A= ]—Zl wik)hi(1 — hj)cj (18)

Hidden Layer

Input Laver Output Layer

FIGURE 2. Architecture of an MLP neural network.

Ill. TRAJECTORY PLANNING

The trajectory planner, seen in Fig. 1, can be designed to
create the model references for both axes, denoted as x;,, (k)
and y,, (k).

A. TRAJECTORY OF WINDOW FORM

Fig. 3 illustrates a trajectory representing a window as
given in [6]. This trajectory is often divided into nine parts,
designated as a- to i-segment. The window shape trajectory,
originating at a position on the negative side of the X-axis,
and the values of step S, angular increment A6 are consistent
throughout all four circular corners 8; = 6;_1 + A6, and their
values depend on the size of the trajectory.

B. MEASURES OF TRAJECTORY PERFORMANCE

For motion tracking, the average and standard deviation of
the tracking errors are computed to assess the performance of
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various controllers. These metrics are described as
N

_ e, (k)
o= @W (19)
27y
N _ )2
oy = Z—(e"(k)N e)” (20)
k=1

where N represents the total number of sampling periods for
a trajectory cycle and e, (k) = ,/e2(k) + ef(k) is the tracking
error distance in an X-Y coordination frame.

IV. FPGA IMPLEMENTATION OF CONTROLLER

A. FPGA ARCHITECTURE DESIGN

Fig. 4 depicts the proposed architecture of a motion controller
for the X-Y table, constructed utilizing FPGA technology.
The FPGA used is the Altera Cyclone II EP2C70, which
has a Nios II embedded CPU to provide a programming
environment inside the FPGA. This FPGA board is equipped
with 68,416 Adaptive Look-Up Tables (ALUTs), a total
of 1,152,000 bits of Random Access Memory (RAM), and
a customizable 32-bit CPU core Nios II processor. The
configuration shown in Fig. 4 comprises a Nios II embedded
processor IP and an application IP, which is specifically
designed to generate the motion trajectory and gather
response data. The IP application incorporates circuits for the
position adaptive PID controller, the speed PI controller, and
the current vector controller for both the X and Y axes. The
position control loop is set to run at a sampling frequency
of 2 KHz. A frequency divider generates clock signals
with frequencies of 50 MHz (Clk), 12.5 MHz (Clk-sp),
and 500 Hz (Clk-ctr) to supply all circuits.

B. FPGA ARCHITECTURE DESIGN

The control system shown in Fig. 1 is implemented in the
FPGA. The generation of motion trajectories is performed
by software incorporating the Nios II embedded processor.
A finite state machine (FSM) is used to define the control
algorithm for both the position neural PID controller and
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FIGURE 4. The circuit design of the proposed control IC.

the speed PI controller. With the exception of the 24-bit
data type used in the reference model, all other data have
a length of 16 bits. Along with the PI controller and the
more complex neural PID controller, the FSM effectively
covers the system dynamics and the whole control system
can be adequately represented using VHDL. The adaptive
PID controller requires the execution of 90 steps. Each step
operation inside the FPGA may be accomplished in 80 ns,
resulting in a total operating time of 7.2 us for the adaptive
PID controller. The digital hardware implementation of the
activation function in Equation (9) is quite complicated
since it has to perform an exponential function. In order
to tackle this issue, a combination of the Taylor series
expansion method and the look-up table (LUT) methodology
is used. The polynomial equation of the fifth order in the
neighborhood of x is extended as follows

e Zag + a(x — x0) + a2(x — x0)* + az(x — x0)°
+ aa(x — x0)* + as(x — x0)°, @21)

where ag = e ™™, a) = —e ™, ap = e7/2,a3 = —e7/6,
as = e /24 a5 = —e™/120.

Fig. 5 depicts the internal circuit design of the sigmoid
function in (9). The design of the sigmoid function in (9)
which executes the overall computation utilizing seven look-
up tables, two adders, two multipliers, one divider, and
14-steps machine operation. It requires 112 ns for compu-
tation. The VHDL code is transmitted directly to the FPGA
board subsequent to the completion of hardware/software
co-design. In the meantime, the software code is placed onto
the external SDRAM.

V. RESULTS AND DISCUSSION

Simulation work is performed utilizing the Quartus II and
Nios I IDE, and the response results are collected. Following
this, MATLAB is used to perform analysis and visualiza-
tion. The proposed controller for tracking motion control
system is validated for accuracy and effectiveness through
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TABLE 1. Comparison results between PID and proposed controller.

Average tracking error

Tracking error standard deviation

FPGA resource usage

@i (mm) o (mm) ALUTs  (RAM bits)
PID (case 1) 0.58 0.029 28602 44542
PID (case 2) 1.25 0.068
Proposed method (case 2) 0.32 0.014 36504 47806
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FIGURE 6. Window trajectory response by using conventional PID for
Case 1: (a) Window tracking (b) Position tracking (c) Control efforts
(d) Tracking errors in X- and Y-axis.

hardware-in-the-loop simulation. Performance evaluation is
conducted by examining the movement paths of the window
in two different scenarios: Case 1, representing normal load
condition (J,, = 0.000108 kg.mz, B,, = 0.0013 N.m.s), and
Case 2, simulating heavy load condition (J;,, = 0.000108 x
3 kg.mz, B, = 0.0013 x 3 N.m.s). The respective results are
depicted in Figs. 6, 7, and 8. Initially designed under normal
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FIGURE 7. Window trajectory response by using conventional PID for
Case 2: (a) Window tracking (b) Position tracking (c) Control efforts
(d) Tracking errors in X- and Y-axis.

conditions with fixed PID control, the X-Y table exhibits
satisfactory tracking responses, as illustrated in Fig. 6.
However, when subjected to parameter variations in Case 2,
deviations occur in the bends and corners of the trajectory,
as evident in Fig. 7. To address this issue, a self-tuning PID
controller employing an MLP neural network is proposed,
yielding significantly reduced tracking errors thanks to the
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(a) Window tracking (b) Position tracking (c) Control efforts (d) Tracking
errors in X- and Y-axis.

PID parameters are tuned to an adequate value, as showcased
in Fig. 8. The initial gains of PID control are chosen by
K, = 5, K; = 0.06, K; = 1.01, but during the course
these gains are eventually tuned to K, = 4.8, K; = 0.7,
K; = 1.036. Consequently, tracking performance can be
substantially improved as can be seen in Fig. 8.

A comparison between conventional PID and the proposed
adaptive PID controller is presented in Table 1, including
resource usage data. The proposed method demonstrates
performance enhancements in terms of significantly reduced
average tracking error and standard deviation, despite a
slight increase in resource consumption. These findings
underscore the feasibility and effectiveness of the proposed
approach for X-Y table position control using the FPGA
technology.

VI. CONCLUSION

This work has presented the FPGA technology to design
and implement a high performance motion control system.
The main goal of the control system is to provide pre-
cise positioning and tracking of the desired trajectory of
a X-Y table. Its drive system includes PMSM motors under
field-oriented vector control to facilitate the regulation. The
design for the control system comprises a motion planning
module, a PI speed control, and a self-tuning neural PID
position control. The Quartus and Nios II environment is
used to execute hardware simulation inside the loop, which
showcases successfully the system tracking performance.
By using this programmable chip architecture, it can offer
an effective solution to the requirements of high control
performance and also energy efficiency. Hence, the proposed
technique is promising for diverse automation applications
that need multi-axis motion tracking.
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