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ABSTRACT Smart grids are transforming the generation, distribution, and consumption of power, marking
a revolutionary step forward for contemporary energy systems. Communication in smart grid environments
is majorly performed through Wireless Sensor Networks (WSNs). The WSNs enable real-time monitoring
and management inside smart grids. However, the integration of digital technologies and automation in
smart grids introduces cybersecurity challenges, including unauthorized access, data breaches, and denial of
service attacks. To address these difficulties andmaintain the reliability of smart grid infrastructure, this study
proposes a comprehensive architecture for strengthening cybersecurity within WSNs operating in smart grid
environments. By integrating traffic analysis, node categorization, and machine learning algorithms, the
framework intends to effectively detect and prevent cyber threats. Extensive evaluation reveals that traffic
analysis using the Random Forest model successfully predicts traffic load within WSNs, achieving a mean
squared error (MSE) of 2.772350, a root mean squared error (RMSE) of 1.665038, a mean absolute error
(MAE) of 1.099080, and a coefficient of determination (R2) of 0.717982. In intrusion detection, the Random
Forest model outperforms Decision Trees and Logistic Regression, with higher precision (0.99), recall
(0.99), and F1 scores (0.98) across various attack types. Specifically, Random Forest achieves perfect recall
(1.00) in identifying Flooding attacks, underscoring its capability to detect all instances of such intrusions.
Leveraging the insights gathered from the WSNBFSF dataset, this study gives significant findings into
proactive cybersecurity tactics, stressing the necessity of securing key infrastructure for the reliable and
secure distribution of power to consumers.

INDEX TERMS Smart grids, WSNs, cybersecurity, intrusion detection and prevention, machine learning,
traffic analysis.
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I. INTRODUCTION
Smart grid is the latest technology breakthrough in power
grids, where digital communication, sensors, and automation
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are harnessed to improve the efficiency of the operation of the
whole system [1], [2]. Conventional grids, on the contrary,
serve as unidirectional flow routes of electricity; smart grids
create bidirectional flow among the different components,
such as power plants, substations, meters, and consumer
appliances [3], [4]. Through the fusion of real-time data
analytics and management systems, smart grid technology
improves the generation, distribution and consumption of
energy and makes the systems more reliable, resilient and
sustainable. It offers consumers the chance to make better
decisions when it comes to energy consumption, it eases the
integration of renewable electricity sources, and it supports
the move to electric vehicles. Smart grid technology is an
advanced form of technology that makes grid security faster
by giving real-time detection and response capabilities to
disruptions ranging from cyberattacks to natural disasters.
It guarantees that the power supply to homes, businesses and
sensitive infrastructures is on around the clock [3], [5].
WSNs constitute a pivotal component within smart grids.

WSNs serve as the infrastructure backbone for real-timemon-
itoring, control, and optimization [1], [4]. These networks
are composed of multiple sensors that are connected and
placed on various grid infrastructure items, like power plants,
substations, distribution lines, and consumer premises. The
sensors are used to record data not only from voltage levels,
current flows, temperature, humidity and environmental con-
ditions but also from other sources [1], [6]. Smart grid WSNs
are designed to achieve the aim of remote monitoring and
grid asset management. Through effective utilization sensors,
utilities will be able to have comprehensive information about
the performance and health of each grid component which
will, in turn, enable them to easily identify a potential issue
and get it resolved to enhance reliability and minimize the
downtime. WSNs are a tool to improve grid efficiency by
providing information regarding energy consumption pat-
terns and participation in load balancing, demand response
and energy efficiency programs [7]. WSNs can be credited
for keeping the grid running in a steady and secure manner
by closely monitoring the infrastructure looking for unusual
behavior or security vulnerabilities. This will therefore
allow the identification of cyberattacks or physical intru-
sions as well as the repair of broken equipment in a timely
manner [8].
Cyber-attacks pose significant threats to the security and

integrity of WSNs within smart grids, necessitating robust
cybersecurity intrusion detection and prevention mecha-
nisms [9]. These will include a strong cybersecurity measure,
for example, the 24/7 monitoring of both network traffic and
behavioral patterns of occurrence, to be able to pick out any
form of suspicious activities or anomalies hinting at potential
cyber-attacks. Being part of the smart grid operational infras-
tructure, WSNs are very vulnerable, and thus, they could
expose the environment to such vulnerabilities as malicious
attack or tampering like malware, denial of service, and
unauthorized access. IDS includes sensor data and network
analysis in the identification of unauthorized access, data

manipulation, or abnormal patterns of communication [10],
[11], [12], [13], [14]. This needs to be complemented by the
use of proactive measures such as access control, encryption
protocols, and authentication mechanisms in order to avoid
the occurrence of cyber-attacks. Machine learning (ML) and
Artificial Intelligence (AI) methods are a supplement to
cybersecurity abilities that bring prediction of risks and auto-
mate responses toward the ever-changing threat. ML models
based on historical data and known patterns of attacks help
strengthen the cybersecurity of WSN within smart grids from
potential cyber-attacks. ML models are adaptive and adjust
to real-time feedback, with the advantage of having a proac-
tive threat mitigation capability and dynamically changing
security protocols [15]. The machine inductive learning not
only helps in improving the WSN cybersecurity framework
but also includes an enhanced ability for utility detection and
preventing cyber threats [8], [16], [17], [18].

Traffic analysis plays a key role in fortifying the cyber-
security of WSNs within smart grids [19], [20]. It checks
the pattern of network traffic over time to find if there are
any irregularities, which show potential cyber threats. In this
vein, utilities may monitor data packet flows searching for
anomalies such as unexpected surges in traffic volume or
aberrant transmissions of data that may point to a potential
malicious activity. Traffic analysis can be a sentinel toward
insider threat if it detects any unauthorized attempt for access
or any other abnormal behavior within the boundary of the
organization. In the context of a cybersecurity incident, traffic
analysis significantly supports in incident reconstruction and
devising incident response strategies that would prove to be
effective [6], [19], [21]. The flowing analysis of the traffic
influences the WSN resilience for further improvement and
enhancement in the continuous and secured delivery of elec-
tricity to the consumers by being proactive in cybersecurity.

The proposed study aims to address cybersecurity chal-
lenges faced by WSNs within smart grids. Our goal is to
implement and integrate such cutting-edge methods as traffic
analysis, node classification and ML. To achieve that, the
analysis of traffic and the identification of threats as well as
the classification of nodes based on sensitivity is used in the
study to increase the precision and efficiency of cybersecu-
rity. ML provides such a framework with the power to adjust
and grow to face the ever-changing threats. It gives way to
forward-looking remediation measures. The aimed study also
aims building up sustainable and customized cybersecurity
technology that will specifically address theWSN challenges
in smart grid settings. It is responsible for maintaining the
security, authenticity, and faultlessness of the network for the
sake of the community.

The proposed research study has the following main
contributions:

• The study analyzes traffic patterns in WSNs of smart
grid technology, categorizing nodes based on their sen-
sitivity, importance, and workload.

• The study integrates ML technology to predict cyberse-
curity attacks within WSNs of smart grids, specifically
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utilizing models including Random Forest and Logistic
Regression.

• Based on traffic analysis and predictions made by
ML, the study establishes an intrusion detection and
prevention (IDP) system for WSNs in smart grids,
demonstrating significant improvements in prediction
accuracy and threat detection.

We organized the remaining part of the research article
as follows: Section II covers the related work. Section III
implements the system design and model in accordance with
the proposed framework. Section IV presents a performance
evaluation, and finally, Section V concludes the article with
several future directions.

II. RELATED WORK
We review the related work in context with smart grid
technologies, traffic analysis in WSNs, ML-integration of
cybersecurity intrusion detection and prevention.

Smart grids (SG) and distributed energy generation
through Internet of Things (IoT), as well as new technolo-
gies like Internet of Energy (IoE) and intelligent systems
are garnering attention as a means of achieving low-carbon
sustainable energy development [22]. The web facilitates
the interoperability of intelligent energy systems, which
boosts network efficiency and intelligent management while
enabling automatic usage optimization. IoE is a fascinating
subject that is closely related to SG, electrical mobility, IoT,
communication systems, and energy efficiency. It helps to
attain zero-carbon technology and green settings. In addition,
the growing prevalence of processors used for mining virtual
currency in residences and compact warehouses are some
additional elements that need to be considered when ana-
lyzing electric energy usage and greenhouse gas emissions
these days. Nevertheless, studies examining how the Internet
might be used to assess energy misallocation and its potential
impact on CO2 emissions are frequently overlooked. The
authors of this study [22] provide a thorough analysis of the
development of SG in relation to the use of IoE systems and
the important elements of IoE for decarbonization. More-
over, computational models that incorporate simulations are
offered to assess the contribution of IoE to CO2 emission
reduction.

Load forecasting (LF) is becoming more popular as smart
grids (SGs) become more successful [23]. The LF method
provides assistance in terms of planning upgrades by SGs
and decisions regarding the operation of power. This also
contributes toward improving the ability to supply affordable
and dependable power services. The accuracy of demand
forecasting, especially with artificial intelligence (AI), is far
better through the use of ML and deep learning (DL) tech-
niques. In the selection of an appropriate and accurate LF
approach to be used in SGs, it will require being chosen
critically, examining a number of LF methods. The state-
of-the-art forecasting methods are critically analyzed, and
an evaluative comparison of time series-based, AI-based,
classical, and clustering-based methods is carried out with

reference to their performance and results in [23]. The work
presented in [23] also identifies the optimumLF technique for
a set of SG applications. The results of these methods con-
cluded that the best among them for forecast performances
were AI-based LF techniques using ML and Neural Network
(NN) models. On average, the AI-based ML and NN models
have higher values for RMS and Mean Absolute Percentage
Error (MAPE) of the daily aggregated forecasts.

Building smart cities requires the timely collection and
analysis of city traffic flow data, as urbanization is taking
place at a breakneck speed. The study in [24] suggests a
novel approach to using WSNs in collecting data on the flow
of traffic, which records the position of the vehicle and its
speed in addition to the flow of traffic. Based on this, the
traffic flow data, a technique for analyzing data based on
incremental noise addition, provided a chaotic identification
criterion [24]. In this way, noise in the signal is introduced
in the form of different intensities sequentially, followed by
quantification of the signal complexity through the use of the
delayed mutual information. The trend of complexity change
of the mixed signal can enable a person to distinguish the
properties of the signal. In order to prove this, numerical
testing was carried out, and its result shows that periodic
data, random data, and chaotic data have different complexity
patterns with reference to the added noise increment. The
implementation of this technology opens new avenues for the
collection and analysis of traffic flow data [24].

Network intrusion prevention for WSNs is an important
area of research because of the rapid advancement of WSNs
due to its popularity and the increased security issues brought
about by their flexibility and ease of deployment [25]. One
of the common types of the network attack is the denial of
service (DoS) attack, and whose main mission is to bring
down the target network. Such attacks would be devastat-
ing to WSNs devices because of the limited resources. The
work proposed in [25] applies a detection technique for the
anomaly of DoS traffic in WSNs through principal compo-
nent analysis (PCA) and a deep convolution neural network
(DCNN) sinceWSN is highly sensitive to security attacks and
has a limitation in storage capacity at its nodes. The proposed
model can be in a position to detect abnormal network traf-
fic in WSNs with devices of limited storage capacity since
it is lightweight compared to the deep learning structures
that are normally used and has more efficiency in feature
extraction capability. Validation of classification results and
model effectiveness is being done by Receiver Operating
Characteristic (ROC) curves, various classification metrics,
and confusion matrices [25].
The latest advancements in system security and defense

mechanisms have been made possible by the extensive
application of ML-based intrusion detection system (IDS)
techniques [26]. Shared networks and their attendant vul-
nerabilities have led to a notable rise in security concerns
in smart grid computer settings. Even though the smart
grid environment is experiencing significant security chal-
lenges because of its particular environmental vulnerabilities,
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ML-based IDS research in a smart grid is still relatively
unexplored when compared to other network settings. The
authors in [26] conducted a thorough survey on machine
learning-based intrusion detection systems (ML-based IDS)
in smart grids based on the following important factors:
(1) the use of ML-based IDSs to address security vulnerabil-
ities in transmission and distribution side power components
of a smart power grid; (2) the creation of datasets and their
application in the smart grid; (3) a variety of ML-based IDSs
utilized in the smart grid environment by the surveyed papers;
(4) metrics, complexity analysis, and evaluation testbeds of
the IDSs applied in the smart grid; and (5) lessons learned,
insights, and future research directions [26].

In a smart grid system, intrusion detection is important to
provide a secure service and informing the system administra-
tor of adversary threats via a high-priority alert message [27].
To precisely categorize different attacks on smart power grid
systems, the study in [27] suggests an intelligent intrusion
detection scheme. The suggested plan made use of feature
selection based on binary grey wolf optimization. The non-
linear, overlapping, and complex electrical grid features were
extracted from the publicly accessible Mississippi State Uni-
versity and Oak Ridge National Laboratory (MSU-ORNL)
dataset, and the ensemble classification approach was opti-
mized for learning them. The suggested method’s promising
performance is shown by the experimental results for two
class and three class problems utilizing a 10-fold cross-
validation setup and a chosen feature subset. The robustness
of the suggested strategy was justified by the noticeably
better performance when compared to the current benchmark
methodologies [27].
Literature review highlights important areas regarding

technologies implemented within the smart grids and cor-
responding cybersecurity protocols. Starting with smart grid
development, IoE exploration within the frameworks of smart
grid development puts special emphasis on computational
models and simulations for the evaluation of IoE’s ability
to reduce CO2 emission [22]. Moreover, the role played by
load forecasting has also been much appreciated in smart
grid frameworks. This area specifically focuses more on the
utilization of modern techniques empowered by AI, such as
ML and neural networks, which could lead to more precise
forecasting of demand. Research studies on the data for traffic
flow also consider the methodology with a new approach
based on WSNs. This model is based on the identification
criteria for both noise and chaotic identification so as to find
the complexity in traffic flow. Investigations would delve
deep into the world of IDS customized for WSNs. PCA
and DCNN are proposed methodologies that would serve,
to say the least, in proficiently identifying anomalies [27].
The authors in [27] reviews the current trends and practices
of the ML-based IDS applications used in a smart grid envi-
ronment. It summarizes the data set preparation, diversity of
ML-driven IDS architectures, and used evaluation metrics
along with the desired future research directions. Authors
finally propose an intelligent intrusion detection framework

for smart power grids through feature selection techniques
and ensemble classification methodologies to discern and
classify varied forms of effective attacks.

III. SYSTEM DESIGN AND MODEL
This study proposes a traffic analysis and node categorization-
aware ML-integrated framework for cybersecurity intrusion
detection and prevention of WSNs in smart grids as shown
in Figure 1. The proposed integrated smart grid environ-
ment framework has four basic components: smart grid
environment, WSN in a smart grid, traffic analysis, and
categorization of nodes. This work further includes a
ML-integrated intrusion detection and prevention system
for WSN in smart grids. The framework aims to contribute
to security improvements in the Wireless Sensor Network
(WSN) of a smart grid environment by integrating several
integral parts. Basic infrastructure in the smart grid: It is
to comprise utilities, substations, and distribution networks
along with the power plants, all focusing toward the col-
lection and analytics of data in real-time so that the best
grid operation and reliability can be carried out. The data
collectors include all those that help in aggregating the data
by gathering information from sources such as smart meters
and sensors to transmit them to the utility control centers
for analysis. WSNs are such important components that
are applied for monitoring and control in the sections of
smart grid infrastructure, allowing remote sensing and data
transmission, including that of voltage, current, temperature,
and status of equipment. This implies facilitating automated
metering, integration with distributed energy resources, and
optimization of generation processes. They also facilitate
monitoring in different substations and lines that go a long
way in helping manage the grid effectively. An important
component in the analysis, behavior of data transmission of
WSNs, is classified based on their relevance as well as the
node type and the traffic pattern within it. The approaches
above explain the analysis of the volume, frequency, and kind
of messages that take place over the network for any anoma-
lies that may mean a potential cyber threat. Identification
of sensitive nodes such as substations and control centers
that are critical to the operation of the grid and therefore
potential targets of attacks. Moreover, the distinction of high
traffic nodes, e.g., collector nodes, from the normal nodes,
e.g., sensor nodes, aids in better understanding the behavior
of the network. This architecture includes the core intru-
sion detection and prevention system (IDPS) that employs
machine-learning algorithms for the speedy discovery and
real-time mitigation of any security breach. The IDPS will
be in a position to detect any anomaly with a show sign of
intrusion attempts by traffic dynamics analysis and giving
a prediction of cyber threats, then start the necessary auto-
matic responses or mitigation measures in order to save the
smart grid infrastructure from losing its integrity. The system
always learns and keeps adapting constantly to all changing
threats with this continuous learning. This guarantees that it
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FIGURE 1. Traffic analysis and node categorization-aware machine learning-integrated framework for cybersecurity intrusion detection and prevention
of WSNs in smart grids.

maintains effectiveness and it is easy to adapt to the other
existing security infrastructures for defense-in-depth strategy.

A. SMART GRID ENVIRONMENTS
Smart Grid is an organized system aimed at coordinating
diversified stakeholders and technologies that are pulling
in the same direction to boost the effectiveness, reliabil-
ity, and sustainability in electricity generation, distribution,
and consumption. In fact, users are empowered within these
smart grid frameworks by the fact that households, busi-
nesses, and industries—most of electricity use—are made up
of users, thereby increasing the resources and insight-based
numbers that would help empower these users in regu-
lating their energy usage. Such empowerment might see
them access real-time information on energy consumption,
flexible pricing mechanisms, and programs that promote
demand-response power usage-shifting by consumers on crit-
ical occasions of its necessity the most, such as during peak
hours. The collector plays an essentially neural role in infor-
mation consolidation from diverse sources in the smart grid
network. It collects information from smart meters, sensors
dispersed all over the grid infrastructure, and other moni-
toring devices. The collector further processes the data and
channels it to the control center for analysis and making
informed decisions about the utility.

The utility, which is most likely a power company or an
electricity provider, develops, maintains, and operates the
smart grid infrastructure from electricity generation down to

its transmission and distribution. Smart Grid Environment
allows utilities to deploy avant-garde technologies and data
analytics in refining grid operations, improving reliability,
and giving way to consumers’ ever-changing needs. Smart
meters are the latest in measurement tools installed at the
consumer end, which can check the use of electricity around
the clock. Unlike the traditional meters, smart meters have
in-built communication abilities through which they can send
consumption data back to the utility remotely. The capability,
therefore, empowers the utilities to monitor usage trends, be it
for management purposes or to implement demand-response
initiatives, leading to accurate billing of customers for the
energy actually consumed by the customer. The substation is
a critical point in smart grid infrastructure because it works as
an intermediate node between the voltage of the high-voltage
transmission network and the distribution network. The sub-
stations manage voltage levels, flow of power, and stability
control of the grid. In the smart grid field, the substations are
installedwith sensors andmonitoring equipment to determine
any deviations, improve the performance of the devices, and
hence support the predictions and predictive maintenance
steps.

The distribution network includes all the physical network
that electricity follows from substations to the end users. This
includes power lines, transformers, switches, and associated
infrastructure. In smart grid, distribution assets will have
equipped with sensors and communication which will be
able to monitor the asset’s status and detect faults, control
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and automate grid operations from remote locations. Con-
ventional power plants will provide the central facility for
the generation of electricity and, at the same time, accept
the energies from all the sources including coal, renewables,
hydroelectric power, or nuclear. Smarter power plants are
seamlessly integrated into the grid using cutting-edge con-
trol systems and communication networks in the smart grid
ecosystem. It will allow utilities to achieve the right balance
between the dispatching schedules of the conventional power
plants and electricity grid flexibility around the fluctuating
demands of the grid, including the integration of renewable
energy sources. The basis of the smart grid’s grid commu-
nication technologies is the use of wireless communication
technologies to enable data transmission and coordination.
The devices provide a platform for communication to all
elements within the grid: smart meters, sensors, collectors,
substations, and utility control centers It paves the way for
the monitoring, control and optimization of grid assets in the
real time tracking and management, which is done through
digital means that maximizes grid reliability, efficiency and
responsiveness.

B. WSNs IN SMART GRIDS
WSNs are among the enabling technologies that improve the
operation and competitiveness of smart grids, themodern sys-
tems which provide electricity in a smart way. These grids are
based on the modern technology that balances and regulates
the power generation, transmission and the consumption of
electricity. The WSNs are of paramount importance when
they enable the placement of remote sensing devices in the
vicinity of the grid infrastructure. These sensors are so pow-
erful that they can monitor multiple parameters in real-time;
like the voltage, the current, the temperature, the humidity,
and the status of the equipment. For instance, temperature
sensors placed on the power lines can detect overheating,
while vibration sensors can be installed on the transformers
to detect mechanical faults. The data taken from these sensors
are then wirelessly sent to the central control system where it
is examined.

WSNs serve as a communication tool in automated meter-
ing which is themain application of smart grids. Smart meters
(the ones which have been equipped with wireless communi-
cation capabilities) are installed at customer premises. After
that, the electricity consumption data is sent in real-time. This
does away with the device reading and allows the utilities to
have a better and clearer monitoring of the energy consumed.
Moreover, automated metering helps in implementing time-
of-use pricing and demand-response programs, permitting
consumers to be able to reduce their power consumption and
adjust it to the signals informing them about pricing. Along
with WSNs, the integration of the distributed power genera-
tion resources (solar panels, wind turbines, and microgrids)
into the smart grid is one of the primary roles. Installing
sensors in the DERs (distributed energy resources) is one of
the key functions of these sensors. These sensors monitor in
real-time parameters such as power, voltage, frequency, and

other parameters, enabling communication between DERs
and grid operators. This guarantees a better handling of
distributed generation and grid stability; or in other words,
it is about the fact that renewable energy sources can be
smoothly connected to the grid while maintaining stability
that is required for the grid to operate properly.

C. TRAFFIC ANALYSIS AND NODE CATEGORIZATION
In the context of smart grids, a deep dive into the complex
analysis of data transmission dynamics in WSNs is the main
objective of traffic analysis. The evaluation process involves
analyzing the amount, frequency, and nature of communica-
tion flowing between nodes in the network. The extent of
the traffic pattern changes depends on the different cases,
likemesh topology, communication protocols, and conditions
of the network operation. In the node categorization scheme
several nodes are classified as sensitive due to the fact that
they have critical role in grid work or vulnerabilities which
can lead to great impacts on grid operations or security if they
are compromised. These sensitive nodes encompass various
components:

• Substation Nodes: While situated in substations, these
nodes in fact play the most important roles in the grid
of monitoring and coordinating the operations. A failure
of any of these critical nodes could cause major grid
fluctuations, which may lead to a cascading effect and
eventually to a system-wide blackout.

• Control Center Nodes: These nodes are the most impor-
tant data gathering point in utility control centers, the
decision-making and analysis processes of which are the
most effective. Through the agreement, the states may
lose the grid security and power to control.

• Smart Meter Nodes: These nodes located at consumer
premises are the main hardware components that pro-
vide entry points to collect and transmit consumption
data. Unauthorized access to smart meters may occur,
and the result could be privacy breach or tampering with
consumption data.

• Communication Gateway Nodes: These nodes that
spread across the grid allow easy communication
between different components of the grid which may
include collectors or concentrators. Broken nodes would
be the reason for the communication and control mech-
anism failure that are vitally important for the grid.

In addition to that, there are certain nodes which are highly
loaded due to their role as communication hubs or data
aggregation points for all the nodes in the network notable
examples encompass:

• Collector Nodes: These nodes, faced with the respon-
sibility of amalgamating data from a variety of sources
within the grid, including smart meters and sensors, are
weighing down the grid with massive amounts of data
traffic. Utilities can monitor these systems and pass the
information to local control rooms for detailed research.

• Substation Nodes: The nodes will also be placed at the
center of the grid infrastructure and have the role of
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consolidating and forwarding data from sensors that are
observing equipment health and grid parameters. Sub-
stations are nodes of the grid, always under monitoring,
and therefore, they are exposed to a surge of traffic.

• Control Center Nodes: The role of the data collector
nodes in data stream pipelines is to receive data from
the collector nodes as well as other sources. They are the
key data analysis tools that help the grid operators make
informed decisions. Therefore, they mainly operate on
the heavy traffic caused by data processing and control
functions.

The WSNs nodes with low traffic, which is represented by
sensor networks deployed across the grid infrastructure to
capture parameters like voltage, current, temperature and
humidity. These nodes include sensor nodes and actuator
nodes. Sensor nodes act as an integral part of acquiring
information related to the power grid and the environment.
Therefore, their data transmission happens periodically, being
set to a specific sampling interval or a given trigger event.
Actuator nodes in the control grid are responsible for con-
trolling the grid equipment and executing commands based
on the received instructions. They may then only receive
commands intermittently, while they also receive data from
sensors that are far more frequently transmitted.

D. MACHINE LEARNING-INTEGRATED INTRUSION
DETECTION AND PREVENTION SYSTEM
In the realm of cybersecurity, a ML-integrated intrusion
detection and prevention system (IDPS) specifically designed
for WSNs operating within smart grids presents an innova-
tive strategy to fortify critical infrastructure against potential
cyber threats. By harnessing the power of ML algorithms,
which capitalize on traffic analysis and attack prediction
functionalities, this IDPS is adept at swiftly identifying and
neutralizing security breaches in real-time.

• Traffic Analysis: ML algorithms undertake a compre-
hensive analysis of the traffic dynamics within theWSN,
establishing benchmarks for normal operational behav-
ior. By scrutinizing key parameters such as packet rates,
data volume, communication frequencies, and alter-
ations in network topology, the system can pinpoint
deviations indicative of suspicious activities or loom-
ing attacks. Notable examples include sudden surges
in traffic or irregular communication patterns, which
may foreshadow potential Distributed Denial of Ser-
vice (DDoS) assaults or clandestine data exfiltration
endeavors.

• Attack Prediction: Drawing insights from historical
data, ML models have the capacity to forecast poten-
tial cyber threats by discerning underlying patterns and
trends. These predictive models excel in identifying
subtle precursors to specific attack modalities, encom-
passing reconnaissance efforts, malware propagation
strategies, or command and control communications.
Through the correlation of diverse network parameters
and behaviors, the system can preemptively anticipate

and counter emerging threats, forestalling their escala-
tion into full-blown assaults.

• Anomaly Detection: ML algorithms exhibit prowess in
anomaly detection, enabling the IDPS to flag deviations
from standard network behavior indicative of intrusion
attempts or malicious actions. These anomalies may
manifest in diverse forms, such as anomalous data flows,
unauthorized access endeavors, or unanticipated alter-
ations in sensor readings. By continuously assimilating
new information and adapting to evolving threat land-
scapes, the system remains poised to detect nascent
attack vectors that conventional rule-based methodolo-
gies might overlook.

• Response and Mitigation: Upon the detection of suspi-
cious activities or looming threats, the IDPS is primed to
initiate automated responses or mitigation measures to
quash the menace and fortify the integrity of the smart
grid infrastructure. Depending on the gravity and nature
of the threat, these countermeasures may encompass
the isolation of compromised nodes, rerouting of traf-
fic, blocking of malicious packets, or the activation of
alerts to security personnel for further investigation and
intervention.

• Adaptive Learning: The IDPS capitalizes on adaptive
learning methodologies to fine-tune its detection capa-
bilities over time. By continually assimilating fresh data
inputs and feedback from security analysts, the system
iteratively refines its models and algorithms to accli-
mate to emergent threats and shifting network dynamics.
This adaptive learning paradigm ensures that the IDPS
remains efficacious in identifying and mitigating both
known and novel security risks in the dynamic milieu of
smart grids.

• Integration with Existing Security Infrastructure: The
ML integrated IDPS seamlessly integrates with extant
security frameworks within smart grids, including fire-
walls, intrusion prevention systems, and Security Infor-
mation and Event Management (SIEM) platforms. This
interoperability fosters a holistic defense-in-depth strat-
egy, bolstering the overall security posture of the smart
grid ecosystem and engendering resilience against mul-
tifarious cyber threats.

E. ALGORITHM FOR TRAFFIC ANALYSIS AND NODE
CATEGORIZATION-AWARE MACHINE LEARNING-
INTEGRATED FRAMEWORK
The proposed procedural framework is depicted in
Algorithm 1. The algorithm takes an input like data from
WSNs and pre-trained models of ML. Output generated is
a detailed analysis that covers traffic behaviors and node
classifications, ML methods incorporated, and measures
for detecting and preventing intrusion. First, it defines the
boundaries for sending and receiving data, setting the ML
algorithms ready to capture any unwanted intrusion. It will
then probe further into how the data is being transmitted
within the WSNs, finding more details into how much the
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Algorithm 1 Traffic Analysis and Node Categorization-Aware Machine Learning-Integrated Framework
1. Begin
2. Input: WSNs data, ML models,
3. Output: Traffic analysis, node categorization, ML-integration, IDP
4. Procedure: Traffic analysis and node categorization-aware ML-integrated framework
5. Initialization:

• WSNs communication in smart grids
• Parameters for data transmission and traffic analysis
• ML algorithms for intrusion detection

6. Traffic Analysis:
for each node (i) in the WSNs

Calculation of traffic volume Vibased on the number of packed exchanged:

Vi =

∑n

j=1
Pij

Calculation of the average packet rate Ri for node i:

Ri =
Vi
T

Determination of the communication frequency Fi by analyzing message exchange patterns
Identification of anomalies in traffic patterns using ML algorithms

end for
7. Node categorization:

Categorization of nodes based on their criticality and traffic patterns:
Sensitive Nodes Si:
if node i is critical in smart grids WSNs or node i experiences maximal traffic,

Si = True

else

Si = False

end if else
Normal Nodes Ni:
if node i is not critical in smart grids WSNs and node i experiences minimal traffic,

Ni = True

else

Ni = False

end if else
8. ML integration:

Training of ML models
Input features: traffic volume, packet rate, communication frequency, node category
Output labels: normal behavior or anomaly

Validation and optimization of the models using cross-validation techniques
Integration of the trained models into the intrusion detection and prevention system

9. Intrusion detection and prevention system:
for each data packet received

Feature extraction: traffic volume, packet rate, communication frequency, sender node category
Prediction for the likelihood of intrusion using the ML models

if the predicted probability exceeds a threshold
Initiation of response actions
Isolation of compromised nodes
Redirection of traffic to mitigate the impact
Notifying security personnel

end if
end for

10. end

data is being transmitted, how often, and how the devices
are interacting. ML enables them to find any strange patterns
in the data, which would enable them to catch potential
security troubles. They then classify the devices into groups

on the basis of how important they are and how those devices
communicate. Therefore, it differentiates between the critical
and the less critical devices to smart grid operation. Using
the ML models, the algorithm has the capacity to forecast the
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probability of incidence of a security threat by analyzing the
information collected. When it senses that a threat is likely
to happen, it takes actions such as isolating the compromised
devices or modifying the way data flows in order to limit the
risk. These usually refer to a very detailed framework that
uses highly analytic techniques and ML in trials to bring out
a comprehensive approach for the proactive security ofWSNs
in making them very secure for smart grid environments.

IV. PERFORMANCE EVALUATION
We perform simulations and evaluate the performance of pro-
posed framework with respect to the cybersecurity intrusion
detection and classification.

A. EVALUATION METRICS
We evaluated the performance of the models implemented
in the proposed framework using MSE, RMSE, MAE, and
R2 for traffic analysis, and accuracy, precision, sensitivity
(recall), F1 score, specificity, and precision-recall curve for
intrusion detection [28]. We calculated accuracy, precision,
recall, and F1 score based on the following terms:

• True Positives (TP): The number of tuples that are really
found to be intrusive at the end of the process.

• True Negatives (TN): The number of valid tuples that are
found at the end of the detection process.

• False Positives (FP): The number of safe tuples that,
at the conclusion of the detection process, are identified
as intrusions.

• False Negatives (FN): The quantity of dangerous tuples
that, at the conclusion of the detection process, are found
normally.

When assessing the effectiveness of classification models,
accuracy is a commonly used evaluation parameter. It evalu-
ates the overall accuracy of the model predictions by figuring
out the proportion of correctly predicted cases among all the
instances in the dataset [29]. It is calculated with the help of
equation 1.

A =
TP+ TN

TP+ TN + FP+ FN
(1)

Precision is a way to measure howwell a classification model
works. It finds how good the model is at making positive
predictions by counting the number of true positives out of all
positive predictions, or true positives plus fake positives [29].
It is calculated with the help of equation 2.

P =
TP

TP+ FP
(2)

Sensitivity is a way to measure how well a classification
model works. This number is also known as the recall or true
positive rate. The sensitivity of the model measures how well
it can find every single positive case in the dataset [29]. It is
calculated with the help of equation 3.

R =
TP

TP+ FN
(3)

The F1 score demonstrates how well classification models
performwhen balancing precision and recall. It is particularly
useful when there is an imbalance between the number of true
positives and false negatives in the dataset [29]. The F1 score
is calculated using equation 4.

F1 = 2 ×
P× R
P+ R

(4)

A precision-recall curve has also been used during evaluation.
It is a graphical representation of the trade-off between pre-
cision and recall for different classification thresholds. The
precision-recall curve is created by varying the classifica-
tion threshold of the model and determining the precision
and recall at each threshold. A higher area under the
precision-recall curve (AUC-PR) indicates better perfor-
mance for the model.

B. DATASET
In order to evaluate the working of proposed framework,
WSNBFSFDataset [30], a publicly available dataset on a
Kaggle website has been used. The WSNBFSF dataset is a
database that contains all the significant data that is helpful in
the study of breaches in theWSNswith emphasis on the black
holes, flooding, and selective forwarding attacks which are a
subset of the DDoS attacks and are the most common type
of attacks among network security researchers. This dataset
is deliberately designed for research and analysis purposes to
facilitate academicians and scholars in the study of the attack
that exist within wireless sensor network (WSN). The dataset
is comprised of 16 different features which are believed to
be the attributes or the qualities that can be used to describe
the model and its performance. This dataset has a significant
number of rows, 312,106, which is a huge volume of data.
Upon undergoing requisite preprocessing measures, such as
data cleansing and formatting, the dataset is meticulously
organized to delineate four distinct categories of network
traffic: Blackhole attack traffic, Flooding attack traffic, Selec-
tive Forwarding attack traffic, and Normal traffic, which are
used as a base measurement of the usual network activities.
Black holes pose a significant threat to WSNs and influence
network performance. They contribute to network conges-
tion through packet drops, impeding proper communication
and negatively impacting the functionality of WSNs. Their
presence near WSN nodes strains energy resources as nodes
expend more energy attempting to retransmit lost packets or
seek alternative routes, thereby shortening battery lifespan
and affecting network longevity. Beyond operational disrup-
tions, black holes represent a major security threat by serving
as gateways to other attacks such as selective forwarding
or sinkhole attacks, aiming to disrupt communication, steal
data, or gain unauthorized access to critical information for
smart grid operations. Flooding attacks inundate WSNs with
unwanted data packets, which is very risky. They clog the net-
work by slowing down the flow of data and communication
and exhausting resources such as bandwidth and processing
power, thus affecting network performance. These attacks
consume the node’s energy, reducing the operational life and

VOLUME 12, 2024 91723



T. Zhukabayeva et al.: Traffic Analysis and Node Categorization-Aware ML-Integrated Framework

sustainability of the network. Thus, making it impossible to
use networks, flooding attacks lead to denial-of-service situ-
ations and disrupt important operations. Selective forwarding
attacks in WSNs are aimed at disrupting the communica-
tion between nodes, and as a result, data loss, disruption of
communication, and compromise of security are experienced.
Attackers selectively drop or forward packets, which leads
to disruption and possibly depleting the energy sources as
the nodes try to recover. This manipulation can result in
poor network performance and data corruption, which is very
dangerous to the WSN in terms of reliability and efficiency.
Figures 2, 3 and 4 shows packet size, rest energy and source IP
port distributions of the dataset respectively. Figure 5 shows
traffic distributions across nodes. Figure 6 shows the top
20 nodes by total number of packets.

We conducted data preprocessing measures to ensure the
dataset’s quality and suitability for analysis. These techniques
include data cleansing and formatting.We also employed fea-
ture engineering to extract relevant information and enhance
the dataset’s predictive capabilities. The dataset was carefully
organized to delineate four distinct categories of network
traffic: Blackhole attack traffic, Flooding attack traffic, Selec-
tive Forwarding attack traffic, and Normal traffic. This
organization facilitated precise checks and measurements of
performance for different detection andmitigation techniques
within WSNs. We utilized machine learning packages and
libraries to facilitate the preprocessing tasks and ensure the
dataset’s readiness for analysis.

C. EXPERIMENTAL DESIGN
The experiments were performed by implementing four ML
models i.e., Random Forest [31], Decision Tree [32], Gra-
dient Boosting [33], [34], [35], and Linear Regression [36],
[37], [38] for traffic analysis. We used the performance
parameters of MSE, RMSE, MAE and R2 for traffic analysis.
We also performed the experiments by implementing two
ML models i.e., Decision Tree [32] and Random Forest [31]
for intrusion detection and prediction. We used the perfor-
mance parameters of accuracy, precision, recall and F1 score
for intrusion detection and prediction. The dataset has been
divided into two parts: the training set and the test set. The
training set comprised 80% of the total records in the dataset.
It was used to train the proposed models. On the other hand,
the test set comprised 20% of the total number of records.
It was used to test and validate the proposed model. Cross-
validation was performed through the ‘‘cross_val_score’’
function from scikit-learn. All experiments are implemented
in Python on a GPU based environment with 2.11 GHz CPU
and 16 GB of RAM. Predefined ML packages and libraries
including Pandas, Numpy, Seaborn, Sklearn, LabelEncoder,
OneHoTencoding and Matplotlib have been implemented.

D. RESULTS AND DISCUSSION
1) TRAFFIC ANALYSIS
We performed traffic analysis by evaluating MSE, RMSE,
MAE and R2 values for four ML models. The models are

FIGURE 2. Packet size distribution.

FIGURE 3. Rest energy distribution.

FIGURE 4. Source IP port distribution.

designed to forecast traffic load based on the following
factors:
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FIGURE 5. Traffic distributions across nodes.

FIGURE 6. Top 20 nodes by total number of packets.

• Packet Size: This refers to the size of the packets
being transmitted, directly influencing the overall traffic
load. The highest packet size observed in the dataset is
117766 bytes, and it belongs to node ID 46 as shown
in Figure 5. In smart grids, packet size determines the

traffic flow by affecting congestion, energy consump-
tion, and data transmission. Larger packet sizes, for
instance, the observed 117766 bytes, may cause more
congestion in the network since they need more band-
width to transfer. This congestion can lead to a slow
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transfer of data and, generally, poor network perfor-
mance. Also, larger packets may consume more energy
during transmission; hence, the energy resources in the
wireless sensor network (WSN) nodes will be depleted
faster. Hence, it is vital to comprehend and control
packet size to avoid congesting the traffic flow and to
guarantee the proper functioning of smart grid systems.

• Rest Energy: This represents the residual energy levels
of nodes, which can serve as an indirect indicator of their
activity levels and, consequently, the traffic load they
generate.

• Source and Destination IP Ports: These identifiers
for the source and destination of network traffic, while
not directly related to size, provide insights into traffic
patterns and aid in modeling network behavior.

The models were trained using historical data to discern the
relationship between the features and the average packet size
per node. The developed code predicts traffic on nodes by
estimating the average packet size for each node (Packet
Size Average), which serves as a proxy for the volume of
traffic handled by individual nodes. This approach is deemed
reasonable as packet size is recognized as a significant factor
influencing network load and traffic congestion. Data aggre-
gation is conducted at the node level to summarize traffic
conditions, thus establishing a clear target for prediction.
Table 1 shows traffic analysis with MSE, RMSE, MAE and
R2. Random Forest emerged as the most effective model,
demonstrating the lowest values across all evaluation metrics.
It achieved a MSE of 2.772350, an RMSE of 1.665038,
an MAE of 1.099080, and R2 of 0.717982. On the other
hand, Linear Regression yielded the least satisfactory results,
showing the highest values across all metrics. Although Deci-
sion Tree displayed competitive outcomes in terms of RMSE
andMAE, its performance lagged Random Forest concerning
MSE and R2. While Gradient Boosting showed better per-
formance than Linear Regression, it still fell short compared
to Random Forest and Decision Tree models across all eval-
uation criteria. These findings highlight the effectiveness of
ensemble learning methods like Random Forest in achieving
superior predictive accuracy compared to individual models.
They underscore the limitations of linear regression in cap-
turing the complexities inherent in the dataset.

Figure 7 shows the top 20 nodeswith highest predicted traf-
fic, where x-axis represents node ID, while y-axis represents
predicted average traffic load. Node 102 stands out as hav-
ing the highest predicted traffic, with a value of 62.285296.
Nodes 109, 104, and 110 closely follow, each with predicted
traffic values exceeding 62. This pattern suggests that these
nodes are likely to bear the brunt of the network’s traffic load
according to the predictive model’s analysis. Moving along
the list, nodes 101, 90, and 105 also demonstrate notable
predicted traffic values, indicating substantial anticipated
activity within these nodes of the network. As we descend
further down the list, the predicted traffic values gradually
diminish. However, nodes such as 103, 111, and 98 still
exhibit relatively high traffic predictions, albeit slightly lower

TABLE 1. Traffic analysis with MSE, RMSE, MAE and R2.

than the top-ranked nodes. Nodes like 89, 97, and 91, among
others, maintain this descending trend, showcasing varying
levels of predicted traffic across different nodes in the net-
work. These findings offer valuable insights into the expected
traffic distribution across network nodes, which can inform
decisions regarding network management and resource allo-
cation to optimize overall network performance.

2) INTRUSION DETECTION AND PREDICTION
The Logistic Regression and Random Forest models are
used to detect intrusions with Python libraries including
Pandas and Sklearn. Table 2 shows the values of accu-
racy, precision, recall, and F1 score for Decision Trees
(DT) and Random Forests (RF) in discerning intrusions
within WSNs employed in smart grids. Through an evalua-
tion encompassing various attack types including Blackhole,
Flooding, Selective Forwarding, and Normal behavior, both
DT and RF models exhibit diverse levels of precision, recall,
F1-score, and accuracy. Noteworthy is the consistent superi-
ority of Random Forest over Decision Trees, as evidenced by
its higher precision, recall, and F1-scores across most attack
categories. Particularly striking is Random Forest’s excep-
tional precision and recall in identifying Flooding attacks,
with a perfect recall score underscoring its capability to detect
all instances of such intrusions. Both models demonstrate
exceptional performance in accurately classifying Normal
behavior, thus indicating a high level of accuracy. While
Decision Trees exhibit marginally lower accuracy compared
to Random Forest overall, they still present commendable
performance, especially in identifying instances of Normal
behavior. These outcomes highlight the efficacy of ML algo-
rithms, particularly Random Forest, in bolstering intrusion
detection within WSNs embedded in smart grid frameworks.

Figures 8 and 9 show the confusion matrices for DT and
RF respectively. Figures 10 and 11 show the precision-recall
curves for DT and RF models respectively and figures 12
and 13 show the receiver operating characteristic for DT
and RF models respectively. The confusion matrices pro-
vide a comprehensive overview of the model’s effectiveness
in categorizing different classes. In the context of the
Decision Tree’s matrix, the diagonal elements reflect the
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FIGURE 7. Top 20 nodes with highest predicted traffic.

TABLE 2. Accuracy, precision, recall and F1 score for Decision Tree (DT) and Random Forest (RF).

number of instances accurately classified within each class.
For instance, it correctly identifies 1561 instances belong-
ing to the ‘‘Blackhole’’ class, 5262 instances classified
under ‘‘Flooding,’’ 1032 instances categorized as ‘‘Forward-
ing,’’ and 51146 instances assigned to the ‘‘Normal’’ class.
Conversely, off-diagonal elements denote instances where
misclassifications occur. Notably, it mislabels 115 instances
of the ‘‘Blackhole’’ class as ‘‘Flooding,’’ 63 instances of
‘‘Flooding’’ as ‘‘Forwarding,’’ and so forth. Similarly, in the
Random Forest’s matrix, diagonal elements signify cor-
rect classifications, while off-diagonal elements indicate
misclassifications.

The Random Forest model achieves higher counts of accu-
rate classifications across all classes compared to the Deci-
sion Tree. For instance, it correctly identifies 1810 instances
of the ‘‘Blackhole’’ class, 5853 instances of ‘‘Flooding’’.

It demonstrates a tendency to make fewer misclassifica-
tions, particularly notable in the ‘‘Forwarding’’ class, where
the Decision Tree exhibited more errors. This observation
suggests that the Random Forest model possesses superior
discriminative capacity and generalization ability relative to
the Decision Tree, evident through its higher accuracy and
reduced frequency of misclassifications.

The approach presented in this study ismulti-faceted, and it
integrates traffic analysis, node categorization, andML based
IDPS to achieve more robust cyber defense in WSNs of the
smart grid. The performance of this framework was evaluated
through an analysis of two main aspects: traffic routes and
intrusion detection. The study analyzed traffic patterns for
four ML models to evaluate whether they were effective in
predicting traffic load on the WSN nodes. They were based
on parameters such as the size of a packet, remaining energy
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FIGURE 8. Confusion matrix of decision tree.

FIGURE 9. Confusion matrix of random forest.

levels, and source/destination IP ports. Results reveal that
Random Forest model has higher predictive accuracy than the

others. MSE, RMSE, MAE and R2 are the indicators of this.
In contrast, Linear Regression gave us fewer desirable results,
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FIGURE 10. Precision-recall curve of decision tree.

FIGURE 11. Precision-recall curve of random forest.

thus it is evident that it is not capable of capturing the dataset’s
complexities. The analysis found out some nodes, particularly

Node 102, had the highest predicted traffic volume, there-
fore, it would be helpful for network management and
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FIGURE 12. Receiver operating characteristic – decision tree.

FIGURE 13. Receiver operating characteristic – random forest.

resource allocation. Intrusion detection study was conducted
by using Logistic Regression and Random Forest models to

recognize intrusions within WSNs used in smart grid sys-
tems. As Table 2 shows, Random Forest was unrivalled in

91730 VOLUME 12, 2024



T. Zhukabayeva et al.: Traffic Analysis and Node Categorization-Aware ML-Integrated Framework

its performance, having higher recall scores than Decision
Trees in all types of attacks, most notably in the case of
Flooding. Confusion matrices display the good performance
of the Random Forest algorithms, with less misclassifications
and higher accuracy as compared to Decision Trees. Apart
from that, the accuracy will be determined by making use
of precision-recall curves and ROC curves, which will also
confirm that Random Forest is effective in intrusion detec-
tion. The outcomes of the research put emphasis on the utility
of the suggested framework in increasing the cybersecurity
levels of smart grid WSNs. Integration of traffic analysis,
node identification, andML based IDPS provides early detec-
tion and prevention of intrusions that effectively secure the
integrity of the critical infrastructure. Moreover, the study
highlights the significance of ensemble learning methods like
Random Forest in achieving superior predictive accuracy and
intrusion detection capabilities. These insights are invaluable
for informing the development and implementation of robust
cybersecurity solutions tailored to smart grid environments,
thereby mitigating potential cyber threats, and ensuring the
reliability and resilience of essential infrastructure.

The potential challenges observed in the WSN dataset,
aside from traffic issues, include its implementation in
real-world smart grid environments. These challenges
encompass cost overhead, hardware limitations, data man-
agement, and the necessity for real-time analysis through
high-performance computational resources. A Cloud to Edge
computing environment has the ability to address these chal-
lenges by enabling real-time analyses with minimal latency
and cost. Careful consideration of resource utilization is
essential to handle large-scale data and varied types of sensor
inputs while maintaining adequate performance.

V. CONCLUSION
The study offers a comprehensive framework aimed at
improving cybersecurity within WSNs operating in smart
grid environments. It aims to achieve detection and preven-
tion mechanisms for cyber threats through the amalgamation
of node classification, traffic analysis, and ML techniques.
The research focused on detecting and preventing intrusions
in WSNs using logistic regression and random forest models.
Both models had shown impressive results in the right iden-
tification of different attack types like Blackhole, Flooding
as well as Selective Forwarding attacks and normal behavior
too. Random Forest as a classifier especially for the given
metrics has proved to be very efficient and has shown its capa-
bility of enhancing intrusion detection systems. The proposed
framework was implemented with the WSNBFSF dataset.
The experimental design incorporated a ML model with a
traffic analysis function and an intrusion detection capability.
Different performance measures were used in the evaluation
such as MSE, Root RMSE, MAE, R2, accuracy, precision,
recall and, finally, F1 score. The proposed framework is
expected to be an important contribution to cybersecurity
measures in the smart grid environment by utilizing mod-
ern techniques like traffic analysis, node categorization, and

algorithmic learning. The findings underscore the importance
of proactive cybersecurity strategies in safeguarding sensitive
infrastructure and ensuring the reliable and secure delivery
of electricity to consumers. The implications of this study
are significant, as it provides a foundation for enhancing
cybersecurity in smart grids through advanced ML tech-
niques. By implementing this framework, smart grids can
better detect and prevent cyber threats, thus ensuring the sta-
bility and reliability of electricity delivery. However, several
limitations need to be addressed for practical implementation.
Potential challenges include cost overhead, hardware limita-
tions, data management, and the need for real-time analysis
through high-performance computational resources. Edge
devices typically have limited computational power com-
pared to centralized servers, necessitating careful resource
utilization to handle large-scale data and varied sensor inputs
while maintaining performance.

In future, we will focus on refining ML models by
integrating time series analysis and advanced communi-
cation protocols. We aim to explore hybrid algorithms to
improve risk assessment and anomaly identification, espe-
cially against more sophisticated attack types.We also plan to
implement fog computing-based fuzzy logic systems to opti-
mize 5G communication technology performance in smart
grids, further expanding the framework’s applicability and
effectiveness.
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